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Abstract

Emotion classification of COVID-19 Chinese microblogs helps analyze the public opinion trig-
gered by COVID-19. Existing methods only consider the features of the microblog itself, with-
out combining the semantics of emotion categories for modeling. Emotion classification of mi-
croblogs is a process of reading the content of microblogs and combining the semantics of emo-
tion categories to understand whether it contains a certain emotion. Inspired by this, we propose
an emotion classification model based on the emotion category description for COVID-19 Chi-
nese microblogs. Firstly, we expand all emotion categories into formalized category descriptions.
Secondly, based on the idea of question answering, we construct a question for each microblog
in the form of ‘What is the emotion expressed in the text X?’ and regard all category descrip-
tions as candidate answers. Finally, we construct a question-and-answer pair and use it as the
input of the BERT model to complete emotion classification. By integrating rich contextual and
category semantics, the model can better understand the emotion of microblogs. Experiments
on the COVID-19 Chinese microblog dataset show that our approach outperforms many existing
emotion classification methods, including the BERT baseline.

1 Introduction

The COVID-19 pandemic is spreading all over the world, and fighting the pandemic is a protracted
battle. It is also an important battle to analyze the COVID-19 related data continuously generated on
social media and quickly grasp the public opinion that the pandemic may trigger. Public opinion caused
by the pandemic will have an important impact on the decision-making of the government and relevant
departments. Automatic emotion classification of COVID-19 related data on social media is helpful to
assess the risk of public opinion. Common social media platforms at home and abroad include Weibo,
Facebook, Twitter, and so on, which are important ways for netizens to express their opinions and emo-
tions (Wang et al., 2017).

As one of the largest social media platforms in China, Sina Weibo has generated massive amounts
of COVID-19 microblog data. Through analysis, we found that the text of the COVID-19 Chinese mi-
croblog is short, lacks context, and has nonstandard expressions. For example, the two posts ‘武汉
加油，中国必赢 (Come on Wuhan, China will win)’ and ‘#新型冠状病毒# 比恐慌更可怕的是怠
慢。—《看见》（讲述非典时所写到） (#Novel Coronavirus# What is more terrifying than panic
is neglect. –‘Seeing’ (as written about SARS))’. Generally, existing emotion classification methods only
utilize the features of the microblog itself for modeling and do not consider the semantics of emotion cat-
egories well. Therefore, they cannot analyze the emotion of nonstandard COVID-19 Chinese microblog
text well. To solve this problem, we present an emotion classification method based on the emotion
category description. Based on the idea of question answering, the semantic information of categories
is fused to help the model understand the emotion of microblogs. In the next paragraph, we will ana-
lyze the impact of category semantic information on the emotion classification of COVID-19 Chinese
microblogs.
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Emotion classification requires identifying specific sentiments in the text, such as happiness, anger,
sadness, and fear (Wen and Wan, 2014; Valentina and Pearl, 2016). Traditional supervised emotion
classification models generally transform the categories into digital labels, as the supervised signal to
guide the learning process of the model. For example, traditional models use ‘1’ for happiness emotion
and ‘2’ for anger emotion. Normally, the digital label will be represented as a one-hot vector, and be
used to calculate the training loss. Then the backpropagation algorithm is used to minimize the objective
function to train the model. Traditional models do not adequately consider the semantic information of
emotion categories, which means that they do not better learn the meaning of emotion categories and
cannot accurately classify microblogs into corresponding emotion categories. When judging the emo-
tions expressed in a text, humans usually have some prior knowledge. For example, the microblog ‘这人
什么心态！能不能对自己和他人都负点责，丈夫确诊隔离了，妻子还往外跑，还坐火车，什么
心态 (What mentality of this person! Can you take responsibility for yourself and others? The husband
is diagnosed and isolated, and the wife is still going out and taking the train. What mentality?)’. When
humans are judging the emotion of this microblog, the embodiment of prior knowledge is that they know
the specific meaning of anger emotion, that is, someone is agitated because of extreme dissatisfaction,
so it is easy to correctly judge the emotion of this microblog. However, the models do not have prior
knowledge, so they are not ideal for microblog emotion learning. In other words, if the models can grasp
the prior knowledge that humans have, they will better understand the emotion of the text.

By asking what the emotion of a certain microblog expresses and then giving an answer, this process of
judging the emotions of the text is similar to the question-answering task. Inspired by this, we introduce
the idea of question answering into the emotion classification task of COVID-19 Chinese microblogs.
The main contributions are summarized as follows:

1) We propose an emotion classification model of COVID-19 Chinese microblogs based on the emo-
tion category description. Firstly, all emotion categories of microblogs to be classified are expanded into
formalized category descriptions, as a candidate answer set. Secondly, we construct a question for each
microblog in the form of ‘What is the emotion expressed in the text X?’. Then, the question and all cat-
egory descriptions are constructed into a question-and-answer pair as the input of the pre-trained BERT
model. Finally, by fusing rich contextual and category semantic information, the model completes the
emotion classification of COVID-19 Chinese microblogs.

2) We present three emotion category description strategies, which consider words, extended words
and emotion definitions to describe three different granularity of category information, respectively.

3) Experimental results show that our approach outperforms many existing emotion classification
methods on the COVID-19 Chinese microblog dataset.

2 Related Work

Emotion classification of COVID-19 Chinese microblogs is essentially a sentiment classification task.
Recently, with the rise of deep learning, existing sentiment classification studies are usually based on
deep learning methods. Neural network models, such as recurrent neural networks (RNNs), convolu-
tional neural networks (CNNs), and Transformers, have been proven effective in many sentiment classi-
fication tasks.

Tang et al. (2015) first used CNN or LSTM to encode a single sentence and then used gated RNN
to encode the internal relations and semantic connections between sentences. Finally, they obtained
the representation of the document to complete sentiment classification. Wang et al. (2016) proposed a
context-aware bidirectional LSTM model, which used forward and backward LSTMs to jointly encode
the context information of the text. It has achieved good results in the emotion classification of Chinese
microblogs. Kim (2014) proposed for the first time to use convolutional neural networks to extract
text sequence features for sentence-level text classification and completed sentiment classification on
movie review datasets. Since then, a series of sentiment classification methods based on CNN have
been produced (Zhang et al., 2015; Conneau et al., 2017). Johnson et al. (2017) proposed a word-level
DPCNN, which extracted long-distance text dependencies by continuously deepening the network. They
performed sentiment classification on review datasets such as Amazon and achieved the best results at
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the time. He et al. (2017) completed the enhancement of emotional semantics by mapping the commonly
used emoji vector representation and the word vector representation of the text to the same emotional
space. Then they used a multi-channel convolutional neural network to classify the emotion of Chinese
microblogs. In the above research, although the RNN-based model can effectively process serialized
text, it also has the problem of sequence dependence and cannot be calculated in parallel. Although the
CNN-based model can be processed in parallel, its ability to capture long-distance features is weak due
to its mechanism of extracting text features through sliding convolution windows. Besides, CNN-based
models generally use a pooling layer to integrate text features, but this will lose the location information
of the text, which is another serious problem. To improve these problems, Vaswani et al. (2017) proposed
the Transformer model, which completely took the Self-Attention mechanism as the basic structure of
the model, and abandoned the loop structure of RNN and the convolution structure of CNN. At the same
time, Transformer not only has all the advantages of RNN and CNN but also solves the problem of
sequence dependence of RNN and the problem of CNN’s weak ability to capture long-distance features.
Devlin et al. (2019) proposed the BERT model based on Transformer, which opened the prelude to
the development of pre-training language models and refreshed the records of a series of NLP tasks
including sentiment classification tasks. Since then, a series of Transformer-based models have been
proposed, which can be referred to as Transformers (Lan et al., 2020; Clark et al., 2020).

To sum up, the current methods of sentiment classification mainly focus on neural network models
such as RNNs, CNNs, and Transformers. These methods only perform modeling based on the text
semantics and fail to utilize the semantic information of classification categories. Studies have shown
that the semantic information of categories is effective for classification problems. For example, Rios and
Kavuluru (2018) integrated the semantics of the category into the model in the form of word embedding,
which improved the performance of the text classification task. Chai et al. (2020) guided the learning
process of the model by using all the category descriptions as questions and the classified text as the
answer, thereby enhancing the performance of the text classification task. Their method requires the
model to ask about the emotion of the text N times, where N is the number of categories. This process
seems not easy to understand, that is, when humans judge the category of a text, they usually understand
the semantics of its category, and then combine their knowledge to make judgments.

Different from (Chai et al., 2020), we construct a question for the input microblog text, and then
use all category descriptions as candidate answer set to classify the emotion of the text by a question
answering (QA) based method. By constructing a question-and-answer pair to combine each microblog
with category descriptions, the model can focus on both the category information related to the microblog
and the microblog information related to categories. We also introduce the attention mechanism to
focus on the important information in the candidate answer set. Emotion classification requires not only
understanding the semantics of the text, but also the emotions contained in the text. Therefore, how to
accurately abstract and integrate the semantic information of emotion categories to help the model better
understand the emotions of the text is an important issue that we focus on.

3 Methods

In this section, we present our emotion classification method for COVID-19 Chinese microblogs, which
contains two parts: (1) the definition and strategy of emotion category description (Section 3.1), and (2)
the emotion classification fine-tuning based on a question answering (QA) method (Section 3.2).

3.1 Definition and strategy of emotion category description

In the emotion classification task, we use the following six emotion categories: happiness, anger, sadness,
fear, surprise, and neutral. The definition of emotion category description is to extend emotion categories
into formalized descriptions according to a certain strategy. We use three strategies to construct descrip-
tions: the keyword-based category description (Section 3.1.1), the keyword expansion-based category
description (Section 3.1.2), and the emotion definition-based category description (Section 3.1.3).
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3.1.1 Keyword-based category description
We use six keywords as the description of six emotion categories of happiness, anger, sadness, fear,
surprise, and neutral. The construction examples are shown in Table 1.

Emotion category Description(Chinese/English)
happiness 快乐 (happiness)
anger 愤怒 (anger)
sadness 悲伤 (sadness)
fear 恐惧 (fear)
surprise 惊奇 (surprise)
neutral 中性 (neutral)

Table 1: Construction examples of keyword-based category description.

3.1.2 Keyword expansion-based category description
According to the affective lexicon ontology of Dalian University of Technology (Xu et al., 2008), the
synonyms corresponding to the five Chinese category keywords of ‘快乐 (happiness)’, ‘愤怒 (anger)’,
‘悲伤 (sadness)’, ‘恐惧 (fear)’, and ‘惊奇 (surprise)’ are searched, and they are used as emotion category
descriptions together. For the neutral category, the Chinese keywords ‘中性 (neutral)’ and ‘无情绪 (no
emotion)’ are spliced together as the emotion category description. There are two versions of the keyword
expansion-based category description, which are shown in Table 2 and Table3.

Emotion category Description(Chinese/English)
happiness 快乐、高兴 (happiness, joy)
anger 愤怒、生气 (anger, angry)
sadness 悲伤、悲痛 (sadness, grief)
fear 恐惧、害怕 (fear, afraid)
surprise 惊奇、奇怪 (surprise, strange)
neutral 中性、无情绪 (neutral, no emotion)

Table 2: Construction examples of keyword expansion-based category description (Version 1).

Emotion category Description(Chinese/English)
happiness 快乐、高兴、幸福、开心 (happiness, joy, blessed, happy)
anger 愤怒、生气、气愤、恼火 (anger, angry, indignant, annoyed)
sadness 悲伤、悲痛、失望、内疚 (sadness, grief, disappointed, guilty)
fear 恐惧、害怕、慌张、害羞 (fear, afraid, panic, shy)
surprise 惊奇、奇怪、惊讶、吃惊 (surprise, strange, flummox, amazed)
neutral 中性、无情绪 (neutral, no emotion)

Table 3: Construction examples of keyword expansion-based category description (Version 2).

3.1.3 Emotion definition-based category description
We determined the specific definition of each emotion category through Baidu Encyclopedia and then
adapted it to the category descriptions. The construction examples are shown in Table 4.

3.2 Emotion classification fine-tuning based on a question answering (QA) method
We use the Chinese pre-trained BERT model (BERT-Base, Chinese) released by Google as the basic
model. There are two input forms of pre-trained BERT to fine-tune downstream classification tasks:
one is the single sentence input, and the other is the sentence pair input. We adopt the second form, by
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Emotion category Description(Chinese/English)
happiness 快乐，表示感到高兴或满意的一种状态。 (Happiness, means that

someone is glad or satisfied.)
anger 愤怒，表示因极度不满而情绪激动。 (Anger, means that someone is

agitated because of extreme dissatisfaction.)
sadness 悲伤，表示因心情不好而伤感。 (Sadness, means that someone is

sad because of a bad mood.)
fear 恐惧，表示因陷入某种危险情境而害怕。 (Fear, means that some-

one is afraid because of being caught in a dangerous situation.)
surprise 惊奇，表示感到惊讶奇怪。 (Surprise, means that someone is sur-

prised and strange.)
neutral 中性，表示不包含任何情绪。 (Neutral, means that it does not con-

tain any emotions.)

Table 4: Construction examples of emotion definition-based category description.

constructing a question for the microblog and using the category descriptions of all emotion categories
as a candidate answer set to construct a question-and-answer pair as the input of the pre-trained BERT
model. The structure of our model is shown in Figure 1.

Figure. 1 Structure of emotion classification model based on the emotion category description

First, we introduce the method of constructing the question-and-answer pair. Given a microblog and
all emotion categories {Yc|X} = {Yc|x1, x2, . . . , xn}, c = 1, 2, . . . , N . Yc represents a category of
emotions, and X = {x1, x2, . . . , xn} represents a microblog. Based on the idea of question answering,
a microblog X is used to construct a question to ask the model what is the emotion expressed in the
text X , and all emotion category descriptions are used as a set of candidate answers. Then, {Yc|X} =
{Yc|x1, x2, . . . , xn}, c = 1, 2, . . . , N can be represented as a question-and-answer pair: {Yc|X} =
‘[CLS]What is the emotion expressed in the text X?[SEP − 1]Category description of Y1[SEP −
2]Category description of Y2[SEP − N ]Category description of YN [SEP ]’. Among them, ‘[CLS]’
represents a special classification token, and the hidden state of ‘[CLS]’ can be used to represent the
semantics of text for classification tasks. ‘[SEP − 1]’, ‘[SEP − 2]’, etc. represent the separator tokens,
which are used to separate each category description in the answer set. An construction example of the
question-and-answer pair is shown in Figure 2.
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Figure. 2 An construction example of the question-and-answer pair

The basic structure of the BERT is the Transformer. We omit the specific description of the model
and instead focus on how to use a pre-trained BERT model to fine-tune downstream emotion classi-
fication task based on category description. In order to fine-tune, we first initialize the BERT model
with pre-trained parameters, and then input the constructed question-and-answer pairs into the model,
as shown in Figure 1. In the process of training, the model will be continuously fine-tuned ac-
cording to the input labeled data and adjusted to the final model suitable for the emotion classifica-
tion task. After the question-and-answer pair is encoded by the BERT model, we obtain the hid-
den state of the special tokens as the contextual representations, denoted as h[CLS] ∈ R768×1 and
h[SEP−n] = {h[SEP−1], h[SEP−2], . . . , h[SEP−N ]} ∈ R768×1. h[SEP−n] is the contextual hidden rep-
resentation of each answer (category description). For the current question of ‘What is the emotion
expressed in the text X?’, the contextual hidden representation of the category description correspond-
ing to the real label should be more important. Therefore, we used the attention mechanism to process
h[SEP−n], which is given as follows:

an = hT[SEP−n]q (1)

αn =
exp(an)∑N
t=1 exp(at)

(2)

hatt[SEP ] =
N∑

n=1

αnh[SEP−n] (3)

where hT[SEP−n] is the transpose of h[SEP−n], q ∈ R768×1 is the randomly initialized attention query
vector, and αn is the attention distribution.

Then we calculate the fused semantic representation by the formula hadd = h[CLS]+h
att
[SEP ] and input

it into a fully connected layer to obtain the emotion category score vector s ∈ RN×1. Furthermore, we
use the Softmax function to normalize s to obtain the conditional probability distribution Pi(s). The
formulas are as follows:

s =W1hadd + b1 (4)

Pi(s) =
exp(si)∑N
j=1 exp(sj)

(5)

where W1 ∈ RN×768 is the weight matrix, b1 ∈ RN×1 is the bias vector, and N is the number of
emotion categories. The cross-entropy loss function is used to train and update the parameters of the
model through a backpropagation algorithm, the formula is as follows:

loss = −
∑
x∈T

N∑
i=1

P t
i (x)log2(P

p
i (x)) (6)

where T is the training set, x is one of the samples in the training set. P t
i (x) is the ground truth probability

distribution of the emotion category of x, and P p
i (x) is the predicted probability distribution of the

emotion category of x.
We propose several models based on the above three strategies, named BERT-KCD, BERT-KECD, and

BERT-EDCD. Among them, BERT-KCD (BERT with Keyword-based Category Description) represents
the integration of keyword-based category descriptions into the BERT model. BERT-KECD (BERT with
Keyword Expansion-based Category Description) represents the integration of keyword expansion-based
category descriptions into the BERT model. There are two versions of BERT-KECD, corresponding to
the two types of extended keywords in Table 2 and Table 3, named BERT-KECD-v1 and BERT-KECD-
v2, respectively. BERT-EDCD (BERT with Emotion Definition-based Category Description) represents
the integration of emotion definition-based category descriptions into the BERT model.
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4 Experiments

4.1 Experimental dataset
The experimental dataset comes from ‘The Evaluation of Weibo Emotion Classification Technology,
SMP2020-EWECT1’ on ‘The Ninth China National Conference on Social Media Processing’. Each
microblog is manually labeled with one of six categories: happiness, anger, sadness, fear, surprise, and
neutral. Table 5 shows the statistical information of the experimental dataset.

Emotion category Training set Validation set Testing set
happiness 4423 923 1540
anger 1322 314 463
sadness 649 165 219
fear 555 75 190
surprise 197 47 68
neutral 1460 476 520
Total 8606 2000 3000

Table 5: Statistical information of the COVID-19 microblog dataset.

4.2 Baseline models
We compared the model with seven other baseline models, the baseline models are as follows:

MNB (Multinomial Naı̈ve Bayes) (Bermingham and Smeaton, 2010): It achieves excellent perfor-
mance in many sentiment classification tasks. The smoothing factor-alpha of MNB is set to 1.0.

SVM (Support Vector Machines) (Pang et al., 2002): It is widely used in sentiment classification tasks
and has achieved excellent results. The regularization constant C of SVM is set to 1.0, and the kernel
function is linear.

BLSTM (Bidirectional Long Short-Term Memory) (Graves et al., 2013): The model extracts context-
related text features for sentiment classification through bidirectional LSTM. It uses a single-layer bidi-
rectional LSTM network with 256 hidden layer units.

CNN (Convolutional Neural Networks) (Kim, 2014): The classic convolutional neural network pro-
posed by Kim, which uses CNN to extract deep semantic features for text sentiment classification. The
convolution kernel sizes of the model are 3, 4, and 5. There are 100 convolution kernels of each size.

DPCNN (Deep Pyramid Convolutional Neural Networks) (Johnson and Zhang, 2017): The model per-
forms deep convolution operations at the word level and extracts long-distance text features for sentiment
classification. It has achieved the best results at the time on multiple review datasets such as Amazon.
The hyper-parameters are consistent with (Johnson and Zhang, 2017).

HAN (Hierarchical Attention Networks (Yang et al., 2016): The model extracts word-level and
sentence-level features through hierarchical bidirectional GRU and Attention mechanisms, and obtain
the semantic representation of the entire text for sentiment classification. The best results are obtained in
many sentiment classification tasks, and the parameter settings of the model are consistent with (Yang et
al., 2016).

BERT (Bidirectional Encoder Representations from Transformers) (Devlin et al., 2019): The Chinese
pre-trained BERT model (BERT-Base, Chinese)2 released by Google, which refreshed a series of NLP
task records including sentiment classification tasks. Our models are based on this model to fine-tune the
emotion classification task.

4.3 Implementation details
All experimental codes are based on Python 3.6.5 and Tensorflow 1.15.0 and run on the Linux CUDA
platform. For baseline models, the learning rate of BLSTM, CNN, DPCNN, and HAN is 0.001, and the

1https://smp2020ewect.github.io/
2https://github.com/google-research/bert
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batch size is 64. We use the pre-trained word vectors3 disclosed in (Li et al., 2018) for neural network
models. The dimension of each word vector is 300. All neural network models use Adam optimizer.
Furthermore, the hyper-parameter settings of the BERT series model are shown in Table 6.

Parameters Values
max sequence length 128/160/180/210/240
batch size 32
dropout 0.1
learning rate 2e-5

Table 6: Hyper-parameters setting.

We counted the sequence length of the COVID-19 microblog data, the sequence length of the question,
and the sequence length of each emotion category description strategy, respectively. After that, the
max sequence length of the BERT, BERT-KCD, BERT-KECD-v1, BERT-KECD-v2, and BERT-EDCD
models are taken as 128, 160, 180, 210, and 240, respectively.

4.4 Experimental results

We use Precision, Recall, F1, Macro Precision, Macro Recall, Macro F1, and Micro F1 as the evaluation
metrics.

4.4.1 Emotion classification of COVID-19 Chinese microblogs
To verify the effectiveness of our model, we compare it with some existing mainstream emotion clas-
sification models. Among them, BERT-KECD-v2 is our model. The experimental results are shown in
Table 7.

Models Macro Precision Macro Recall Macro F1 Micro F1
MNB 48.20% 42.68% 43.40% 68.53%
SVM 51.83% 47.09% 48.66% 68.47%
BLSTM 52.93% 49.22% 49.53% 72.97%
CNN 67.25% 55.48% 57.23% 74.97%
DPCNN 66.27% 53.68% 55.20% 74.67%
HAN 64.98% 56.84% 56.43% 75.20%
BERT 67.28% 64.98% 65.63% 79.17%
BERT-KECD-v2 70.74% 65.77% 67.73% 79.83%

Table 7: Experimental results of COVID-19 microblog emotion classification.

Table 7 shows that compared with other deep learning models, the traditional machine learning models
such as MNB and SVM have poor performance. The Micro F1 of MNB and SVM are only 68.53% and
68.47%, respectively. It can be seen that the Micro F1 of BLSTM, CNN, DPCNN, HAN, and BERT are
72.97%, 74.97%, 74.67%, 75.20%, and 79.17%, respectively. The performance of these deep learning-
based models is significantly better than MNB and SVM.

Besides, the Micro F1 of BERT-KECD-v2 is 79.83%, which is significantly better than the above five
deep learning models. Compared with BLSTM, the Macro Precision, Macro Recall, Macro F1, and Mi-
cro F1 of BERT-KECD-v2 have increased by 17.81%, 16.55%, 18.20%, and 6.86%, respectively. Com-
pared with DPCNN, the four metrics of BERT-KECD-v2 have increased by 4.47%, 12.09%, 12.53%,
and 5.16%, respectively. Compared with BERT, the four metrics of BERT-KECD-v2 have increased by
3.46%, 0.79%, 2.10%, and 0.66%, respectively. The experimental results prove the effectiveness of our
model and show the advantages of our model in the COVID-19 microblog emotion classification.

3https://github.com/Embedding/Chinese-Word-Vectors
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4.4.2 Validation of category description strategy

We compare the five models of BERT, BERT-KCD, BERT-KECD-v1, BERT-KECD-v2, and BERT-
EDCD to verify the effectiveness of the proposed category description strategies. The experimental
results are shown in Table 8.

Models Macro F1 Micro F1
BERT 65.63% 79.17%
BERT-KCD 67.03% 79.43%
BERT-KECD-v1 67.51% 79.93%
BERT-KECD-v2 67.73% 79.83%
BERT-EDCD 66.82% 79.50%

Table 8: Validation results of category description strategy.

Table 8 shows that the three different category description strategies could improve the performance
of the BERT model. Compared with the BERT model, the Macro F1 and Micro F1 of BERT-KCD
increased by 1.40% and 0.26%, respectively. The Macro F1 and Micro F1 of BERT-KECD-v1 increased
by 1.88% and 0.76%, respectively. The Macro F1 and Micro F1 of BERT-KECD-v2 increased by 2.10%
and 0.66%, respectively. In our analysis, this is because the two keyword-based category descriptions
represent part of the semantic information of the category, which can help the model understand the
emotion of the text. Moreover, the richer the keywords, the more obvious the performance improvement
of the model.

Besides, compared with BERT, the Macro F1 and Micro F1 of BERT-EDCD increased by 1.19% and
0.33%, respectively. In our hypothesis, because the BERT-EDCD based on the emotion definition de-
scription carries richer category information, it should perform best. However, the experimental results
show that the keyword-based models surprisingly achieve better results than BERT-EDCD. In our anal-
ysis, there are two possible reasons why the BERT-EDCD did not work as expected. One is that the
definition of emotion is not precise enough. As a comparison, keywords may more intuitively reflect the
semantics of the emotion category and are easily accessible. The other is that the structure of BERT is
not conducive to handling long sequences. The max sequence length of BERT-EDCD is 240, which is
the maximum length among all BERT series models.

Overall, the proposed models based on the category description have improved performance compared
to the basic model BERT. The experimental results show that the three description strategies proposed in
this paper are effective for the COVID-19 microblog emotion classification task.

4.4.3 Effective verification of our model on each emotion category

To prove the effectiveness of our model on each emotion category, we compare the Precision, Recall,
and F1 of the BERT and BERT-KECD-v2 models. The experimental results are shown in Figures 3, 4,
and 5.

Figure. 3 Comparison results of Precision on each emotion category
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Figure. 4 Comparison results of Recall on each emotion category

Figure. 5 Comparison results of F1 on each emotion category

From Figures 3, 4, and 5, it can be seen that BERT-KECD-v2 has overall better performance than the
basic model BERT. Compared with the BERT model, the Precision of the anger and surprise categories of
BERT-KECD-v2 increased the most significantly, with an increase of 12.20% and 17.02%, respectively.
In addition, BERT-KECD-v2 and BERT perform poorly on the three categories of sadness, fear, and
surprise. In our analysis, it can be attributed to the small number of training samples in these three
categories, which are only 649, 555, and 197, respectively. In contrast, there are 4423 training samples
in the happiness category, which enables the model to be fully trained and thus has the best classification
performance in this category. The experimental results show that our model effectively improves the
performance of the COVID-19 microblog emotion classification.

5 Conclusion

This paper proposes an emotion classification method based on the emotion category description for
COVID-19 Chinese microblog data. By extending the emotion category into a formalized category de-
scription, the semantic information of the category is integrated to guide the model to classify emotions.
Experimental results show that our method can effectively model the nonstandard COVID-19 microblog
text, and the introduced category description semantic information helps the model understand the se-
mantics and emotions of the irregular text. It also proves that introducing the idea of question answering
into the BERT model can significantly improve the performance of the COVID-19 microblog emotion
classification. Moreover, the issue of category imbalance in emotion classification is a challenge for ex-
isting studies. In the future, we will further investigate the category imbalance of COVID-19 microblogs.
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