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Abstract

Although some linguists (Rusmali et al., 1985;
Crouch, 2009) have fairly attempted to de-
fine the morphology and syntax of Minangk-
abau, information processing in this language
is still absent due to the scarcity of the an-
notated resource. In this work, we release
two Minangkabau corpora: sentiment analy-
sis and machine translation that are harvested
and constructed from Twitter and Wikipedia.1

We conduct the first computational linguistics
in Minangkabau language employing classic
machine learning and sequence-to-sequence
models such as LSTM and Transformer. Our
first experiments show that the classification
performance over Minangkabau text signif-
icantly drops when tested with the model
trained in Indonesian. Whereas, in the ma-
chine translation experiment, a simple word-
to-word translation using a bilingual dic-
tionary outperforms LSTM and Transformer
model in terms of BLEU score.

1 Introduction

Minangkabau (Baso Minang) is an Austronesian
language with roughly 7m speakers in the world
(Gordon, 2005). The language is spread under
the umbrella of Minangkabau tribe – a matrilineal
culture in the province of West Sumatra, Indone-
sia. The first-language speakers of Minangkabau are
scattered across Indonesian archipelago and Negeri
Sembilan, Malaysia due to “merantau” (migration)
culture of Minangkabau tribe (Drakard, 1999).

1Our data can be accessed at https://github.com/
fajri91/minangNLP

Despite there being over 7m first-language speak-
ers of Minangkabau,2 this language is rarely used
in the formal sectors such as government and ed-
ucation. This is because the notion to use Bahasa
Indonesia as the unity language since the Indepen-
dent day of Indonesia in 1945 has been a double-
edged sword. Today, Bahasa Indonesia successfully
connects all ethnicities across provinces in Indone-
sia (Cohn et al., 2014), yet threatens the existent of
some indigenous languages as the native speakers
have been gradually decreasing (Novitasari et al.,
2020). Cohn et al. (2014) predicted that Indonesia
may shift into a monolingual society in the future.

In this paper, we initiate the preservation
and the first information processing of Minangk-
abau language by constructing a Minangkabau–
Indonesian parallel corpus, sourced from Twitter
and Wikipedia. Unlike other indigenous languages
such as Javanese and Sundanese that have been dis-
cussed in machine speech chain (Novitasari et al.,
2020; Wibawa et al., 2018), part-of-speech (Pratama
et al., 2020), and translation system (Suryani et al.,
2016), information processing in Minangkabau lan-
guage is less studied. To the best of our knowledge,
this is the first research on NLP in Minangkabau lan-
guage, which we conduct in two different represen-
tative NLP tasks: sentiment analysis (classification)
and machine translation (generation).

There are two underlying reasons why we limit
our work in Minangkabau–Indonesian language
pair. First, Minangkabau and Indonesian language

2In Indonesia, Minangkabau language is the fifth most
spoken indigenous language after Javanese (75m), Sundanese
(27m), Malay (20m), and Madurese (14m) (Riza, 2008).



are generally intelligible with some overlaps of lexi-
cons and syntax. The Indonesian language has been
extensively studied and is arguably a convenient
proxy to learn the Minangkabau language. Second,
authors of this work are the first-language speakers
of Minangkabau and Indonesian language. This ar-
guably eases and solidifies the research validation in
both tasks.

To summarize, our contributions are: (1) we
create a bilingual dictionary from Minangkabau
Wikipedia by manually translating top 20,000 words
into Indonesian; 2) we release Minangkabau cor-
pus for sentiment analysis by manually translat-
ing 5,000 sentences of Indonesian sentiment anal-
ysis corpora; 3) We develop benchmark models
with classic machine learning and pre-trained lan-
guage model for Minangkabau sentiment analysis;
4) We automatically create a high-quality machine
translation corpus consisting 16K Minangkabau–
Indonesian parallel sentences; and 5) We showcase
the first Minangkabau–Indonesian translation sys-
tem through LSTM and Transformer model.

2 Minangkabau–Indonesian Bilingual
Dictionary

In the province of West Sumatra, Minangkabau lan-
guage is mostly used in spoken communication,
while almost all reading materials such as local
newspaper and books are written in Indonesian.
Interestingly, Minangkabau language is frequently
used in social media such as Twitter, Facebook
and WhatsApp, although the writing can be var-
ied and depends on the speaker dialect. Rusmali
et al. (1985) define 6 Minangkabau dialects based
on cities/regencies in the West Sumatra province.
This includes Agam, Lima Puluh Kota, Pariaman,
Tanah Datar, Pesisir Selatan, and Solok. The vari-
ation among these dialects is mostly phonetic and
rarely syntactic.

Crouch (2009) classifies Minangkabau language
into two types: 1) Standard Minangkabau and 2)
Colloquial Minangkabau. The first type is the
standard form for intergroup communication in the
province of West Sumatra, while the second is the
dialectal variation and used in informal and familiar
contexts. Moussay (1998) and Crouch (2009) argue
that Padang dialect is the standard form of Minangk-

abau. However, as the first-language speaker, we
contend that these statements are inaccurate because
of two reasons. First, many locals do not aware of
Padang dialect. We randomly survey 28 local people
and only half of them know the existence of Padang
dialect. Second, in 2015 there has been an attempt
to standardize Minangkabau language by local lin-
guists, and Agam-Tanah Datar is proposed as the
standard form due to its largest population.3

Our first attempt in this work is to create a pub-
licly available Minangkabau–Indonesian dictionary
by utilising Wikipedia. Minangkabau Wikipedia4

has 224,180 articles (rank 43rd) and contains
121,923 unique words, written in different dialects.
We select top-20,000 words and manually translate
it into Indonesian. We found that this collection con-
tains many noises (e.g. scientific terms, such as on-
thophagus, molophilus) that are not Minangkabau
nor Indonesian language. After manually translating
the Minangkabau words, we use Kamus Besar Ba-
hasa Indonesia (KBBI)5 – the official dictionary of
Indonesian language to discard the word pairs with
the unregistered Indonesian translation. We finally
obtain 11,905-size Minangkabau–Indonesian bilin-
gual dictionary, that is 25 times larger than word col-
lection in Glosbe (476 words).6

We found that 6,541 (54.9%) Minangkabau words
in the bilingual dictionary are the same with the
translation. As both Minangkabau and Indonesian
languages are Austronesian (Malayic) language, the
high ratio of lexicon overlap is very likely. Further,
we observe that 1,762 Indonesian words have some
Minangkabau translations. These are primarily syn-
onyms and dialectal variation that we show in Ta-
ble 1. Next, in this study, we use this dictionary in
sentiment analysis and machine translation.

3 Sentiment Analysis

Sentiment analysis has been extensively studied in
English and Indonesia in different domains such as
movie review (Yessenov and Misailovic, 2009; Nur-
diansyah et al., 2018), Twitter (Agarwal et al., 2011;

3https://id.wikimedia.org/wiki/
Sarasehan_Bahasa_Minangkabau

4Downloaded in June 2020
5https://github.com/geovedi/

indonesian-wordlist
6https://glosbe.com/min/id



Indonesian English Minangkabau

Synonyms

ibunya her mother ibunyo, mandehnyo, amaknyo
memperlihatkan to show mampacaliak, mampaliekan
kelapa coconut karambia, kalapo

Dialectal variations

berupa such as barupo, berupo, berupa, barupa
bersifat is, act, to have the quality basipaik, basifaik, basifek, basifat, basipek
Belanda Netherlands Balando, Belanda, Bulando, Belando

Table 1: Example of synonyms and dialectal variations in the Minangkabau–Indonesian dictionary

Koto and Adriani, 2015), and presidential election
(Wang et al., 2012; Ibrahim et al., 2015). It covers
a wide range of approaches, from classic machine
learning such as naive Bayes (Nurdiansyah et al.,
2018), SVM (Koto and Adriani, 2015) to pre-trained
language models (Sun et al., 2019; Xu et al., 2019).
The task is not only limited to binary classification
of positive and negative polarity, but also multi clas-
sification (Liu and Chen, 2015), subjectivity classifi-
cation (Liu, 2010), and aspect-based sentiment (Ma
et al., 2017).

In this work, we conduct a binary sentiment clas-
sification on positive and negative sentences by first
manually translating Indonesian sentiment analy-
sis corpus to Minangkabau language (Agam-Tanah
Datar dialect). To provide a comprehensive prelim-
inary study, we experimented with a wide range of
techniques, starting from classic machine learning
algorithms, recurrent models, to the state of the art
technique, Transformer (Vaswani et al., 2017).

3.1 Dataset

The data we use in this work is sourced from 1) Koto
and Rahmaningtyas (2017); and 2) an aspect-based
sentiment corpus.7 Koto and Rahmaningtyas (2017)
dataset is originally from Indonesian tweets and has
been labelled with positive and negative class. The
second dataset is a hotel review collection where
each review can encompass multi-polarity on differ-
ent aspects. We determine the sentiment class based
on the majority count of the sentiment label, and
simply discard it if there is a tie between positive
and negative. In total, we obtain 5,000 Indonesian

7https://github.com/annisanurulazhar/
absa-playground/

texts from these two sources. We then ask two native
speakers of Minangkabau and Indonesian language
to manually translate all texts in the corpus. Finally,
we create a parallel sentiment analysis corpus with
1,481 positive and 3,519 negative labels.

3.2 Experimental Setup

We conducted two types of the zero-shot experiment
by using Indonesian train and development sets. In
the first experiment, the model is tested against Mi-
nangkabau data, while in the second experiment we
test the same model against the Indonesian transla-
tion, obtained by word-to-word translation using the
bilingual dictionary (Section 2). There are two un-
derlying reasons to perform the zero-shot learning:
1) Minangkabau is intelligible with Indonesian lan-
guage and most available corpus in the West Suma-
tra is Indonesian; 2) Minangkabau language is often
mixed in Indonesian data collection especially in so-
cial media (e.g. Twitter, if the collection is based on
geographical filter). Through zero-shot learning, we
aim to measure the performance drop of Indonesian
model when tested against the indigenous language
like Minangkabau.

Our experiments in this section are based on 5-
folds cross-validation. We conduct stratified sam-
pling with ratio 70/10/20 for train, development, and
test respectively, and utilize five different algorithms
as shown in Table 2. For naive Bayes, SVM and
logistic regression, we use byte-pair encoding (un-
igram and bigram) during the training and tune the
model based on the development set. Due to data
imbalance, we report the averaged F-1 score of five
test sets.

For Bi-LSTM (200-d hidden size) we use two



Method Train ID Train MIN
Test MIN Test ID’ Test MIN

Naive Bayes 68.49 68.86 73.03
SVM 59.75 68.35 74.05
Logistic Regression 57.95 66.90 72.35
Bi-LSTM 58.75 65.62 72.37
Bi-LSTM + fastText 62.06 71.51 70.47
MBERT 62.71 67.60 75.91

Table 2: Results for Sentiment Analysis on Mi-
nangkabau test set. The numbers are the averaged F-
1 of 5-folds cross validation sets. MIN = Minangk-
abau, ID = Indonesian, ID’ = Indonesian translation
through bilingual dictionary.

variants of 300-d word embedding: 1) random ini-
tialization; and 2) fastText pre-trained Indone-
sian embeddings (Bojanowski et al., 2016). First,
we lowercase all characters and truncate them by
150 maximum words. We use batch size 100, and
concatenate the last hidden states of Bi-LSTM for
classification layer. For each fold, we train and tune
the model for 100 steps with Adam optimizer and
early stopping (patience = 20).

Lastly, we incorporate the Transformer-based lan-
guage model BERT (Devlin et al., 2019) in our
experiment. Multilingual BERT (MBERT) is a
masked language model trained by concatenating
104 languages in Wikipedia, including Minangk-
abau. MBERT has been shown to be effective for
zero-shot cross-lingual tasks including classification
(Wu and Dredze, 2019). In this work, we show the
first utility of MBERT for classifying text in the in-
digenous language, such as Minangkabau. In fine-
tuning, we truncate all data by 200 maximum to-
kens, and use batch size 30 and maximum epoch
20 (2,500 steps). The initial learning rate is 5e-5
with warm-up of 10% of the total steps. We evaluate
F-1 score of the development set for every epoch,
and terminate the training if the performance does
not increase within 5 epochs. Similar to Bi-LSTM
models, we use Adam optimizer for gradient descent
steps.

3.3 Result
In Table 2, we show three different experimental re-
sults. The first column is the zero-shot setting where
the model is trained and tuned using Indonesian text

and tested against Minangkabau data. Surprisingly,
naive Bayes outperforms other models including
MBERT with a wide margin. Naive Bayes achieves
68.49 F1-score, +6 points over the pre-trained lan-
guage model and Bi-LSTM + fastText. This
might indicate that naive Bayes can effectively ex-
ploit the vocabulary overlap between Minangkabau
and Indonesian language.

In the second experiment, we hypothesize that a
simple word-to-word translation using a bilingual
dictionary can improve zero-shot learning. Similar
to the first experiment, we train the model with In-
donesian text, but we test the model against the In-
donesian translation. As expected, the F-1 scores
improve dramatically for all methods except naive
Bayes with +0.37 gains. SVM, logistic regression
and Bi-LSTMs are improved by 6–9 points while
MBERT gains by +5 points by predicting the In-
donesian translation.

In the third experiment, we again show a dramatic
improvement when the model is fully trained in the
Minangkabau language. Compared to the second
experiment, all models are improved by 4–8 points
with Bi-LSTM + fastText in exception. This is
because the model uses fastText pre-trained In-
donesian embeddings, and its best utility is when
the model is trained and tested in the Indonesian
language (second experiment). The best model is
achieved by MBERT with 75.91 F1-score, outper-
forming other models with a comfortable margin.

Based on these experiments, we can conclude the
necessity of specific indigenous language resource
for text classification in Indonesia. These languages
are mixed in Indonesian social media, and testing the
Indonesian model directly on this Indonesian-type
language can drop the sentiment classification per-
formance by 11.41 on average.

3.4 Error Analysis

In this section, we manually analyze the false posi-
tive (FN) and false negative (FP) of MBERT model.
We examine all misclassified instances in the test set
by considering three factors:

• Bias towards a certain topic. In Indonesia,
we argue that public sentiment towards gov-
ernment, politics and some celebrities are often
negative. This could lead to bias in the train-



Category Value

#FN 83
Bias towards certain topic (%) 34.84

Single polarity with negative words (%) 20.48
Mixed polarity (%) 12.05

#FP 56
Bias towards certain topic (%) 26.79

Single polarity with positive words (%) 26.79
Mixed polarity (%) 28.57

Table 3: Error analysis for False Negative (FN) and
False Positive (FP) set.

ing and result in a wrong prediction in the test
set. We count the number of texts in FP and FN
set that contain these two topics: politics and
celebrity.
• Single polarity but containing words in oppo-

site polarity. The model might fail to correctly
predict a sentiment label when contains words
with the opposite polarity.
• Mixed polarity. A text can consist of both pos-

itive and negative polarity with one of them is
more dominant.

In Table 3 we found that there are 83 FN (28%
of positive data) and 56 FP (8% of negative data)
instances. We further observe that 34.84% of FN
instances contain politics or celebrity topic, while
there is only 26.79% of FP instances with these cri-
teria. In Figure 1, we show an FN example for
the first factor: “Iduik Golkar! Idrus jo Yorrys Ba-
paluak” where “Golkar” is one of the political par-
ties in Indonesia.

Secondly, 20.48% of FN instances contain neg-
ative words. As shown in Figure 1 the example
uses words “give up” and “hurt” to convey positive
advice. We notice that the second factor is more
frequent in FP instances with 26.79% proportion.
Lastly, we find that 28.57% of FP instances have
mixed polarity, 2 times larger than FN. We observe
that most samples with mixed polarity are sourced
from the hotel review. It highlights that mixed po-
larity is arguably a harder task, and requires special
attention to aspects in text fragments.

4 Machine Translation

Machine translation has been long run research,
started by Rule-based Machine Translation (RBMT)
(Carbonell et al., 1978; Nagao, 1984), Statistical
Machine Translation (SMT) (Brown et al., 1990),
to Neural Machine Translation (NMT) (Bahdanau et
al., 2015). NMT with its continuous vector represen-
tation has been a breakthrough in machine transla-
tion, minimizing the complexity of SMT yet boosts
the BLEU score (Papineni et al., 2002) into a new
level. Recently, Hassan et al. (2018) announce that
their Chinese–English NMT system has achieved a
comparable result with human performance.

Although there are 2,300 languages across Asia,
only some Asian languages such as Chinese and
Japanese have been extensively studied for ma-
chine translation. We argue there are two root
causes: a lack of parallel corpus, and a lack of re-
source standardization. Apart from the Chinese lan-
guage, there have been some attempts to create a
parallel corpus across Asian languages. Nomoto
et al. (2019) construct 1,3k parallel sentences for
Japanese, Burmese, Malay, Indonesian, Thai, and
Vietnamese, while Kunchukuttan et al. (2017) re-
lease a large-scale Hindi-English corpus. Unlike
these national languages, machine translation on in-
digenous languages is still very rare due to data un-
availability. In Indonesia, Sundanese (Suryani et al.,
2015) and Javanese (Wibawa et al., 2013) have been
explored through statistical machine translation. In
this work, our focus is Minangkabau–Indonesian
language pair, and we first construct the translation
corpus from Wikipedia.

4.1 Dataset

Constructing parallel corpus through sentence align-
ment from bilingual sources such as news (Zhao
and Vogel, 2002; Rauf and Schwenk, 2011), patent
(Utiyama and Isahara, 2003; Lu et al., 2010), and
Wikipedia (Yasuda and Sumita, 2008; Smith et al.,
2010; Chu et al., 2014) have been done in vari-
ous language pairs. For Indonesian indigenous lan-
guage, Trisedya and Inastra (2014) has attempted to
create parallel Javanese–Indonesian corpus by utiliz-
ing inter-Wiki links and aligning sentences via Gale
and Church (1993) approach.

In this work, we create Minangkabau–Indonesian



                                                Minangkabau

Bias	towards	certain	topic:
Iduik	Golkar!	Idrus	jo	Yorrys	Bapaluak	

Positive text that uses negative words:
Ado	masonyo	dima	awak	harus	marelaan	nan	awak	sayangi	untuak
pai..	Yo	mamang	sakik!	Tapi	tu	demi	kebaikan	awak	surang.	:)

Mixed	polarity:
kamarnyo	rancak,	patamu	kali	pakai	airy	kironyo	dapek	toolkit	dan
snack	lo,	cuma	wifi	hotelnyo	indak	bisa	connect..	overall	rancak,
apolai	diskon	80%

                                                       English

Bias	towards	certain	topic:
Glory	for	Golkar!	Idrus	and	Yorrys	are	hugging

Positive text that uses negative words:
there	are	times	when	we	have	to	give	up	on	someone	we	care	about.
Yes	indeed	hurt!	but	this	is	for	our	good	:)

Mixed	polarity:
the	room	was	good,	the	first	time	I	used	Airy,	it	turns	out	I	got	snacks
and	toolkits,	it's	just	that	hotel	wifi	was	not	functioning.	Overall	is
good,	especially	80%	discounts.

Figure 1: Example of False Negative.
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Figure 2: Flow chart of MIN-ID parallel corpus construction.

(MIN-ID) parallel corpus by using Wikipedia8 (Fig-
ure 2). We obtain 224,180 Minangkabau and
510,258 Indonesian articles, and align documents
through title matching, resulting in 111,430 MIN-
ID document pairs. After that, we do sentence seg-
mentation based on simple punctuation heuristics
and obtain 4,323,315 Minangkabau sentences. We
then use the bilingual dictionary (Section 2) to trans-
late Minangkabau article (MIN) into Indonesian lan-
guage (ID’). Sentence alignment is conducted using
ROUGE-1 (F1) score (unigram overlap) (Lin, 2004)
between ID’ and ID, and we pair each MIN sentence
with an ID sentence based on the highest ROUGE-
1. We then discard sentence pairs with a score of
less than 0.5 to result in 345,146 MIN-ID parallel
sentences.

We observe that the sentence pattern in the col-
lection is highly repetitive (e.g. 100k sentences
are about biological term definition). Therefore,
we conduct final filtering based on top-1000 tri-
gram by iteratively discarding sentences until the
frequency of each trigram equals to 100. Finally, we
obtain 16,371 MIN-ID parallel sentences and con-
ducted manual evaluation by asking two native Mi-

8Downloaded in June 2020

Category Wiki SentC
MIN ID MIN ID

mean(#word) 19.6 19.6 22.3 22.2
std(#word) 11.6 11.5 12.8 12.7

mean(#char) 105.2 107.7 98.9 99.2
std(#char) 59.1 60.4 57.9 58.1

#vocab 32,420 27,318 13,940 13,698
Overlapping #vocab 21,563 9,508

Table 4: Statistics of machine translation corpora.

nangkabau speakers to assess the adequacy and flu-
ency (Koehn and Monz, 2006). The human judge-
ment is based on scale 1–5 (1 means poor quality
and 5 otherwise) and conducted against 100 ran-
dom samples. We average the weights of two an-
notators before computing the overall score, and we
achieve 4.98 and 4.87 for adequacy and fluency re-
spectively.9 This indicates that the resulting corpus
is high-quality for machine translation training.

4.2 Experimental Setup
First, we split Wikipedia data with ratio 70/10/20,
resulting in 11,571/1,600/3,200 data for train, de-

9The Pearson correlation of two annotators for adequacy and
fluency are 0.9433 and 0.5812 respectively



velopment, and test respectively. In addition, we
use parallel sentiment analysis corpus (Section 3)
as the second test set (size 5,000) for evaluating
texts from different domain. In Table 4, we pro-
vide the overall statistics of both corpora: Wikipedia
(Wiki) and Sentiment Corpus (SentC). We observe
that Minangkabau (MIN) and Indonesian (ID) lan-
guage generally have similar word and char lengths.
The difference is in the vocabulary size where Mi-
nangkabau is 5k larger than Indonesian in Wiki cor-
pus. As we discuss in Section 2, this difference is
due to various Minangkabau dialects in Wikipedia.

We conducted two experiments: 1) Minangkabau
to Indonesian (MIN→ ID); and 2) Indonesian to Mi-
nangkabau (ID→MIN) with three models: 1) word-
to-word translation (W2W) using bilingual dictio-
nary (Section 2); 2) LSTMs; and 3) Transformer.
We use Moses Tokeniser10 for tokenization, and
sacreBLEU script (Post, 2018) to evaluate BLEU
score on the test sets. All source and target sentences
are truncated by 75 maximum lengths.

Our encoder-decoder (LSTM and Transformer)
models are based on Open-NMT implementation
(Klein et al., 2017). For LSTM models, we use
two layers of 200-d Bi-LSTM encoder and 200-d
LSTM decoder with a global attention mechanism.
Source and target embeddings are 500-d and shared
between encoder and decoder. For training, we set
the learning rate of 0.001 with Adam optimizer, and
warm-up of 10% of the total steps. We train the
model with batch size 64 for 50,000 steps and eval-
uate the development set for every 5,000 steps.

The Transformer encoder-decoder (each) has 6
hidden layers, 512 dimensionality, 8 attention heads,
and 2,028 feed-forward dimensionalities. Similar to
LSTM model, the word embeddings are shared be-
tween source and target text. We use cosine posi-
tional embedding and train the model with batch size
5,000 for 50,000 steps with Adam optimizer (warm-
up = 5,000 and Noam decay scheme). We evaluate
the development set for every 10,000 steps.

4.3 Result

In Table 5, we present the experiment results for
machine translation. Because Indonesian and Mi-

10https://pypi.org/project/
mosestokenizer/

Method MIN→ ID ID→MIN
Wiki SentC Wiki SentC

Raw (baseline) 30.08 43.73 30.08 43.73
W2W 64.54 60.99 55.08 55.22
LSTM 63.77 22.82 48.50 15.52
Transformer 56.25 10.23 43.50 8.86

Table 5: BLEU score on the test set. SentC is par-
allel sentiment analysis corpus in Section 3.

nangkabau language is mutually intelligible, and Ta-
ble 4 shows that roughly 75% words in two vocabu-
laries overlap, we set the BLEU scores of raw source
and target text as the baseline. We found for both
MIN→ID and ID→MIN, the BLEU scores are rela-
tively high, more than 30 points.

We observe that a simple word-to-word (W2W)
translation using a bilingual MIN-ID dictionary
achieves the best performance over LSTM and
Transformer model in all cases. For MIN→ID, the
BLEU scores are 64.54 and 60.99 for Wiki and
SentC respectively, improving the baseline roughly
20–30 points. The similar result is also found in
ID→MIN with disparity 12–25 points in the base-
line.

Both LSTM and Transformer models signifi-
cantly improve the baseline for Wiki corpus, but
poorly perform in translating SentC dataset. For the
Wiki corpus, the LSTM model achieves a compet-
itive score in MIN→ID and ID→MIN, improving
the baseline for 33 and 18 points respectively. The
Transformer also outperforms the baselines, but sub-
stantially lower than the LSTM. In out-of-domain
test set (SentC), the performance of both models sig-
nificantly drops, 20–30 points lower than the base-
lines. We further observe that this is primarily due
to out of vocabulary issue, where around 65% words
in SentC are not in the vocabulary model.

4.4 Analysis

In Figure 3, we show translation examples in Wiki
corpus. In MIN→ID, the LSTM translation is
slightly more eloquent than word-to-word (W2W)
translation. Word “tamasuak” (including) in W2W
translation is Minangkabau language and not prop-
erly translated. This is because the word “tama-



                                     Wiki corpus Example (MIN-ID)

Source	(MIN):
saketek	nan	dikatahui	tantang	kahidupan	awal	ching	shih,	tamasuak
namo	lahia	jo	tanggal	lahirnya
(There is little information about Ching Shih early life, including her
birth name and birth date)

Target (ID):
Reference:
sedikit	yang	diketahui	tentang	kehidupan	awal	ching	shih,	termasuk
nama	lahir	dan	tanggal	lahirnya
W2W with Bilingual Dictionary:
sedikit	yang	diketahui	tantang	kehidupan	awal	ching	shih,	tamasuak
nama	lahir	dengan	tanggal	lahirnya
LSTM:
sedikit yang diketahui tentang kehidupan awal ching shih, termasuk
nama lahir dan tanggal lahirnya
Transformer:
sedikit yang diketahui tentang kehidupan awal rambut, termasuk
nama lahir dan tanggal kelahiran

                                    Wiki corpus Example (ID-MIN)

Source	(ID):
laba-laba	ini	biasanya	banyak	ditemui	di	amerika	serikat,	guatemala,
antigua
(This spider is mostly found in the United States, Guatemala,
Antigua)

Target (MIN):
Reference:
lawah	iko	biasonyo	banyak	ditamui	di	amerika	sarikat,	guatemala,
antigua
W2W with Bilingual Dictionary:
laba-laba	ko	biasonyo	banyak	ditemui	di	amerika	serikat,	guatemala,
antigua
LSTM:
lawah iko biasonyo banyak ditamui di amerika serikat, guatemala,
moldavia
Transformer:
lawah iko biasonyo banyak ditamui di amerika sarikat, guatemala,
alaska

Figure 3: Examples of model translation in Wikipedia corpus.
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Figure 4: Human judgment on MIN→ID (Wiki)

suak” is not registered in the bilingual vocabulary.
In this sample, Transformer model hallucinates as
mentioning “kehidupan awal rambut” (early life of
hair), resulting in a poor fluency and adequacy.
Next in ID→MIN, W2W translation is better than
LSTM and Transformer. W2W translation is rela-
tively good, despite word “ditemui” (found) that is
not translated into Minangkabau. In this example,
LSTM and Transformer hallucinate mentioning in-
correct location such as “moldavia”, and “alaska”.

For further analysis, we conduct a manual eval-
uation on two best models: W2W and LSTM in
MIN→ID (Wiki) experiment. Like manual evalua-
tion in Section 4.1, we ask two native Indonesian and
Minangkabau speakers to examine the adequacy and
fluency of 100 random samples with scale 1–5. Fig-
ure 1 shows that W2W translation significantly bet-
ter than LSTM in terms of adequacy, but similar in
terms of fluency. This is in line with our observation,

that the LSTM model frequently generates incorrect
keywords in a fluent and coherent translation. This
is possibly due to the out-of-vocabulary (OOV) case
in the test set, triggered by the small-size of our train
set. A proper training scheme for the low-resource
setting can be leveraged in future work, so it can re-
duce hallucination issue in the LSTM model.

5 Conclusion

In this work, we have shown the first NLP tasks
in Minangkabau language. In sentiment analysis
task, we found the necessity of indigenous language
corpus for classifying Indonesian texts. Although
Indonesian and Minangkabau languages are from
Malayic family, the Indonesian model can not op-
timally classify Minangkabau text. Next, in the ma-
chine translation experiment, although the word-to-
word translation is superior to LSTM and Trans-
former, there is still a room of improvement for flu-
ency. This can be addressed by training seq-to-seq
model with a larger corpus.
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