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Abstract

In this paper, we present a study on a French Spoken Language Understanding (SLU) task: the
MEDIA task. Many works and studies have been proposed for many tasks, but most of them
are focused on English language and tasks. The exploration of a richer language like French
within the framework of a SLU task implies to recent approaches to handle this difficulty. Since
the MEDIA task seems to be one of the most difficult, according to several previous studies,
we propose to explore Neural Networks approaches focusing of three aspects: firstly, the Neu-
ral Network inputs and more specifically the word embeddings; secondly, we compared French
version of BERT against the best setup through different ways; Finally, the comparison against
State-of-the-Art approaches. Results show that the word embeddings trained on a small cor-
pus need to be updated during SLU model training. Furthermore, the French BERT fine-tuned
approaches outperform the classical Neural Network Architectures and achieves state of the art
results. However, the contextual embeddings extracted from one of the French BERT approaches
achieve comparable results in comparison to word embedding, when integrated into the proposed
neural architecture.

1 Introduction

Spoken language understanding (SLU) module is a key component for a spoken language dialogue sys-
tem. It consists on semantically analyse user queries and identifies text spans that mention semantic
concepts. SLU task can fall into three sub-tasks: domain classification, intent classification, and slot-
filling (Tur and Mori, 2011). The latter is the task that interests us in this study.

Over the past five years, the studies developed for SLU task are based on neural network architec-
tures (Yao et al., 2014; Mesnil et al., 2015; Guo et al., 2014; Zhang and Wang, 2016; Dinarelli et al.,
2017; Simonnet et al., 2017; Korpusik et al., 2019; Ghannay et al., 2020). Recent approaches take ben-
efit from contextual or language model embeddings such as BERT (Devlin et al., 2019). Korpusik et al.
(2019) investigated the transfer ability of a pre-trained BERT representation for English SLU tasks. But,
as far as we know, there are no such studies on a French SLU task.

Following Ghannay et al. (2020)’s study, many avenues can be explored. In their study, the word
embeddings have been frozen during training (are not updated), since Lebret et al. (2013) show that fine-
tuned word embeddings show very similar performance and provide comparable results. However, the
evaluation of whether updating the embeddings during SLU model training improves or not the results,
for SLU task, is less studied. In addition, their SLU model is fed only with word embeddings, and
they did not use any additional features, thus there are some rows for improvements. Finally, Béchet
and Raymond (2019) benchmarked several SLU tasks and proposed a difficulty hierarchy in which the
MEDIA evaluation (Bonneau-Maynard et al., 2006) seems to be the most difficult SLU task.

Contributions: This study focuses on a French SLU task: the MEDIA evaluation, in which we firstly
propose the evaluation of whether updating the word embeddings during training can improve the results,
according to several scenarios. Secondly, we propose to use a BiLSTM-CNN architecture (Ma, 2016) that
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integrates character embeddings as additional features, using a convolution layer. Finally, we propose to
evaluate the performance of BERT approaches against the BiLSTM-CNN architecture and State-of-the-
Art on the MEDIA task (Simonnet, 2019) through different ways: i) We propose to fine-tune BERT on
SLU task using two french models: CamemBERT (Martin et al., 2020) and FlauBERT (Le et al., 2020).
ii) based on the results of i) we propose to integrate the extracted BERT contextual embeddings to the
BiLSTM-CNN architecture and compare it to word embeddings.

2 SLU Model descriptions

This section describe the SLU models used in this study. The first two models are based on BiLSTM and
its update: the BiLSTM-CNN. The NeuroNLP2 implementation1 was used for both BiLSTM implemen-
tations. The third model is based on the BERT models.

BiLSTM (Bidirectional long short-term memory) architecture has been proven to be relevant to model
output dependencies on SLU tasks (Yao et al., 2014; Mesnil et al., 2015).

To further improve the performance of our SLU model, we propose to use a BiLSTM-CNN (convolu-
tional neural network) architecture (Ma, 2016) that integrates character embeddings using a convolution
layer, in addition to the word embeddings.

Finally, we propose to fine-tune BERT (Devlin et al., 2019) on SLU task using two french models:
CamemBERT (Martin et al., 2020) and FlauBERT (Le et al., 2020). The CamemBERT model is trained
on the French part of the OSCAR corpus (Suárez et al., 2019) composed of 138GB of raw text, and
FlauBERT (Le et al., 2020) on 71GB of heterogeneous French corpora.

3 Experiments

In this section, we present the experiments we performed using our approaches and their setup2. For
both BiLSTM and BiLSTM-CNN, we made some hyper-parameters tuning by varying the number of
layers l ∈ {1, 2, 3}, the size of the BiLSTM hidden layers n ∈ {128, 256, 512} and the batch size
b ∈ {16, 32, 64}. For BiLSTM-CNN, in addition to the other parameters, the window size is set to 3 and
the number of filters (dimension of character embeddings) is set to s ∈ {30, 50, 100}.

3.1 Data

Experiments are conducted on the French MEDIA3 corpus, composed of 1258 transcribed dialogues,
which is about hotel reservation and information (Bonneau-Maynard et al., 2006). The corpus was
manually annotated, following a BIO model, with semantic concepts characterized by a label and its
value. The corpus is split into three parts: a training corpus composed of 13k sentences, a development
corpus composed of 1.3k sentences, and a test corpus composed of 3.5k sentences.

3.2 Word embeddings training

One of the aim of our experiments is to see whether the update of the word embeddings during training
of the SLU model (update) improves or not the results by mainly varying the data used to train the word
embeddings and the hyper-parameters of the SLU model.

Following Ghannay et al. (2020)’s results, we propose to use CBOW word embeddings approach from
word2vec (Mikolov et al., 2013), which is trained using the default parameters using three different
corpora setup. The first one is a small and task-dependent corpus: training set of MEDIA corpus is used,
by keeping all the words due to the small data size. A huge and out-of-domain corpus was used as second
setup: the French Wikipedia dump (WIKI), which is composed of 573 million words using a vocabulary
size of 923k words. Finally, both corpora (noted WIKI+MEDIA).

The common parameters used to train our word embeddings are: window size=5, negative sampling=5,
dimension=300. They have been selected based on previous studies (Pennington et al., 2014; Bojanowski
et al., 2017). Note that the out of vocabulary (OOV) words are represented by null vectors.

1https://github.com/XuezheMax/NeuroNLP2
2the code an data needed to run the experiments are available here: https://github.com/saharghannay/MEDIA Eval
3MEDIA is publicly available for academic use: https://catalogue.elra.info/en-us/repository/browse/ELRA-S0272/

https://github.com/saharghannay/MEDIA_Eval
https://catalogue.elra.info/en-us/repository/browse/ELRA-S0272/


2724

3.3 Results
3.3.1 Embeddings update
Those experiments aim to observe the impact of the update (noted update) of CBOW word embeddings
or their freeze (noted freeze) while training of SLU module. We proposed different training setups for
the word embeddings (MEDIA, WIKI and WIKI+MEDIA), presented in section 3.2. Also, the BiLSTM
number of layers is set from 1 to 3.

Results summarized in Table 1 show that when the word embeddings are trained on MEDIA data, the
update of the word embeddings is helpful and improves the results in terms of F1 score, whatever the
size of the architecture. However, when the embeddings are trained on WIKI or WIKI+MEDIA data the
update of the embeddings while training is not helpful and degrades the results. Thus, the best results
are obtained using the BiLSTM architecture composed of 3 hidden layers, using one of the CBOW
embeddings trained on WIKI or WIKI+MEDIA corpora, that obtain comparable results in terms of F1
score (86.40 vs. 86.69).

Config. Update Freeze
Train #nb. BiLSTM layers #nb. BiLSTM layers
Emb. 1 2 3 1 2 3
MEDIA 84.18 84.18 85.35 72.36 79.57 80.69
WIKI 84.73 85.82 86.47 84.11 86.06 86.40
WIKI 84.84 85.35 86.00 84.08 85.74 86.69+MEDIA

Table 1: Performance on Test MEDIA in terms
of F1 score of CBOW word embeddings ap-
proach trained on three corpora (MEDIA, WIKI
and WIKI+MEDIA), using the BiLSTM architec-
ture.

#Layer
WIKI WIKI+MEDIA

Character embeddings dimensions
30 50 100 30 50 100

1 84.38 84.59 84.85 84.13 84.47 84.73
2 85.88 86.43 86.18 86.20 86.75 86.34
3 87.02 87.05 87.40 87.29 87.01 87.30

Table 2: Results on Test MEDIA in terms of F1
score using embeddings trained on both wiki and
wiki+MEDIA corpora, using the BiLSTM-CNN
architecture. (The word embeddings are frozen)

3.3.2 Character embeddings evaluation
In this section, we propose to use a BiLSTM-CNN architecture (Ma, 2016) that integrates character em-
beddings as additional features, using a convolution layer. We experiment the use of different character
embeddings dimensions, and different numbers of BiLSTM layers. Based on the results in section 3.3.1,
for those experiments, we used the embeddings trained on both WIKI and WIKI+MEDIA corpora, which
are frozen during the BiLSTM-CNN training.

Results summarized in table 2, show that the use of character embeddings as additional features was
helpful and improves the performance in comparison to the results in table 1. We observe that, both
embeddings trained on WIKI and WIKI+MEDIA achieve comparable results. This shows that, we don’t
need to use both a task-dependent corpus and another out-of-domain corpus to train the word embed-
dings. Note that, we observed the same thing, when the embeddings trained on WIKI data are fine-Tuned
on MEDIA data. The best results (F1=87.40) achieved using the embeddings trained on WIKI data, us-
ing the appropriate parameters: 3 BiLSTM layers and character embeddings dimension of 100. Note
that, beyond these values the performance of the system drops slightly.

3.3.3 Comparison to French BERT
In this section, we propose to evaluate the performance of BERT approaches on the MEDIA task through
two different ways. The experimental results are summarized in table 3 using F1 score and the Concept
Error Rate (CER), which is estimated like the Word Error Rate (WER). The CER is used to compare
our approach with the State-of-the-Art proposed by Simonnet (2019) and noted biRNN-EDA. We also
reported the results of the best system presented in table 2.

i) We propose to fine-tune BERT on SLU task using two French models: CamemBERT (Martin et al.,
2020) and FlauBERT (Le et al., 2020) base models. Results in table 3 show the performance of BERT’s
models on SLU task. The best results achieved using CamemBERT base model trained on ccnet data. It
yields 29.35% of relative improvement in terms of CER reduction in comparison to the baseline (7.56
vs 10.7). In addition, it outperforms the proposed BiLSTM-CNN system and improves the prediction of
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Architecture Embed. Training data Embed.’s approach F1 CER
biRNN-EDA – – – 10.7

BiLSTM-CNN WIKI
CBOW (dim=300)† 87.40 9.88
CBOW (dim=768) 86.80 10.11

FineTune BERT (i)
oscar 138 GB CamemBERT-base 89.18 7.93
ccnet 135 GB CamemBERT-base 89.37 7.56
heterogeneous corpus 71 GB FlauBERT-base 89.04 8.13

BiLSTM
ccnet 135GB (ii)

CamemBERT-base (dim=768) 86.59 10.45
BiLSTM-CNN CamemBERT-base (dim=768) 87.15 10.11

Table 3: Performance on Test MEDIA in terms of F1 and CER scores of the proposed systems († is the
best system presented in table 2).

some tags: “nom, chambre-fumeur, objet, ...”. We observe that the models CamemBERT base (trained
on OSCAR data) and FlauBERT obtain competitive results in terms of F1 and CER scores. Note that
CamemBERT and FlauBERT base models achieve better results than the large models.

ii) Last, we propose to integrate the extracted BERT’s contextual embeddings to the BiLSTM and
BiLSTM-CNN architectures, instead of CBOW word embeddings. Based on the results of i) we used the
embeddings extracted from CamemBERT base model trained on ccnet data. After tokenizing the ME-
DIA corpus, the CamemBERT model was applied on the resulting data to extract the embeddings of 768
dimensions, for each sub-word from the last transformer layer. The token embeddings corresponds to the
sum of its sub-word embeddings. A new CBOW embeddings is trained on WIKI data with dimension 768
to have comparable results. Results (last 2 lines) show that the use of CamemBERT contextual embed-
dings achieves competitive results in comparison to CBOW embeddings whatever the architecture used
(BiLSTM or BiLSTM-CNN). Those results corroborate the results reported by Ghannay et al. (2020),
in which, CBOW and ELMo (Peters et al., 2018) embeddings obtained comparable results in terms of
F1 score (86.06 vs. 86.42). Last, the results with BiLSTM and BiLSTM-CNN architectures reveals the
importance of character embeddings, even when they are combined with contextual embeddings.

4 Conclusions and future work

The paper presented a study focuses on French Spoken Language Understanding (SLU) task using the
MEDIA corpus. First we proposed the evaluation of whether updating the word embeddings during train-
ing improves or not the results, according to several scenarios.Second, we proposed to use a BiLSTM-
CNN architecture that integrates character embeddings as additional features. Last, we proposed to
evaluate the performance of BERT approaches on the MEDIA task through different ways.

Experimental results show, that the word embeddings needed to be updated during SLU model training
are the ones trained on small corpus like MEDIA. However, It is better for word embeddings trained
on huge and out-of-domain to be frozen, since those word embeddings have captured enough general
semantic and syntactic characteristics relevant to SLU task. More, The word embeddings trained on
WIKI and WIKI+MEDIA achieve comparable results. This shows that, we don’t need to use both a
task-dependent corpus and another out-of-domain corpus to train the word embeddings. In addition,
we observed the usefulness of character embeddings when added as additional features. Regarding
the evaluation of the performance of BERT approaches, the fune-tuning of CamemBERT and Flaubert
base models show that the best results are achieved using CamemBERT base model trained on ccnet
data. It yields to 29.35% of relative improvement in terms of CER reduction in comparison to the
baseline (7.56 vs 10.7). Finally, the integration of the extracted CamemBERT’s contextual embeddings
to the BiLSTM and BiLSTM-CNN architectures reveal that contextual embeddings achieves competitive
results in comparison to CBOW word embeddings whatever the architecture, and confirm the importance
of character embeddings.

For future work, we propose to evaluate the performance of Bert’s contextual embeddings extracted
from different encoder’s layers, and to make in-depth error analysis for the different systems.
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