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Abstract
Users of MT systems often need to glean information about the world from foreign language

texts for specific tasks, such as documenting how events, as mentioned in those texts, fit on a

time line. Current systems have not been systematically evaluated for their adequacy in pre-

serving temporal interpretation, i.e., the set of temporal relations that a reader naturally takes

to hold among the states, events, and time expressions mentioned in the text, as well as the

intrinsic temporal properties of each, although some MT research has focused on exploiting

linguistic mechanisms, such as verbal tense or aspectual markers to convey temporal informa-

tion. We describe ongoing work to develop a method for (i) building parallel TimeBanks with

annotated temporal interpretation on parallel texts, (ii) leveraging these resources to train and

evaluate the emerging class of temporal interpretation extraction systems on new languages,

and (iii) developing time-aware MT systems that aim to preserve the temporal interpretation

of source language text in their target language outputs. We present our approach and results

from our exploratory analyses into the preservation of temporal interpretation in Arabic-English

MT, and propose shared tasks to bring together research in information extraction and machine

translation, geared toward building time-aware MT..

Users of MT systems often need to be able to glean information about the world from for-

eign language texts for specific tasks, such as documenting their understanding of how events,

as mentioned in those texts, fit on a time line. While task-based metrics have evaluated the

extent to which MT preserved who, when, and where information (Voss and Tate, 2006) or

information required to pass language proficiency tests (Jones et al., 2005; Matsuzaki et al.,

2015), current systems have not been systematically evaluated for their adequacy in preserving

temporal interpretation, i.e., the set of temporal relations that a reader naturally takes to hold

among the states, events, and time expressions mentioned in the text, as well as the intrinsic

temporal properties of each.

Some MT research has focused on exploiting linguistic mechanisms, such as verbal tense

or aspectual markers, when available in text to convey specific forms of temporal information.

MT systems incorporating this research address the challenge of preserving temporal content

narrowly, e.g., selecting the correct target language tense for each source language verb, or

selecting the correct sense to translate temporal discourse connectives. However different lan-

guages rely on a much wider range of explicit temporally-significant linguistic mechanisms to

convey underlying temporal content, including tense, aspect, function words, discourse con-
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Î( TL )
I2(TL)

TL2 TL

TL

Proceedings of AMTA 2016, vol. 2: MT Users' Track Austin, Oct 28 - Nov 1, 2016   |   p. 376



I 1
R(SL) I 1

R(SL)
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