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OUR EVALUATION METHODS 

Engine 
Training 

Autoscoring 
Test Sets 

(2500 TUs) 

Engine 
Ranking 

 (100 TUs) 

Adequacy & 
Fluency 
Scoring  

(100 TUs) 

Error 
Typology 
Scoring  
(25 TUs) 

Analysis & 
Report 

A TYPICAL EVALUATION PROCESS PER LOCALE 

AND PER ENGINE 

Proceedings of MT Summit XV, vol. 2:  MT Users' Track Miami, Oct 30 - Nov 3, 2015  |  p. 108



OUR EVALUATION METHODS 
AUTOMATIC SCORES GENERATED BY WESCORE 
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OUR EVALUATION METHODS 
HUMAN EVALUATIONS: 

ADEQUACY AND FLUENCY SCORING 
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OUR EVALUATION METHODS 
HUMAN EVALUATION: ERROR TYPOLOGY 
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OUR EVALUATION METHODS 
HUMAN EVALUATION: ENGINE RANKING 
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LESSONS LEARNED 
• We always perform autoscoring PLUS human scoring for all our MT 

evaluations. We have internal thresholds that qualify an engine ready for 

deployment and it’s level of maturity. 

• For bake-offs between several engines, we always include engine ranking 

in addition to our standard scores. 

• Productivity tests are valuable during the initial phase of an MT program 

to build up productivity data for future reference across languages, 

domains and MT systems. 

• Our MT program is now mature and we are able to perform most of our 

evaluations based on autoscoring PLUS human scoring, and by 

referencing the productivity data we have collected over a number of 

years. 
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Correlations between automatic  

scores and human evaluations 

NEXT 
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CORRELATIONS 
CORRELATIONS BETWEEN AUTOMATIC 

SCORES AND HUMAN EVALUATIONS  

Pearson's r Variables Strength of Correlation Tests (N) Locales 

0.50576955 Fluency & METEOR Strong positive relationship 150 11 

0.50070425 Fluency & BLEU Strong positive relationship 150 11 

0.49816365 Fluency & Recall Strong positive relationship 150 11 

0.49724893 Fluency & NIST Strong positive relationship 150 11 

0.49195687 Fluency & GTM Strong positive relationship 150 11 

0.47064566 Fluency & Precision Strong negative relationship 150 11 

0.38293518 Adequacy & NIST Moderate negative relationship 150 11 

0.31354314 Adequacy & METEOR Moderate negative relationship 150 11 

0.2940756 Adequacy & Recall Weak positive relationship  150 11 

0.28586852 Adequacy & GTM Weak positive relationship  150 11 

0.28386332 Adequacy & BLEU Weak positive relationship  150 11 

0.26685854 Adequacy & Precision Weak positive relationship  150 11 

-0.40270902 Adequacy & TER Strong negative relationship 150 11 

-0.4788575 Fluency & PE Distance Strong negative relationship 150 11 

-0.5385275 Adequacy & PE Distance Strong negative relationship 150 11 

-0.5421933 Fluency & TER Strong negative relationship 150 11 
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CORRELATIONS 
THE STRONGEST CORRELATION WAS FOUND 

BETWEEN FLUENCY AND TER  
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CORRELATIONS 
THE 2ND STRONGEST CORRELATION WAS FOUND 

BETWEEN ADEQUACY AND PE DISTANCE  
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LESSONS LEARNED 

• It seems that we cannot rely solely on autoscores as long as the 

correlation with human judgment is not stronger than the data suggests 

• TER and PE Distance show the strongest correlation to both Fluency and 

Adequacy, and therefor seem closer to human judgment than the other 

scores. 

• Fluency correlates stronger with system autoscores than Adequacy 

overall. 

• PE Distance is the only metric that correlates stronger with Adequacy than 

Fluency.  PE Distance is also the only character-based metric. 
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Differences between system 

autoscores and post-editing 

autoscores 

NEXT 
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SYSTEM VS PE AUTOSCORES 
CORRELATIONS BETWEEN SYSTEM SCORES 

AND POST-EDITING SCORES  

Pearson's r Variables Strength of Correlation Tests (N) Locales 

0.832226688 BLEU (System)  & BLEU (PE) Very strong positive relationship 57 9 

0.832218909 
PE Distance (System) 

 & PE Distance (PE) 
Very strong positive relationship 57 9 
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SYSTEM VS PE AUTOSCORES 
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SYSTEM VS PE AUTOSCORES 
CORRELATIONS BETWEEN SYSTEM PE DISTANCE 

AND POST-EDITING PE DISTANCE  
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SYSTEM VS PE AUTOSCORES 
REAL DATA WHERE WE COMPARE EVALUATION 

SCORES WITH SCORES FROM A 3-MONTH PILOT  
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LESSONS LEARNED 

• There is a very high correlation between the MT system autoscores 

generated during the evaluation phase and the autoscores generated 

from production using the same engines. 

• However, the post-editing autoscores are considerably better than the MT 

system autoscores by around15%. 

• We now differentiate the autoscores in our database as ‘System’ and 

‘PE’. 
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MT evaluations in a 

production setting 

NEXT 
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PRODUCTION SETTING 
HOW TO MEASURE POST-EDITING EFFORT  

• It is important to monitor the performance of MT and post-editors, 

especially during the initial launch of a new program 

• The use of autoscoring to analyze post-project files is a valuable and 

cost-effective method to measure the post-editing effort 

• They support rate negotiations and can help us to identify over- or 

under-editing  by post-editors 

• TER and PE Distance are useful metrics, with different underlying 

algorithms  
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PRODUCTION SETTING 
HOW TO MEASURE POST-EDITING EFFORT  

PE Distance - lower is better! 

• Measures the number of insertions, deletions, substitutions required 

to transform MT output to the required quality level 

• PE Distance values are derived by comparing the post-edited  

segments with the corresponding machine translation segments 

• In our analysis the PE distance applies the Levenshtein algorithm 

and is character-based. This captures morphological post-edits, 
such as fixing word forms. 
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PRODUCTION SETTING 
HOW TO MEASURE POST-EDITING EFFORT  

TER - lower is better! 

• TER stands for  Translation Edit Rate 

• It is an error metric for machine translation that measures the 

number of edits required to change a system output into the post-

edited version 

• Possible edits include the insertion, deletion, and substitution of 

single words as well as shifts of word sequences.  

• Unlike PE Distance, TER is a word-based error metric  and therefor 
does not capture morphological changes during post-editing. 
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PRODUCTION SETTING 
LOOK FOR CONSISTENCY AND BEWARE OF OUTLIERS  
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PRODUCTION SETTING 
LOOK FOR CONSISTENCY AND BEWARE OF OUTLIERS:  

POST-PROJECT AUTOSCORES INDICATE UNDEREDITING  
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PRODUCTION SETTING 
TOOLS TO MEASURE POST-EDITING EFFORT  

TOOL INPUT FILES OUTPUT REPORT PROS CONS 

iOmegaT xliff & more xml 
Includes productivity 

data 

Generated in the CAT tool 

during translation, requires 

post-editor buy-in 

MateCat xliff Excel 
Includes productivity 

data as a built in 

feature 

Generated in the CAT tool 

during translation, requires 

post-editor buy-in 

Okapi xliff  html 
Allows us to measure PE 

distance post-project 

Requires access to pre- 

and post-edited file sets 

Post-Edit 

Compare 
sdlxliff html 

Allows us to measure PE 

distance post-project 

Requires access to pre- 

and post-edited file sets 

Qualitivity sdlxliff Excel 
Includes productivity 

data 

 

Generated in the CAT tool 

during translation, requires 

post-editor buy-in 

wescore tmx Excel 
Allows us to measure PE 

distance post-project 

 

Proprietary tool, Requires 

access to pre- and post-

edited file sets 
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PRODUCTION SETTING 
MATECAT IS A FREE ONLINE CAT TOOL WITH EDITING LOG  

http://www.matecat.com/support/translation-toolbox/editing-log/ 
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PRODUCTION SETTING 
USE POST-EDIT COMPARE TO ANALYSE SDLXLIFF FILES  

http://www.translationzone.com/openexchange/app/post-editcompare-495.html 
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PRODUCTION SETTING 
OKAPI FRAMEWORK TRANSLATION COMPARISON STEP  

http://www.opentag.com/okapi/wiki/index.php?title=Translation_Comparison_Step Proceedings of MT Summit XV, vol. 2:  MT Users' Track Miami, Oct 30 - Nov 3, 2015  |  p. 134



PRODUCTION SETTING 
QUALITIVITY PLUGIN FOR SDL TRADOS STUDIO  

http://www.translationzone.com/openexchange/app/qualitivity-788.html Proceedings of MT Summit XV, vol. 2:  MT Users' Track Miami, Oct 30 - Nov 3, 2015  |  p. 135



LESSONS LEARNED 
• The use of autoscoring to analyze post-project files is a valuable and cost-

effective method to measure the post-editing effort.  

• A productivity test requires upfront organization and buy-in from 

translators. 

• It is important to find a tool that works with the given file format and 

workflow.   

• Access to pre- and post-edit versions of projects is required. This is a 

challenge on some accounts. 

• Identification and separation of MT segments from fuzzy segments may be 

required for some tools. 

• Look for consistency across languages and resources. Unusually high or 

low scores can be a sign of over-editing or under-editing. 
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MT evaluations of post-

edited files: a case study 

NEXT 
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CASE STUDY 
TEST PILOT FOR LIGHT AND FULL POST-EDITING  

Full Post-
editing 

Light Post-
editing 

LQA of PE 
Kits 

Autoscoring 
PE Kits 

Adequacy 
& Fluency 

Scoring 

Error 
Typology 
Scoring 

Analysis & 
Report 

• Languages: Chinese (Simplified) and Japanese 

• The resources are regular translators for this client 

• In order to have comparable data, the same resource performed 

both light and full post-editing tasks of 438 segments 
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CASE STUDY: HUMAN EVALS 
ADEQUACY AND FLUENCY SCORES  
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CASE STUDY: AUTOSCORES 
AUTOSCORES FOR LIGHT AND FULL POST-EDITING  
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CASE STUDY: PRODUCTIVITY 
PRODUCTIVITY FOR LIGHT AND FULL POST-EDITING  
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CASE STUDY: LESSONS 
LESSONS LEARNED 

• Using autoscores on post-edited translations can indicate the level 

of post-editing effort involved for a specific content and MT engine 

• The autoscores also illustrate the difference in effort between Light 

and Full Post-editing, approximately 20 point delta for BLEU and 15 

point delta for TER 

• The autoscores confirm that the resources have indeed managed 

to perform two distinct post-editing levels 
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