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Abstract

We propose a novel dependency-based re-
ordering model for hierarchical SMT that
predicts the translation order of two types
of pairs of constituents of the source tree:
head-dependent and dependent-dependent.
Our model uses the dependency struc-
ture of the source sentence to capture
the medium- and long-distance reorder-
ings between these pairs of constituents.
We describe our reordering model in de-
tail and then apply it to a language pair in
which the languages involved follow dif-
ferent word order patterns, English (SVO)
and Farsi (free word order being SOV the
most frequent pattern). Our model out-
performs a baseline (standard hierarchical
SMT) by 0.78 BLEU points absolute, sta-
tistically significant at p = 0.01.

1 Introduction

Reordering is a fundamental problem in machine
translation (MT) that significantly affects trans-
lation quality, especially between languages with
major differences in word order. While a great deal
of work has been carried out to address this prob-
lem, none of the existing approaches can perform
all the required types of reordering operations in a
principled manner.

In general, there are four main approaches to
address the reordering problem in statistical ma-
chine translation (SMT): distortion models, lexical
phrase-based models, hierarchical phrase-based
models and syntax-based models. Despite the rela-
tive success of each of these approaches in improv-
ing the overall performance of the SMT systems,
they suffer from a number of shortcomings:
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• Inability to capturing long-distance reorder-
ing. Distortion and lexical phrase-based mod-
els assign probability only to the adjacent
word or phrase pairs, so they can only per-
form local reordering between adjacent units
and fail to capture long distance reorder-
ing. This weakness has motivated research
on tree-based models, such as the hierar-
chical phrase-based model (HPB). Although
HPB models outperform phrase-based mod-
els (PB-SMT) on medium-range reordering,
they still perform weakly on handling long
distance reordering due to complexity con-
straints.

• Sparsity. Most of the approaches can perform
the reordering of common words or phrases,
but they usually cannot be generalized to un-
seen patterns which have the same linguistic
structure. For example, if the object follows
the verb in the source language and preceeds
the verb in the target language, we still need
to see a particular instance of a verb and an
object in the training data to be able to per-
form reordering between them.

• Context insensitivity. Lexical and hierarchi-
cal phrase-based models determine the order-
ing of the phrases based solely on the lexi-
cal items in those phrases. However, a phrase
might have different orderings in different
contexts, so it is essential to include more
context in order to capture the reordering be-
haviour.

• High complexity. Compared to the other re-
ordering models, syntax-based models have
access to the necessary structural information
to perform long-distance reordering. How-
ever, due to the complexity of the decoding al-
gorithm, they have very low performance on
large-scale translations.

In order to overcome some of these deficiencies,
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we propose a dependency-based reordering model
for HPB-SMT. Our model uses the dependency
structure of the source sentence to capture the
medium- and long-distance reorderings between
the dependent parts of the sentence. Unlike the
syntax-based models that impose harsh syntactic
limits on rule extraction and require serious ef-
forts to be optimised (Wang et al., 2010), we use
syntactic information only in the reordering model
and augment the HPB model with soft dependency
constraints. We report experimental results on a
large-scale Engish-to-Farsi translation task.

The rest of this paper is organised as follows.
Section 2 reviews the related work and contex-
tualises our work. Section 3 outlines the main
reordering issues due to syntactic differences be-
tween English and Farsi. Section 4 presents our
reordering model, which is then evaluated in Sec-
tion 5. Finally, Section 6 concludes the paper and
outlines avenues of future work.

2 Related Work

Phrase-based systems can perform local (short dis-
tance) reordering inside the phrases but they are
inherently weak at non-local (medium and long
distance) reordering (Birch and Osborne, 2011).
Previous work to address reordering in PB-SMT
can generally be categorised into two groups. Ap-
proaches in the first group perform reordering in
a pre-processing step (i.e. before decoding) by
applying some reordering rules to the source sen-
tences to make them in order more similar to that
of the target language (Xia and McCord, 2004;
Collins et al., 2005; Genzel, 2010). Although
all these approaches have reported improvements,
there is a fundamental problem with separating the
reordering task into a pre-processing component
as every faulty decision in the pre-processing step
will be passed along as a hard decision to the trans-
lation system. This also violates the main principle
behind statistical modelling in SMT, i.e. to avoid
any hard choices and having the ability to reverse
early faulty choices.

Approaches in the second group try to handle
reordering in the decoding step, as a part of the
translation process. They implement a probabilis-
tic reordering model that can be used in combina-
tion with the other models in SMT to find the best
translation. These approaches range from distor-
tion models (Koehn et al., 2003) to lexical reorder-
ing models (Tillmann, 2004).

Distortion models generally prefer monotone
translation which, while may work for related lan-
guages, is not a realistic assumption for translat-
ing between languages with different grammatical
structure. On top of this limitation, these models
do not take the content into consideration, and thus
they do not generalise well.

Lexical reordering models take content into ac-
count and condition reordering on actual phrases.
They try to learn local orientations for each adja-
cent phrase from training data. Despite the satis-
factory performance of lexical models, they have
two important limitations (Birch, 2011). First,
since these models are conditioned on actual
phrases, they have no ability to be generalised to
unseen phrases. Second, these models still fail to
capture long- and even medium-distance reorder-
ings, since they try to find suitable reorderings only
between adjacent phrases. The first limitation can
be alleviated by using features of the phrase pair
instead of the phrase itself (Xiong et al., 2006)
while the second limitation can be tackled with
hierarchical phrase reordering models (Galley and
Manning, 2008).

HPB models (Chiang, 2005) should lead to bet-
ter reordering than PB-SMT models by allow-
ing phrases to contain gaps. In fact, this ap-
proach outperforms PB-SMT in medium-distance
reordering, but it is equally weak in long-distance
reordering (Birch et al., 2009). Common ap-
proaches to reordering in HPB models include pre-
processing (Xu et al., 2009) and adding syntax to
translation rules. The first approach results in im-
provements but suffers from the same issues pre-
sented above for pre-processing reordering in PB-
SMT. The second introduces additional complex-
ities and increases data sparsity (Hanneman and
Lavie, 2013).

Our work falls into the recent research line that
uses an external reordering model in hierarchi-
cal SMT. These models use source syntax to im-
prove reordering without having to annotate trans-
lation rules with source syntax. Work in this line
has so far looked at predicting the translation or-
der of different types of source elements, pairs of
words (Huang et al., 2013), constituents such as
head and dependent words (Gao et al., 2011) and
predicate-argument structures (Xiong et al., 2012;
Li et al., 2013). It is worth noting that all these ap-
proaches have been applied solely to one language
pair so far, Chinese-to-English.
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This paper contributes to this research line on
two dimensions. First, we extend the work of
(Gao et al., 2011), who studied reordering of head-
dependent pairs (i.e. parent and child elements
in the dependency tree), and consider also the re-
ordering of pairs of dependents (i.e. sibling ele-
ments in the dependency tree). Second, this is the
first paper in this line of work to be applied to a
language pair other than Chinese-to-English. Our
language pair, English-to-Farsi, is comparatively
challenging because (i) the target language is free
word-order and morphologically rich, and (ii) it is
comparatively under-resourced.

3 Word Order Differences between
English and Farsi

This section provides a brief survey of the word or-
der differences between the two languages of our
case study. The main aim of this section is to make
the reader familiar with the Farsi language, and
specifically, to its word order peculiarities. That
said, it should be noted that despite there being
works that try to find specific syntactic reordering
patterns for specific language pairs, e.g. (Collins et
al., 2005), we have not used the syntactic informa-
tion covered in this section in the proposed model
as our model is language-independent.

There are two major differences between the
word order in English and Farsi. First, English
sentences follow the SVO (subject-verb-object) or-
der while Farsi sentences follow, in most cases, the
SOV order (Moghaddam, 2001). Second, English
has strict word order while Farsi allows for free
word order. In Farsi, the preferred word order is
SOV, but all of the other orders are also correct.

Table 1 provides further details on word or-
der differences by determining the element pairs
that should be reordered in the translation process.
In order to categorise word order differences we
use the element pairs presented by Dryer (1992).
Dryer has shown that these pairs can be used to
distinguish SOV and SVO languages.

4 Dependency-based Reordering Model

Our reordering model is based on the source de-
pendency tree, an example of which is shown
in Figure 1. The dependency tree of a sen-
tence shows the grammatical relations between
the head and dependent words of that sentence.
For example in Figure 1, the arrow from “he” to
“bought” with label “nsubj”, expresses that the

dependent word “he” is the subject of the head
word “bought”. Under the assumption that con-
stituents move as a whole (Quirk et al., 2005),
our proposed reordering model aims to predict
the orientation of each dependent word with re-
spect to its head (head−dependent), and also
with respect to the other dependents of that head
(dependent−dependent orientation). For exam-
ple, for the sentence in Figure 1 we try to pre-
dict the appropriate orientations between the head-
dependent and dependent-dependent pairs shown
in Tables 2 and 3, respectively.

Our motivation for using dependency structure
as the basis of our reordering model is based on
the assumption that, if it is the case that a reorder-
ing pattern is employed for one English–Farsi sen-
tence pair with a specific dependency structure,
then another sentence pair containing the same de-
pendency structure will follow the same reorder-
ing pattern. For example, in translating from En-
glish to Farsi, all of the following English sen-
tences have the same word order in Farsi: “he
puts the book on the table”, “they put the desk
on the ground”, “he put his hand on my shoul-
der”. In general, almost all the English sentences
following the structure ”subject” put ”object” on
“preposition-on” follow the same word order pat-
tern in their Farsi translations.

We generate the dependency parse tree of the
source sentence and perform word alignment be-
tween the source and target words in the parallel
corpus. Having obtained both the source depen-
dency tree and the word alignments, we extract the
orientation type (monotone or swap) between each
dependent word with respect to its head and the
other dependents of that head. With the alignment
points (pS1, pT1) and (pS2, pT2) for two source
words S1 and S2 and their aligned target words
T1 and T2, we define orientation types (ori) as in
Equation 1.

ori =


monotone,

if (pS1 − pS2)× (pT1 − pT2) > 0

swap,

otherwise.
(1)

When a source word is aligned to multiple tar-
get words, we only consider the last aligned tar-
get word in determining the orientation type. For
example, given the alignments for the head word
bought with alignment point (1, 7) and dependent
word camels with alignment point (2, 2) in Figure
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Element Pairs Example (English) Word Order (English) Word Order (Farsi)
subject, object and verb Mary gave the book to John SVO SOV
noun and genitive Mary’s Book noun + genitive genitive + noun
verb and adpositional He slept on the ground verb + adp. adp. + verb
verb and manner adverb He ran slowly Verb + m. adverb m. adverb + verb
copula and predicate She is a teacher copula + predicate predicate + copula
noun and adjective Green Book adjective + Noun Noun+ Adjective
possessive affix and noun My book possessive + noun noun + possessive

Table 1: word order differences between Farsi and English

Figure 1: An example dependency tree for an English source sentence, its translation in Farsi and the
word alignments

1, we consider swap orientation between bought
and camels based on Equation 1.

After extracting the orientation for all the pairs
in the training set, we train a Naive Bayes classifier
to estimate the probability of a source dependent
word being translated in a monotone or swap man-
ner with respect to its head and the other dependent
words of that head.

Making the strong independence assumption
that each word is ordered in the sentence inde-
pendently, the reordering probability for a sen-
tence can be split into the reordering proba-
bility of its constitutive (head,dependent) and
(dependent,dependent) pairs. Hence, we define
the dependency-based reordering (DBR) feature-
function score for a translation hypothesis as the
sum of the log orientation probabilities for its con-
stitutive pairs as in Equation 2, where H is the
translation hypothesis and Pairs(H) is the set of
the pair components of H .

scoreDBR(H) =∑
pairi∈Pairs(H)

log(PDBR(ori|pairi)) (2)

We implemented the reordering model PDBR as
a feature-function and combined it with the other
feature-functions in the log-linear framework of
the HPB model. This feature-function is made
of four components: monotone, swap, dependency

coherence and unaligned pairs. The components
monotone and swap compute the sum of orienta-
tion probabilities of those pairs which are trans-
lated in monotone and swap orientation, respec-
tively. Dependency coherence counts the num-
ber of translated pairs in a hypothesis and encour-
ages concurrent translation of constituents based
on the assumption that constituents move together
in translation (Quirk et al., 2005). Unaligned pairs
counts the number of pairs with at least one un-
aligned source word, as the other three components
can not be applied to unaligned pairs.

Various features can be used to reflect the lo-
cal information of each translation hypothesis H
to model PDBR(orientation |pairi). Finally, we
chose the following features to describe the trans-
lation hypothesis H for head-dependent pairs:

• The surface forms of the head word
Lex(head) and the dependent word Lex(dep)

• The dependency relation of the dependent
word depRel(dep)

we chose following features for dependent-
dependent pairs:

• The surface forms of the mutual head
word Lex(head), the first dependent word
Lex(dep1) and the second dependent word
Lex(dep2)
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head bought bought bought bought bought wife tent tribes
dependent He camels tent Wife wandered a a wandered

Table 2: head-dependent pairs for the sentence in Figure 1.

dep1 He He He He camels camels camels tent tent wife
dep2 camels tent wife wandered Tent wife wandered wife wandered wandered

Table 3: dependent-dependent pairs for the sentence in Figure 1.

• The dependency relations of the first depen-
dent word depRel(dep1) and the second de-
pendent word depRel(dep2)

As an example, consider the pair bought and
camels in our example in Figure 1. The model
attempts to predict the orientation between these
two words as described in Equation 3.

PDBR(ori|lex(head), lex(dep), (depRel(dep)))
ori ∈ {monotone, swap}

(3)
where lex(head)=bought, lex(dep)=camels

and depRel(dep)=dobj. The orientation probabil-
ities for bought and camels (0.21 and 0.79 for
monotone and swap, respectively) encourage the
swap orientation between them, which supports
the required reordering of the object and verb,
when translating from English-to-Farsi. Despite
the limitations of this model, it can capture the
general linguistic reordering patterns that are not
available to other reordering models. For instance,
it can learn that when translating between SVO and
SOV languages, the object and the verb should be
reordered, while the subject and the object should
be translated in monotone order.

5 Experiments

5.1 Experimental Setup
We used the Mizan parallel English–Farsi cor-
pus1 (Supreme Council of Information and Com-
munication Technology, 2013) which contains
nearly 1 million sentence pairs. This corpus is ex-
tracted from English novel books (mostly in their
classical literature domain) and their translations
in Farsi. 3,000 sentence pairs were held out for
development and 1,000 for testing. These sentence
pairs were randomly selected from the corpus. The
remaining content of the corpus is used for train-
ing. Table 4 presents the details about this dataset.

We parsed the source side (English) of the cor-
pus using the Stanford dependency parser (Chen
1http://dadegan.ir/catalog/mizan

unit English Farsi

Train sentences 1,016,758 1,016,758
words 13,919,071 14,043,499

Tune sentences 3,000 3,000
words 40,831 41,670

Test sentences 1,000 1,000
words 13,165 13,444

Table 4: Mizan parallel corpus statistics

and Manning, 2014) and used the “collapsed rep-
resentation” of the parser output to obtain direct
dependencies between the words in the source sen-
tences. We used GIZA++ (Och and Ney, 2003) to
align the words in the corpus. Then we extracted
6,391,255 head−dependent pairs and 5,247,137
dependent−dependent pairs from train dataset
and determined the orientation for each pair based
on Equation 1.

In order to measure the impact of different fea-
tures on the accuracy of our reordering model (as
will be described in Section 5.2), we used the
Naive Bayes classifier with standard settings from
the Weka machine learning toolkit (Hall et al.,
2009). We trained the classifier separately for
head−dependent and dependent−dependent
pairs.

Our baseline MT system was the Moses im-
plementation of HPM model with default set-
tings (Hoang et al., 2009). We used a 5-gram tar-
get language model trained on the Farsi side of
the training data. In all experiments, the weights
of our reordering feature-function and the built-
in feature-functions was tuned with MERT (Och,
2003).

5.2 Impact of different features

Since the proposed reordering model has
to classify the head−dependent and
dependent−dependent pairs into their cor-
rect monotone or swap orientation classes, its
task can be seen as a binary classification task.
We used the Naive Bayes algorithm to build such
an orientation classifier. We then used different
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feature sets in each classification experiment to
determine their impact on the accuracy of the
model.

The features that were examined in this paper
are shown in Table 5. All of these features are
entirely based on the source sentence and source
dependency parse, so we performed dependency
parsing and feature extraction as pre-processing
steps so as not to slow down the decoding phase.

Surface form of head Lex(head)
Surface form of 1st dependent Lex(dep1)
Surface form of 2nd dependent Lex(dep2)
Dep. relation of 1st dependent depRel(dep1)
Dep. relation of 2nd dependent depRel(dep2)

Table 5: Features

We used 10-fold cross validation on the train
data set (as described in Table 4) to evaluate
the classifier. Table 6 shows the performance
of the Naive Bayes classifier for monotone and
swap orientation for head-dependent (rows hd)
and dependent-dependent (rows dd) pairs. We use
two different feature sets, with (rows ws) and with-
out (rows wos) surface forms. The features used in
each classifier are then as follows:

• hd-wos. depRel(dep)

• hd-ws. Lex(head), Lex(dep), depRel(dep)

• dd-wos. depRel(dep1), depRel(de2)

• dd-ws. Lex(head),2 Lex(dep1), Lex(dep2),
depRel(dep1), depRel(dep2)

Features Accuracy
hd-wos 64.75%
hd-ws 67.37%
dd-wos 70.85%
dd-ws 71.38%

Table 6: Classification results on head-dep and
dep-dep relations

For both types of constituent pairs (hd and dd),
the use of surface forms results in a slight improve-
ment (2.62% and 0.53% absolute for hd and dd,
respectively).

As this is the first paper that attempts to model
reordering of dd pairs (hd has been attempted be-
fore (Gao et al., 2011)), we are especially inter-
2The mutual head between dependent word 1 and dependent
word 2. For example, in Figure 1 bought is the mutual head
between the dependent words he and camels

ested in the results for dd. The fact that the clas-
sification accurary for dd is higher than for hd
(71.38% vs 67.37%) motivates us to model the re-
ordering of dd constituents in MT, for which we
present results in the next Section.

5.3 MT Results

We build six MT systems, four according to the
constituent pairs and features examined (cf. Ta-
ble 6) and two additional systems that model
the reordering for both types of constituent pairs
(rows all) with (ws) and without (wos) surface
forms. We compare our systems to two baselines,
a standard HPB-SMT system (HPB) and a HPB-
SMT system with added swap glue grammar rule
(HPB sgg) as in Equation 4. The swap glue rule
allows adjacent phrases to be reversed.

X → (X1X2, X2X1) (4)

Table 7 shows the results obtained by each
of the MT systems according to four automatic
evaluation metrics: BLEU, NIST (Doddington,
2002), TER (Snover et al., 2006) and ME-
TEOR (Denkowski and Lavie, 2014). For each
system and evaluation metric we show its rela-
tive improvement over the baseline HPB (columns
diff).

The scores obtained by systems that implement
our novel reordering between pairs of dependents
(columns dd) are better than those of the baseline,
both with (ws) and without (wos) surface forms,
accross all the four evaluation metrics. The same is
true for models that implement reordering between
both pairs of constituent types (columns all), ex-
cept for the system all wos according to BLEU.
The results for systems that perform reordering be-
tween pairs of head and dependent offer a mixed
picture, with some metrics indicating improvement
(e.g. BLEU) and some others deterioration (e.g.
TER).

The use of surface forms leads to better results
in most cases (except for hd systems in terms
of NIST, TER and METEOR, and dd systems in
terms of NIST and TER), confirming the trends
shown in the classification experiment, cf. Table
6.

As stated earlier in the paper, Farsi is a free
word-order language. When compiling the results
of our experiments, we only had a single reference
available against which the output from our vari-
ous systems could be compared. Computing au-
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System BLEU diff NIST diff TER diff METEOR diff
HPB 0.1083 3.7625 0.8005 0.1683
HPB sgg 0.1087 0.37% 3.7299 -0.87% 0.8009 0.05% 0.1665 -1.10%
dd ws 0.1161‡ 7.20% 3.8303† 1.80% 0.7937 -0.85% 0.1733 2.96%
dd wos 0.1097 1.29% 3.8381† 2.01% 0.7929 -0.95% 0.1728 2.65%
hd ws 0.1095 1.11% 3.6548 -2.86% 0.8155 1.88% 0.1643 -2.39%
hd wos 0.1095 1.11% 3.7413 -0.56% 0.8061 0.70% 0.1687 0.21%
all ws 0.1091 0.74% 3.8614‡ 2.63% 0.7858 -1.84% 0.1727 2.60%
all wos 0.1054 -2.68% 3.8374† 1.99% 0.7902 -1.29% 0.1708 1.44%

Table 7: Scores of the MT systems according to different automatic metrics. The best score according
to each metric is shown in bold. Statistically significant results, calculated with paired bootstrap resam-
pling (Koehn, 2004) for BLEU and NIST, are indicated with symbols ‡ (p = 0.01) and † (p = 0.05).

tomatic evaluation scores when translating into a
free word-order language in the single-reference
scenario is somewhat arbitrary. The fact that the
four evaluation metrics used follow slightly differ-
ent trends reflects this arbitrariness. We would ex-
pect a manual evaluation on a subset of sentences
to confirm that the output translations are some-
what better than the automatic evaluation scores
suggest.

6 Conclusions

This paper has proposed a dependency-based re-
ordering model for HPB-SMT that predicts the
translation order of two types of pairs of con-
stituents of the source tree: dependent-dependent
and head-dependent. Our model uses the depen-
dency structure of the source sentence to capture
the medium- and long-distance reorderings be-
tween these pairs of constituents.

It is worth mentioning that this is the first pa-
per where a dependency-based reordering model
is applied to a language pair other than Chinese-
to-English. Our language pair, English-to-Farsi,
is comparatively challenging because (i) the target
language is free-word order and morphologically
rich, and (ii) it is comparatively under-resourced.

We have evaluated our model against two base-
lines: standard HPB-SMT and HPB-SMT with
swap glue grammar rules. Our model that reorders
pairs of dependents outperforms both baselines (>
0.7 absolute in terms of BLEU), with the improve-
ment being statistically significant (p = 0.01 in
terms of BLEU).

As for future work, several directions are worth
considering. First, the use of features that hold lin-
guistic information, such as part-of-speech tags or
semantic classes. Second, an in-depth analysis of
the output translations produced by our models to

discern which reordering cases it succeeds at and
for which other cases it fails. Third, an improved
reordering model based on the findings of the pre-
vious line of work.
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