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Abstract
Data-driven approaches to machine translation  (MT) achieve state-of-the-art results. Many syntax-aware approaches, such as Example-
Based MT and Data-Oriented Translation, make use of tree pairs aligned at sub-sentential level. Obtaining sub-sentential  alignments 
manually is time-consuming and error-prone, and requires expert knowledge of both source and target languages. We propose a novel, 
language pair-independent algorithm which automatically induces alignments between phrase-structure trees. We evaluate the align-
ments themselves against  a manually aligned gold standard, and perform an extrinsic evaluation by using the aligned data to train  and 
test a DOT system. Our results show that translation accuracy is comparable to that of the same translation system trained on manually 
aligned data, and coverage improves.

1. Introduction
The majority of approaches to data-driven Machine Trans-
lation (MT) focus on string-to-string models, despite the 
fact that tree-to-tree models achieve promising results 
(Hearne & Way, 2006; Nesson et al., 2006). Some tree-to-
tree models, such as Data-Oriented Translation (DOT) 
(Poutsma, 2003; Hearne & Way, 2003, 2006), require 
source and target tree pairs that are aligned at sub-
sentential level. In most previous experiments with DOT 
systems the training tree pairs were aligned manually. 
However, such a task is time-consuming and error-prone, 
and requires considerable expertise in both the source and 
target languages, and so there is an obvious need to induce 
the alignments automatically.

A considerable amount of research has been carried out 
on the subject of sub-sentential alignment between struc-
tured representations of sentence pairs. However, many of 
the solutions presented share one or both of the following 
characteristics: (i)  the alignment process is tightly coupled 
with the intended application, to the extent that it is diffi-
cult to see how to generalise the alignment methodology 
so that the output could be used for other applications; (ii) 
the alignment strategy edits the source and/or target lin-
guistic representations such that the original linguistic 
structures cannot be retrieved.

We present a novel, language pair-independent and task-
independent algorithm whose output may be useful in 
many applications. The algorithm induces alignments be-
tween paired linguistic structures from which the constitu-
ent surface word order can be determined. It handles 
complex, non-isomorphic structures in a fast and consis-
tent manner, and the resulting output can be ported to 
many other translation tasks such as Phrase-Based Statis-
tical MT, Example-Based MT, DOT and translation tem-
plate extraction.

We describe experiments where we apply our algorithm 
to context-free phrase-structure tree pairs. We evaluate the 
alignments themselves against a manually aligned gold-
standard, and also perform an extrinsic evaluation by us-
ing the aligned data to train and test a DOT system. Our 
results show that translation accuracy is comparable to 
that of the same translation system trained on manually 

aligned data from English to French, and coverage im-
proves significantly.

The remainder of this paper is organised as follows: Sec-
tion 2 details related work and in Section 3 we present our 
novel alignment algorithm. Section 4 describes our ex-
periments including the MT system used, and finally in 
Sections 5 and 6 we conclude and discuss avenues for 
further research. 

2. Related Work
Previous approaches to automatic sub-sentential align-
ment can be loosely grouped according to whether they 
focus on aligning dependency structures or phrase-
structure trees. Many approaches do not view alignment 
as an independent task, but rather as a means to achieving 
another goal such as solving parse ambiguities or acquir-
ing translation templates. Some such approaches view 
factors like non-isomorphism as obstacles, and alter the 
trees as part of the alignment process.

Other related work in the area of alignment in general 
views the use of tree structures as a negative aspect which 
may result in the loss of generalisation ability (Wellington 
et al., 2006). However, we chose to align pre-determined 
tree structures without editing them; our motivation is that 
the structural and translational divergences that exist be-
tween source and target structures should be captured dur-
ing the alignments process rather than smoothed away in 
order to allow for higher recall, cf. (Hearne et al., 2007). 
We do not view the parse trees as constraints, but rather as 
accurate syntactic representations of the text which can 
help to guide the alignment process.

2.1. Dependency Structures
We are particularly interested in aligning phrase-structure 
trees, but solutions which have been applied to the align-
ment of dependency structures are also relevant.

Ding et al. (2003)  present a strategy for inducing word 
alignments over dependency structures. However, depend-
ency analyses contain only lexically headed phrases, and 
we want to capture links between non-lexically headed 
phrases not described in dependency representations.

Matsumoto et al. (1993) induce alignments in depend-
ency structures, but with the intention of using the align-



ments to resolve parse ambiguities. Their algorithm only 
aligns simple sentences: alignment of complex sentences 
is done by first segmenting the sentence into smaller 
chunks and then aligning those chunks, and the original 
tree structures are not retrievable.

Eisner (2003) develops a tree-mapping algorithm for use 
on dependency structures which he claims is adaptable for 
use on phrase-structure trees. However, the alignment 
process is heavily linked to the translation strategy of 
which it forms part. We prefer alignment to be a separate 
offline process which can then be applied to numerous 
different tasks.

2.2. Phrase-structure Trees
Groves et al. (2004) present a rule-based aligner which 
builds upon automatically induced word alignments. 
While their algorithm is in theory language pair-
independent, in later experiments it performed poorly 
when evaluated on language pairs other than those used in 
development.

Gildea (2003) proposes a method for aligning non-
isomorphic phrase-structure trees using a stochastic tree-
substitution grammar (STSG). This approach involves the 
altering of the tree structure in order to impose isomor-
phism, which impacts on its portability to other domains.

Lu et al. (2001) describe a stochastic inversion transduc-
tion grammar, based on (Wu, 1995), which uses a mono-
lingual grammar to parse the source sentence and builds a 
target language parse based on this, while simultaneously 
inducing alignments. These alignments are then extracted 
and converted into translation templates. Imposition of 
source language structure onto the target language is not 
always desirable. Nevertheless, on the evidence presented 
here, tree-to-string alignment models warrant further in-
vestigation.

Wang et al. (2002) develop an interesting method for 
structural alignment which they call “bilingual chunking”. 
Given a pair of phrase-structure trees, they perform word 
alignment on the surface forms and then extract chunks 
from both trees simultaneously. The chunking is guided 
by the tree structure and constraints which ensure word 
alignments do not cross chunks. The chunks are then 
POS-tagged using an HMM tagger. Again, the original 
tree structures are lost during the alignment process.

While the methods outlined above all achieve competi-
tive results, those presented by Lu et al. (2001) and Wang 
et al. (2002) are most closely aligned with our objectives.

3. Our Sub-Tree Alignment Algorithm
The novel algorithm we present here is designed to dis-
cover an optimal set of alignments between the tree pairs 
in a bilingual treebank while adhering to the following 
principles:

(i) independence with respect to language pair and 
constituent labelling schema;

(ii) preservation of the given tree structures;
(iii) minimal external resources required;
(iv) word-level alignments not fixed a priori.
The algorithm makes use of a single external resource, 

namely target-to-source and source-to-target word transla-

tion probabilities generated by running an automatic word 
aligner over the sentence pairs encoded in the bilingual 
treebank. The algorithm does not, however, fix a priori on 
a single word-alignment between the source and target 
terminals of each sentence pair. Rather, word-level align-
ment decisions can be influenced by links made higher up 
in the tree pair. The alignment algorithm does not edit or 
transform the source and target trees in any way; signifi-
cant structural and translational divergences are to be ex-
pected and the aligned tree pair should encode these di-
vergences (Hearne et al., 2007). Finally, the algorithm 
accesses no language-specific information beyond the 
(automatically induced) word-alignment probabilities and 
does not make use of the node labels in the tree pairs.

3.1. Alignment Well-Formedness Criteria
Links are induced between tree pairs such that they meet 
the following well-formedness criteria:

(i) a node can only be linked once;
(ii) descendants of a source linked node may only link 

to descendants of its target linked counterpart;
(iii) ancestors of a source linked node may only link to 

ancestors of its target linked counterpart.
These criteria are akin to the “crossing constraints” de-

scribed in (Wu, 1997) which forbid alignments between 
constituents that cross each other. Our criteria differ from 
those of Wu because we impose them on a pair of fully 
monolingually parsed trees, thus our criteria are more 
strict. The constraints in (Wu, 1997), on the other hand, 
are imposed inherently during the bilingual parsing and 
alignment process.

In what follows, a hypothesised alignment is ill-formed 
with respect to the existing alignments if it violates any of 
these criteria.

3.2. Algorithm
In this section we describe how our algorithm scores and 
selects links. In some instances, we present alternative 
methods by which a decision can be taken, and at the end 
of the section we summarise the corresponding set of pos-
sible aligner configurations.

3.2.1. Selecting Links
For a given tree pair 〈S, T〉, the alignment process is ini-
tialised by proposing all links 〈s, t〉 between nodes in S 
and T as hypotheses and assigning scores γ(〈s, t〉) to them. 
All zero-scored hypotheses are blocked before the algo-
rithm proceeds. The selection procedure then iteratively 
fixes on the highest-scoring link, blocking all hypotheses 
that contradict this link and the link itself, until no non-
blocked hypotheses remain. These initialisation and selec-
tion procedures are given in Algorithm 1 basic.

Figure 1 illustrates the Algorithm 1 basic procedure. 
The constituents in the source and target tree pair are 
numbered. The numbers down the left margin of the grid 
correspond to the source constituents while the numbers 
across the top correspond to the target constituents, and 
each cell in the grid corresponds to a scored hypothesis. 
Within each cell, circles denote selected links and brackets 
denote blocked links. The number inside a given cell indi-



cates the iteration during which its link/block decision 
was made, with zeroes indicating hypotheses with score 
zero. For example, hypothesis 〈1, 1〉 was linked during 
iteration 1, and hypothesis 〈2, 1〉 was blocked, hypothesis 
〈5, 8〉 was linked during iteration 2 and hypotheses 〈5, 6〉, 
〈6, 7〉 and 〈9, 8〉 were blocked, and so on. There were 7 
iterations in total, and the last iteration linked the remain-
ing non-zero hypothesis 〈7, 11〉.

Algorithm 1 basic
Initialisation
for each source non-terminal s do
for each target non-terminal t do
generate scored hypothesis γ(〈s, t〉)

end for
end for
block all zero-scored hypotheses

Selection underspecified
while non-blocked hypotheses remain do
link and block the highest-scoring hypothesis
block all contradicting hypotheses

end while

Hypotheses with equal scores The selection procedure 
given in Algorithm 1 basic is incomplete as it does not 
specify how to proceed if two or more hypotheses share 
the same highest score. We propose two alternative solu-
tions to this problem. Firstly, we can simply skip over tied 
hypotheses until we find the highest-scoring hypothesis 
with no competitors of the same score, as given by Algo-
rithm 2 Selection skip1.

Algorithm 2 Selection skip1
while at least one non-blocked hypothesis with 

no tied competitors remains do
while the highest-scoring hypothesis has

tied competitors do
skip

end while
link and block the highest-scoring

non-skipped hypothesis
block all contradicting hypotheses
re-enable all non-blocked skipped hypotheses

end while

The skipped hypotheses will, of course, still be available 
during the next iteration, assuming that they have not been 
ruled out by the newly-selected link. If all but one of the 
tied hypotheses have been ruled out, the remaining one 
will be selected on the next iteration. If all remaining non-

zero-scored hypothesis have tied competitors then no fur-
ther links can be induced.

A second alternative is to skip over tied hypotheses until 
we find the highest-scoring hypothesis 〈s, t〉 with no com-
petitors of the same score and where neither s nor t has 
been skipped, as given in Algorithm 3 Selection skip2.

Algorithm 3 Selection skip2
while at least one non-blocked hypothesis with 

no tied competitors remains do
if the highest-scoring hypothesis has

tied competitors then
mark the constituents of all competitors

as skipped
end if
while the highest-scoring hypothesis has

a skipped constituent do
skip

end while
link and block highest-scoring

non-skipped hypothesis
block all contradicting hypotheses
re-enable all non-blocked skipped hypotheses

end while

This alternative is proposed in order to avoid the situa-
tion in which a low-scoring hypothesis for a given con-
stituent is selected in the same iteration as higher-scoring 
hypotheses for the same constituent were skipped, thereby 
preventing one of the competing higher-scoring hypothe-
ses from being selected and resulting in an undesired link. 
The issue is illustrated in Figure 2, as follows. The best-
scoring hypotheses, of which there are several, involve 
source constituent D-21 and include the correct hypothesis 
〈D-21, D-16〉. The skip1 solution simply selects the best 
non-tied hypothesis, 〈D-21, D-4〉, which is clearly incor-
rect. The skip2 solution, however, skips over all hypothe-
ses involving skipped constituent D-21 and selects 〈D-16, 
D-4〉 as the best hypothesis. On the next iteration, all hy-
potheses for source constituent D-21 are again skipped, 
and hypothesis 〈PP-18, PP-13〉 is selected. This selection 
blocks all but one hypothesis involving source constituent 
D-21, the correct hypothesis 〈D-21, D-16〉, and so this link 
is selected on the following iteration.

Delaying span-1 alignments It is frequently the case 
that the highest-scoring hypotheses are at the word level, 
i.e. have span 1 on the source and/or target sides. How-
ever, selecting links between frequently occurring lexical 
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Figure 1: Illustration of how Algorithm 1 Selection basic induces links for the tree-pair on the left.

Algorithm 1 basic

Initialisation

for each source non-terminal s do

for each target non-terminal t do

generate scored hypothesis γ(〈s, t〉)
end for

end for

block all zero-scored hypotheses

Selection underspecified

while non-blocked hypotheses remain do

link and block the highest-scoring hypothesis

block all contradicting hypotheses

end while

are numbered. The numbers down the left margin of the

grid correspond to the source constituents while the num-

bers across the top correspond to the target constituents, and

each cell in the grid corresponds to a scored hypothesis.

Within each cell, circles denote selected links and brack-

ets denote blocked links. The number inside a given cell

indicates the iteration during which its link/block decision

was made, with 0s indicating hypotheses with score zero.

For example, hypothesis 〈1, 1〉 was linked during iteration
1, and hypothesis 〈2, 1〉 was blocked, hypothesis 〈5, 8〉 was
linked during iteration 2 and hypotheses 〈5, 6〉, 〈6, 7〉 and
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given in Algorithm 1 Selection basic is incomplete as it
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block all contradicting hypotheses

re-enable all non-blocked skipped hypotheses

end while

non-zero-scored hypothesis have tied competitors then no

further links can be induced.

A second alternative is to skip over tied hypotheses until

we find the highest-scoring hypothesis 〈s, t〉 with no com-
petitors of the same score and where neither s nor t has been

skipped, as given in Algorithm 3 Selection skip2.
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Figure 1: Illustration of how Algorithm 1 basic induces links for the tree-pair on the left.



items at an early stage is intuitively unappealing. Con-
sider, for instance, the situation where source terminal x 
most likely translates to target terminal y but there is more 
than one occurrence of both x and y in a single sentence 
pair. It may be better to postpone the decision as to which 
instance of x corresponds to which instance of y until links 
higher up in the tree pair have been established, as given 
in Algorithm 4 Selection span1 (where span-1 hypothe-
ses have span 1 on the source and/or target sides and non-
span-1 refers to all other hypotheses).

Algorithm 4 Selection span1
while non-blocked non-lexical hypotheses remain 

do
link and block the highest-scoring hypothesis
block all contradicting hypotheses
if no non-blocked non-lexical hypotheses 

remain then
while non-blocked lexical hypotheses remain 

do
link and block the highest-scoring 

hypothesis
block all contradicting hypotheses

end while
end if

end while

The effects of the Selection  span1 strategy are illustrated 
by the example given in Figure 3: without span1, node D-
8 is immediately linked to D-13 rather than D-4 and D-17 
to D-4 rather than D-13. Not only are these alignments 
incorrect, but their presence means that the remaining 
desirable hypotheses are no longer well-formed. However, 
the correct alignments are induced by first allowing NP-7 
to link to NP-3 and NP-16 to NP-12.

3.2.2. Computing Hypothesis Scores
Inserting a link between two nodes in a tree pair indicates 
that (i) the substrings dominated by those nodes are trans-
lationally equivalent and (ii)  all meaning carried by the 
remainder of the source sentence is encapsulated in the 
remainder of the target sentence. The scoring method we 
propose accounts for these indications.

Given tree pair 〈S, T〉 and hypothesis 〈s, t〉, we compute 
the following strings:

sl = si…six sl =S1…si − 1six + 1…Sm
tl = t j…t jy t l =T1…t j − 1t jy + 1…Tn

where si…six and tj…tjy denote the terminal sequences 
dominated by s and t respectively, and S1…Sm and T1…Tn 
denote the terminal sequences dominated by S and T re-
spectively. These string computations are illustrated in 
Figure 4.

ROOT-1 LISTITEM-1

VPv-2 PERIOD-23 S[decl]-2 SEMICOLON-31

V-3 AP-4 . NPdet-3 VPcop-6 ;

Make A-5 S-6 D-4 N-5 Vcop-7 NPpp-8

sure NP-7 VPv-12 le HomeCentre est N-9 APvp-10

the parallel cable V-13 NP-15 PP-18 bien V-11 PP-13 PP-18

connects D-16 N-17 P-19 NP-20 raccordé P-14 NP-15 par l’ intermédiaire de le câble parallèle

the HomeCentre to D-21 N-22 à D-16 N-17

the PC le PC

Figure 2: This example illustrates the differing effects of the Selection skip1 and Selection skip2 strategies: with skip1 the

solid link is induced whereas with skip2 the dashed links are induced.

however, skips over all hypotheses involving skipped con-

stituent D-21 and selects 〈D-16, D-4〉 as the best hypothesis.
On the next iteration, all hypotheses for source constituent

D-21 are again skipped, and hypothesis 〈PP-18, PP-13〉 is se-
lected. This selection blocks all but one hypothesis involv-

ing source constituent D-21, the correct hypothesis 〈D-21, D-
16〉, and so this link is selected on the following iteration.

Delaying span-1 alignments It is frequently the case that

the highest-scoring hypotheses are at the word level, i.e.

have span 1 on the source and/or target sides. However,

selecting links between frequently-occurring lexical items

at an early stage is intuitively unappealing. Consider, for

instance, the situation where source terminal x most likely
translates to target terminal y but there is more than one oc-
currence of both x and y in a single sentence pair. It may
be better to postpone the decision as to which instance of x
corresponds to which instance of y until links higher up in
the tree pair have been established, as given in Algorithm 4

Selection span1 (where span-1 hypotheses have span 1 on

the source and/or target sides and non-span-1 refers to all

other hypotheses).

Algorithm 4 Selection span1

while non-blocked non-lexical hypotheses remain do

link and block the highest-scoring hypothesis

block all contradicting hypotheses

if no non-blocked non-lexical hypotheses remain then

while non-blocked lexical hypotheses remain do

link and block the highest-scoring hypothesis

block all contradicting hypotheses

end while

end if

end while

The effects of the Selection span1 strategy are illustrated

by the example given in Figure 3: without span1, node D-8

is immediately linked to D-13 rather than D-4 and D-17 to D-4

rather than D-13. Not only are these alignments incorrect,

but their presence means that the remaining desirable hy-

potheses are no longer well-formed. However, the correct

alignments are induced by first allowing NP-7 to link to NP-3

and NP-16 to NP-12.
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Figure 4: Values for sl, tl, sl and tl given a tree pair and a
link hypothesis.
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puted using GIZA++ word-alignment probabilities. Two
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the probabilities that yi corresponds to each xj by the num-
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over constituents of longer span.
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and a link hypothesis.
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Given tree pair 〈S, T 〉 and hypothesis 〈s, t〉, we compute
the following strings:

sl = si...six sl = S1...si−1six+1...Sm

tl = tj...tjx tl = T1...tj−1tjx+1...Tn

where si...six and tj ...tjx denote the terminal sequences

dominated by s and t respectively, and S1...Sm and T1...Tn

denote the terminal sequences dominated by S and T re-

spectively. These string computations are illustrated in Fig-

ure 4.

The score for the given hypothesis 〈s, t〉 is computed ac-
cording to (1).

γ(〈s, t〉) = α(sl|tl) α(tl|sl) α(sl|tl) α(tl|sl) (1)

Individual string-correspondence scores α(x|y) are com-
puted using GIZA++ word-alignment probabilities. Two

alternative scoring functions are given by score1 (2) and

score2 (3). They differ in that score2 divides the sum over

the probabilities that yi corresponds to each xj by the num-

ber of words in x. The intended effect of this is again to re-
duce any bias in favour of aligning shorter-span constituents

over constituents of longer span.

Score score1

α(x|y) =
|y|∏

i=1

|x|∑

j=1

P (xj |yi) (2)

4

S-6 S-2

NP-7 VPaux-10 NP-3 VPaux-6

D-8 N-9 AUX-11 VP-12 D-4 N-5 A-7 V-8

the scanner is V-13 PP-14 le scanner est V-9 P-10

connected D-15 NP-16 connecté P-11 NP-12

to D-17 N-18 à D-13 D-14

the HomeCentre le HomeCentre

Figure 3: This example illustrates the effects of the Selection span1 strategy: without span1 the solid links are induced

whereas switching on span1 results in the dashed alignments.

Score score2

α(x|y) =
|x|∏

j=1

∑|y|
i=1 P (xj |yi)

|y| (3)

3.3 Aligner Configurations

When configuring the aligner, we must choose either skip1

or skip2 and we must choose either score1 or score2. Span1

is optional, and so can be switched either on or off. The

eight possible configurations are as follows:

skip1 score1 skip1 score1 span1

skip1 score2 skip1 score2 span1

skip2 score1 skip2 score1 span1

skip2 score2 skip2 score2 span1

4 Evaluation

We perform an intrinsic evaluation by comparing the links

induced by the alignment algorithm against a manually-

aligned gold standard. We also perform an extrinsic eval-

uation by using these alignments to train a DOT system and

then measuring translation quality.

We evaluate the performance of our sub-tree alignment

algorithm on the English-French section of the HomeCen-

tre corpus, which contains 810 parsed, sentence-aligned

translation pairs.2 This corpus comprises a Xerox printer

manual, which was translated by professional translators

and sentence-aligned and annotated at Xerox PARC. As one

would expect, the translations it contains are of extremely

high quality.

We ran the unlinked tree pairs through the eight config-

urations of our alignment algorithm given in Section 3.3.3

The manual alignments were provided by a single annotator

with proficiency in both English and French (Hearne, 2005).

4.1 Intrinsic Evaluation

In this section, we evaluate precision and recall of induced

alignments over the 810 English-French tree pairs described

above, using the manually linked version as a gold standard.

2The average numbers of English and French words per sentence are

8.83 and 10.05 respectively, and the average numbers of English and

French nodes per tree are 15.33 and 17.52 respectively.
3The aligner takes approx. 0.01 seconds per tree pair on an Apple Mac-

Book Pro with a 2.33GHz Intel Core 2 Duo processor and 2GB of RAM;

time variations over aligner configurations are insignificant.

all links non-lexical links

Configurations Precision Recall Precision Recall

skip1 score1 0.6096 0.7723 0.8424 0.7394

skip1 score2 0.6192 0.7869 0.8107 0.7756

skip2 score1 0.6162 0.7783 0.8394 0.7486

skip2 score2 0.6215 0.7867 0.8107 0.7756

skip1 score1 span1 0.6229 0.8101 0.8137 0.7998

skip1 score2 span1 0.6220 0.7963 0.8027 0.7871

skip2 score1 span1 0.6256 0.8100 0.8139 0.8002

skip2 score2 span1 0.6245 0.7962 0.8031 0.7871

Table 1: Evaluation of the automatic alignments against the

manual alignments.

Given a tree pair T , its automatically-aligned version TA

and its manually-aligned version TM , precision and recall

are computed as given in (4) and (5).

Precision =
|TA ∩ TM |

|TA| (4)

Recall =
|TA ∩ TM |

|TM | (5)

In addition to calculating the precision and recall over all

links, we also calculate scores over non-lexical links only,

where a non-lexical link aligns constituents which both span

more than one word. We do so in order to determine how

successful our algorithm is at inducing alignments beyond

the word level. Table 1 gives the results of this evaluation

for the different configurations of the aligner.

Looking firstly to the all links column, it is immedi-

ately apparent that recall is significantly higher than pre-

cision for all configurations. In fact, we have noted that

all aligner variations consistently induce more links than

exist in the manual version, with the average number of

links per tree pair ranging between 10.3 and 11.0 for the

automatic alignments versus 8.3 links per tree pair for the

manual version. Regarding the differences in performance

between the aligner variants, we observe that all versions

which include span1 outperform all versions which exclude

it. When span1 is excluded score2 performs better than

score1, but this advantage is minimised once span1 is in-

troduced. No clear difference is shown between skip1 and

skip2 – skip1 performs marginally better than skip2 when

span1 is excluded.

Looking now to the non-lexical links column, we observe

that the balance between precision and recall is reversed and

that precision is now higher than recall in all cases. This

5

Figure 3: This example illustrates the effects of the Selection span1 strategy:
without span1 the solid links are induced whereas switching on span1 results in the dashed alignments.



Moses decoder1  (Koehn et al., 2007). To improve the 
quality of the word-alignments, we induce them from a 
lowercased version of the parallel corpus, but our algo-
rithm does not change the case of the data.

Two alternative scoring functions are given in (2) and  
(3). They differ in that score2 divides the sum over the 
probabilities that xi corresponds to each yj by the number 
of words in y. The intended effect of this is again to re-
duce any bias in favour of aligning shorter-span constitu-
ents over constituents of longer span.

(2) Score score1
α x|y = P xi|y jΣ

i

x

Π
j

y

(3) Score score2
α x|y =

P xi|y jΣ
j

y

yΠ
i

x

3.3. Aligner Configurations
When configuring the aligner, we must choose either skip1 
or skip2 and we must choose either score1 or score2. 
span1 is optional, and so can be switched either on or off. 
The eight possible configurations are as follows:
 skip1_score1 skip1_score1_span1
 skip1_score2 skip1_score2_span1
 skip2_score1 skip2_score1_span1
 skip2_score2 skip2_score2_span1

4. Evaluation
We perform an intrinsic evaluation by comparing the links 
induced by the alignment algorithm against a manually-
aligned gold standard. We also perform an extrinsic 
evaluation by using these alignments to train a DOT sys-
tem and then measuring translation quality.

We evaluate the performance of our sub-tree alignment 
algorithm on the English-French section of the HomeCen-
tre corpus, which contains 810 parsed, sentence-aligned 
translation pairs.2  This corpus comprises a Xerox printer 
manual, which was translated by professional translators 
and sentence-aligned and annotated at Xerox PARC. As 
one would expect, the translations it contains are of ex-
tremely high quality.

We ran the unlinked tree pairs through the eight configu-
rations of our alignment algorithm given in Section 3.33. 
The manual alignments were provided by a single annota-
tor, who is a native English speaker with proficiency in 
French (Hearne, 2005).

4.1. Intrinsic Evaluation
In this section, we evaluate precision and recall of induced 
alignments over the 810 English-French tree pairs de-
scribed above, using the manually linked version as a gold 
standard.

Given a tree pair T, its automatically-aligned version TA 
and its manually-aligned version TM, precision and recall 
are computed as given in (4) and (5).

(4)
Precision = TA∩TM

TA

(5)
Recall = TM∩TA

TM
In addition to calculating the precision and recall over all 

links, we also calculate scores over non-lexical links only, 
where a non-lexical link aligns constituents which both 
span more than one word. We do so in order to determine 
how successful our algorithm is at inducing alignments 
beyond the word level. Table 1 gives the results of this 
evaluation for the different configurations of the aligner.

Configurations all links non-lexical links
Precision Recall Precision Recall

skip1_score1 0.6096 0.7723 0.8424 0.7394
skip1_score2 0.6192 0.7869 0.8107 0.7756
skip2_score1 0.6162 0.7783 0.8394 0.7486
skip2_score2 0.6215 0.7867 0.8107 0.7756
skip1_score1_span1 0.6229 0.8101 0.8137 0.7998
skip1_score2_span1 0.6220 0.7963 0.8027 0.7871
skip2_score1_span1 0.6256 0.8100 0.8139 0.8002
skip2_score2_span1 0.6245 0.7962 0.8031 0.7871

Table 1: Evaluation of the automatic alignments
against the manual alignments.

Looking firstly to the all links column, it is immediately 
apparent that recall is significantly higher than precision 
for all configurations. In fact, we have noted that all 
aligner variations consistently induce more links than ex-
ist in the manual version, with the average number of 
links per tree pair ranging between 10.3 and 11.0 for the 
automatic alignments versus 8.3 links per tree pair for the 
manual version. Regarding the differences in performance 
between the aligner variants, we observe that all versions 
which include span1 outperform all versions which ex-
clude it. When span1 is excluded score2 performs better 
than score1, but this is reversed once span1 is introduced. 
No clear difference is shown between skip1 and skip2 – 
skip2 performs marginally better than skip1.

Looking now to the non-lexical links column, we ob-
serve that the balance between precision and recall is re-
versed and that precision is now higher than recall in all 
cases. This indicates that those phrase-level alignments we 
induce are reasonably accurate and suggests that, con-
versely, the accuracy of our lexical-level alignments is 
relatively poor. Regarding the differences in performance 
between the aligner variants, we note that both highest 

1 Although our method of scoring is similar to IBM model 1, and Moses runs GIZA++ trained on IBM model 4, we found that using 
the Moses word-alignment probabilities yielded better results than those output directly by GIZA++.
2 The average numbers of English and French words per sentence are 8.83 and 10.05 respectively, and the average numbers of English 
and French nodes per tree are 15.33 and 17.52 respectively.
3 The aligner takes approx. 0.01 seconds per tree pair on an Apple MacBook Pro with a 2.33GHz Intel Core 2 Duo processor and 2GB 
of RAM; time variations over aligner configurations are insignificant.



precision and lowest recall are achieved using 
skip1_score1 and skip2_score1. However, the best balance 
between precision and recall is again achieved when the 
span1 option is used.

Another option for intrinsic evaluation could have been a 
comparison with a state-of-the-art word- or phrase-
alignment system. We decided against such an evaluation, 
because of the inherent differences in the way such sys-
tems induce alignments compared to our algorithm. This 
will be further discussed in section 4.2.2. Often, for such 
alignments there are no corresponding constituents in the 
syntactic trees that could be linked by the aligner pre-
sented here. Although, as mentioned in section 2, we do 
not see this as a drawback, this impedes direct compari-
son. Our experiments show that only 83.6% of the sen-
tence pairs in the HomeCentre corpus have phrase align-
ments that represent constituents in the syntactic trees and 
among those there are only 3.4 such alignments per sen-
tence pair on average. Our algorithm creates links match-
ing on average 70-80% of the phrase alignments that are 
constituents depending on the configuration, but we do not 
regard these results as an indication of the quality of the 
aligner. A comparison to a word-aligner would be even 
less indicative, because the many-to-many word-
alignments such a system produces only rarely represent 
constituents in a phrase-structure tree.

Further evaluation carried out in (Hearne et al., 2007) 
discusses the performance of the aligner with respect to 
capturing translational divergences between the treebank 
languages.

4.2. Extrinsic Evaluation
In this section, we train and test a DOT system using the 
manually aligned data introduced above, and we evaluate 
the output translations to give us baseline scores. We then 
train the system on the automatically aligned data and 
repeat the same tests, such that the only difference across 
runs is the alignments.

4.2.1. The MT System
Data-Oriented Translation (DOT) (e.g. (Poutsma, 2003; 
Hearne & Way, 2006)), which is based on Data-Oriented 
Parsing (DOP) (e.g. (Bod et al., 2003)), combines exam-
ples, linguistic information and a statistical translation 
model. Tree-DOT assumes training data in the form of 

aligned source-target context-free phrase-structure tree 
pairs, such as the one given in Figure 5(a), from which it 
learns a generative model of translation. This model takes 
the form of a synchronous stochastic tree-substitution 
grammar (S-STSG) whereby pairs of linked generalised 
subtrees are extracted from the linked tree pairs contained 
in the training data via root and frontier operations.

• given a copy of tree pair 〈S, T〉 called 〈Sc, Tc〉, select a 
linked node pair 〈SN, TN〉 in 〈Sc, Tc〉 to be root nodes 
and delete all except these nodes, the subtrees they 
dominate and the links between them, and

• select a set of linked node pairs in 〈Sc, Tc〉 to be fron-
tier nodes and delete the subtrees they dominate.

Thus, every fragment 〈fs, ft〉 is extracted such that the 
root nodes of fs and ft are linked, and every non-terminal 
frontier node in fs is linked to exactly one non-terminal 
frontier node in ft and vice versa. Some fragments ex-
tracted from Figure 5(a) are given in Figure 5(b).

During translation, fragments are merged in order to 
form a representation of the source string within which a 
target translation is embedded. The composition operation 
(◦) is a leftmost substitution operation: where a fragment 
has more than one open substitution site, composition 
must take place at the leftmost site on the source subtree 
of the fragment. Furthermore, the synchronous target sub-
stitution must take place at the site linked to the leftmost 
open source substitution site. This ensures (i) that each 
derivation is unique and (ii) that each translation built 
adheres to the translational equivalences encoded in the 
example base. An example composition sequence is given 
in Figure 5(c).

Many different representations and translations can be 
generated for a given input string, and the alternatives are 
ranked using a probability model. In the system used for 
these experiments, fragment probabilities are estimated 
using relative frequencies and derivation probabilities 
computed by multiplying the probabilities of the frag-
ments used to build them. For each input string, the n-best 
derivations are generated and then reduced to the m-best 
translations where the probability of translation t is com-
puted by summing over the probabilities of those deriva-
tions that yield it. Where no derivation spanning the full 
input string can be generated, the n-best sequences of par-
tial derivations are generated instead and the translations 
ranked as above. Unknown words are simply left in their 

(a)

S S

NP VP NP VP

John left John Aux V

est parti

(b)

S S VP VP S S NP NP

NP VP NP VP left Aux V NP VP NP VP John John

John John est parti

(c)

S S

S S NP NP VP VP NP VP NP VP

NP VP NP VP ◦ John John ◦ left Aux V = John left John Aux V

est parti est parti

Figure 5: Data-Oriented Translation: (a) gives an example representation, (b) gives a subset of the possible fragments of (a)

and (c) gives an example composition sequence yielding a bilingual representation.

generally gives better translation scores;

• while the Bleu and NIST metrics show a preference for
the score1 scoring function, Meteor ranks the transla-

tions produced by the score2 function higher;

• no clear preference emerges for selection skip1 versus
skip2.

5 Conclusions

Regarding aligner configurations, all evaluations indicate

that including span1 makes the most difference to align-

ment quality and that there’s little to choose between the

other configuration possibilities.

Despite the clear differences between the automatic and

manual alignments highlighted in the evaluation of align-

ment quality given in Section 4.1, we have shown that the

translation scores for the automatically-induced alignments

are very competitive and coverage scores actually improve

over the manual alignments.

It is perhaps somewhat surprising that the translation

scores do not reflect the indication given by the alignment

evaluation that word-level alignment precision is lower than

phrase-level precision. The explanation for this may lie

in how the MT system works: because DOT displays a

preference for using larger fragments when building trans-

lations wherever possible, the impact of inconsistencies

amongst smaller fragments (i.e. word-level alignments) is

minimised.

Nevertheless, the evaluations we have presented indicate

that our algorithm performs well and provides a viable so-

lution to the challenge of inducing sub-tree alignments.

6 Future Work

Application of our alignment algorithm to parsed sections

of the English–Spanish and English–German EuroParl cor-

pora (Koehn, 2005) is currently underway. We intend to

replicate the evaluations presented here for these datasets in

order to (i) gain a clearer picture of differences in perfor-

mance between aligner configurations and (ii) to demon-

strate the language-independent nature of the alignment

strategy.4

In addition to our current use of word-translation proba-

bility tables, we expect that factoring in phrase-table proba-

bilities when either scoring or selecting hypothesised links

will lead to increased accuracy.

Another avenue for further work centres around the adap-

tation of our existing algorithm to the tasks of tree-to-string

and string-to-tree alignment.
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source form in the target string. Thus, every input string is 
translated but the system output indicates which strings 
achieved full coverage.

4.2.2. Experiments and Results
We again used 9 versions of the HomeCentre dataset, one 
aligned manually and the others using the aligner configu-
rations specified in Section 3.3. We also generated 6 
training/test splits for the dataset at random such that (i) 
all test words also appeared in the training set, (ii)  all 
splits have English as the source language and French as 
the target language and (iii)  each test set contains 80 test 
sentences each training set contains 730 tree pairs. We 
then applied the 6 splits to each of the 9 versions of the 
dataset, trained the MT system on each training set and 
tested on each corresponding test set. We evaluated the 
translation output using three automatic evaluation met-
rics, BLEU (Papineni et al., 2002), NIST (Doddington, 
2002) and METEOR (Banerjee & Lavie, 2005), averaging 
the results over the 6 splits in order to gain a single score 
for each of the 9 variants of the aligned dataset. We also 
measured coverage for each variant.

These scores are presented in Table 2. We note that most 
of the automatically aligned runs outperform the manual 
scores for the BLEU and METEOR metric and that the 
NIST scores for the automatic alignments are very competi-
tive. Furthermore, all the automatically aligned datasets 
achieve higher coverage than the manually aligned run.

Configurations BLEU NIST METEOR Coverage
manual 0.5222 6.8931 71.8531% 68.5417%
skip1_score1 0.5038 6.8673 71.3805% 71.8750%
skip1_score2 0.5296 6.8557 72.7302% 72.5000%
skip2_score1 0.5091 6.9145 71.7764% 71.8750%
skip2_score2 0.5333 6.8855 72.9615% 72.5000%
skip1_score1_span1 0.5258 6.9004 72.5916% 72.5000%
skip1_score2_span1 0.5285 6.8452 73.0014% 72.5000%
skip2_score1_span1 0.5273 6.9384 72.7157% 72.5000%
skip2_score2_span1 0.5290 6.8762 72.8765% 72.5000%

Table 2: Translation scores for
the various aligner configurations.

We can make the following observations:
• the use of the score2 scoring function gives better 

translation scores for the BLEU and METEOR met-
rics;

• switching on the selection span1 alignment feature 
gives better METEOR scores;

• selection skip2 results in better BLEU and NIST 
scores versus skip1.

Unexpectedly, the results of the extrinsic evaluation do 
not strictly follow the trends we found in the intrinsic 
evaluation. Further analysis of the data revealed that direct 
comparison of the manual and automatic alignments is not 
appropriate, especially with regards to the word-
alignments. The manual alignments were produced with 
an aim to maximise precision, whereas we have found that 
our coverage-based alignments lead to higher translations. 

scores. This leads to having many fewer manual word-
alignments than automatic ones, which in turn explains 
the low precision scores in the intrinsic evaluation. From 
this we conclude that the improvement of the automatic 
aligner should not be aimed at better matching the manual 
alignments, but rather at improving the quality of the 
translations produced using the automatic alignments.

5. Conclusions
Regarding aligner configurations, all evaluations indicate 
that including span1 makes the most difference to align-
ment quality and that there’s little to choose between the 
other configuration possibilities. Still, we do not have evi-
dence that any particular configuration of the aligner 
should be preferred and recent experiments have not 
shown any significant differences.

Despite the clear differences between the automatic and 
manual alignments highlighted in the evaluation of align-
ment quality given in Section 4.1, we have shown that the 
translation scores for the automatically induced align-
ments are very competitive and coverage scores actually 
improve over the manual alignments.

It is perhaps somewhat surprising that the translation 
scores do not reflect the indication given by the alignment 
evaluation that word-level alignment precision is lower 
than phrase-level precision. The explanation for this may 
lie in how the MT system works: because DOT displays a 
preference for using larger fragments when building trans-
lations wherever possible, the impact of inconsistencies 
amongst smaller fragments (i.e. word-level alignments)  is 
minimised.

Nevertheless, the evaluations we have presented indicate 
that our algorithm performs well and provides a viable 
solution to the challenge of inducing sub-tree alignments.

6. Future Work
Application of our alignment algorithm to parsed sections 
of the English–Spanish and English–German EuroParl 
corpora (Koehn, 2005)  is currently underway. We intend 
to replicate the evaluations presented here for these data-
sets in order to (i) gain a clearer picture of differences in 
performance between aligner configurations and (ii) to 
demonstrate the language-independent nature of the 
alignment strategy. We are also currently investigating 
other uses of the automatically aligned data. One such use 
is the extraction of the aligned phrases for use in a phrase-
based SMT system.

In addition to our current use of word-translation prob-
ability tables, we expect that factoring in phrase-table 
probabilities when either scoring or selecting hypothe-
sised links will lead to increased accuracy.

Another avenue for further work centres around the ad-
aptation of our existing algorithm to the tasks of tree-to-
string, string-to-tree and string-to-string alignment, where 
phrase-structure will be constructed to accommodate the 
links that are made. We also plan to investigate the option 
of using n-best parses for the sentences and allowing our 
algorithm to select the best parse according to the links 
being induced.
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