
SYSTRAN 

  he following presentation excerpts and paraphrases the 

highlights of the oral presentation given at the PBIS Seminar 

on Machine Translation, Monday, March 8, 1976, a t  Rosslyn, 

Virginia. 

The major claim made for SYSTRAN i s  t h a t  i t  work3 - 
reliably, econonlically, and to t h e  satisfaction of its users. 

It has continued to n a t i s f y  old and now uuuro bocouno i f  

cannot becomo obsolete. It is in no way o black beot. SYSTIIAN 

has a very strong and f l e x i b l e  software framework enabling 

1) immediate glossary expansion; 

2 )  immediate implementation and testing of new or 

additional lexicographic, semantic and syn tac t i c  

rules; and 

3) universality in natura l  language translation. 

The SYSTRAN system is "universal" in that it allows 

incorporation of additional translation capabilities (translation 

between new language pairs )  without requiring modificat Eon of 

the existing software. Moreover, the addition of new translation 

capabilities requires onily the implementation of additional source 

language analysis or target languacre synthesis programs. Every- 

th ing  else - a l l  the parts that make the system work - remains t h e  

same. Thus, f o r  example, since the system was already capable 

of translating from Russian to ~nglish, when the p i l o t  ~hinese 

to ~nglish capability was developed, only the development of a 

s e t  of rules for analyzing Chinese as a source language was 
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necessary. Everything else, from the dictionary lookup and 

update programs to the English s y n t h e s i s  (generation) module, 

remained unchanged. 

The SYSTRAN linguistic maCrb language is a great aid to 

the eff ic ient  development of these source language analysis and 

target language synthesis modules. These macros were developed 

to allow l i n g u i s t s  to program their own r u l e s .  The formulation 

of the macros reflects types of operations (questions or t e s t a ,  

etc.) conceptualized by l i n g u i s t i c  rosearchors a8 opposed to 

straight dpta procaseing-typo progranlnlore. Tho oxintonco o f  

these macros al lows  our linguists Lo nlodify existing programs 

quickly and with minimum effort and, of course, to write and 

cheok out new programs o r  even parsing or synthesis modules 

within ce lat ive ly  short periods of t i m e .  

The SYSTRAN translation system can run on either a 360 or 

a 370 with a minimum of 450K core storage available for appli- 

cation programs and dictionaries. Additional random access 

space ie required for intermediate and sort work files. Input 

Ruseian text is accepted on 9-track tape or rahdom access 

ftom either an ATS print file or MT/ST converted file. An 

alternative i n p u t  file is accepted on punched cards which is 

normally used for system test .  Output E n g l i s h  translation 

can be printed on- l ine ,  via the SYSOUT printer, or offline, 

utilizing magnetic tape. 

The system is programmed in direct  assembler language 

and in SYSTRAN macros. 

The computer processes batches of text at a date of 300,000 

words per CPU (Central Processing Unit) hour during an elapsed 
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time of 3 to 5 hours. Processor time per sentence is 1.2 

seconds: fo r  1,OOd words 18 seconds is average. Since the 

majority of refinements are additions of dictionary items and 

codes, rather than major additions to the programs, t h i s  spacd 

will not lessen. It will incraase, however, as  the next  

generat ion of computers w i l l  f u r t h e r  decrease cycles on t h e  

nanosecond l eve l .  

Whilo SYSTRAN requires no human intervention in pcrCuuming - 
its translation tasks (other than  the i n i t i a l  lnount ing  of a disk 

pack or oystcm tapca) , it ~1101~s n mz-\xjmum cr111ount of Iir ta t-rackion 

with its human components. First of a l l ,  because ita linguists 

are i t s  programmers, they know the  system inside and out. On 

top of t h a t ,  it produces hexadecimal displays with each sentence 

translated a t  t h e  o p t i o n  of the user .  Our l i n g u i s t s  evaluate 

these records of the computer memory t o  i d e n t i f y  t r an s l a t i on  

pt-oblems and t o  identify prec ise ly  what program o r  r o u t i n e  i s  

a t  f a u l t .  Having identified t h e  problem, they then request 

SYSTRAN t o  produce concordance listings of a sufficient rimer 

of sentences c o n t a i n i n g  e s n c t l y  the same problcnrs. A f t e r  t h e  

linguist analyzes  the resultant c o r p u s ,  he designs, programs, 

implements and t e s t s  t h e  necessary modifications. b:odif ica t ions  

to the system do n o t  always require such extensive research. 

Sometimes they are self-evident and require only a change i n  

a single l i n e  of c o d i n g .  The SYSTRAN macro i n s t r u c t i o n s  used 

by the linguist are automatically converted to assembler 

language during processing. 

S i n c e  the Government has s p o n s o r e d  the r e f i n e m e n t  of t h i s  

system, LATSEC, Inc .  feels that any Government agency has the 
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right to have the system i n s t a l l e d  at minimal cost. (Expenses 

incurred when staff  members train the user's staff to run 

the system should be covered.) 

Main*enance costa,  L a . ,  those costs involved in simply 

running the system to achieve raw output, can be direct ly  

calculated by any potential user by j u s t  finding out  the 

per-hour cost  of machine time a t  h i s  i n s t a l l a t i o n .  Any cost  

fo t  improvement after installation depends on the user's 

requirement4 . 
Our averago koypullch or MT/ET i n p u t  rnto iu about 1,500 

words per hour. You can use t h i s  f igure,  along with how xnuch 

your agency pays its keyers, to determine input c o s t s .  O f  course, 

these costs would be v i r t u a l l y  done away with if we could use 

optical character recognition devices. There is no pre-edit ing.  

Post-editing varies according to the user. Costs w i l l  vary 

according to the type of post-editing desired. According to 

fiD representatives, they are increasingly favoring the use 

of either un-edited, - raw output or minimally edited output. 

(A t  a Bidder's Conference last September, Mr. Robert Wallace, 

the FTD SYSTRAN system monitor, said tha t  nearly half of the 

15 million wards of t e x t  translated were distributed without 

post-editing.) NASA r o u t i n e l y  used raw output of translations 

of working papera for the  Apollo-Soyuz project. Yet, even when 

p o s t - e d i t b g  was herformed, NASA found it both cheaper and 

faster €m use machine translation rather than human translation. 

A t  present, the  system t r a n s l a t e s  from Russian to English, 

f r@m English to Russian, from English to French, and it  has 
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lesser abilities in German to E n g l i s h  and Chinese to E n g l i s h .  

Each capability is achieved by source language analysis  and 

target language generation modules which f i t  interchangeably 

in the basic SYSTRAN frame. 

As  a final no te .  SYSTMN works; it has proved i t se l f  

u s e f u l  as an operational system f o r  the past six years. A t  

t h i s  point, w e  are not interested in theoretical models of 

syntax; we - are interested in making SYSTRAN the b e s t  possible 

machine translation system. It incorporates many aspects  of 

modern l i n g u i s t i c  though+.- In doing  so, it hao tralrolormod 

hypotheses about language i n t o  actual  rules  or descriptions 

of the behavior of language. 

- END - 



pres ident  and Chairman of the Board 

La tsec , Inc . 
Ida Jdlla, California 

Dr. Toma s t u d i e d  at the Universities of Budapest, t as el, 
Geceva, and Bonn, ane at the Gracuate I n s t i t u t e  of International 
S t u d i e s  in Ger.cva. Iib holds a Ph.D. in Communications Sciences, 
Slavistics, and Computer Sciences. He first developed machine 
translation algorithxzs in 1956 and joined t h e  Georgetown (GAT) 
project in early 1955. As head of progralxiing, he demonstrated 
that  svst=, - st t h e  Pentagon 6 J u n e  1 9 5 9 .  I t  was t h i s  system 
which was eventually converted for use at Oakridge and Euratom. 
(See The Serna ~ v s c e n ,  Peter Toma, Georgetown press, 1959.) 

As a g u e s t  l ec tu re r ,  Dr. Toma taught about  machine t r ans -  
latioc at the Universities of ~rankfurt, Bonn, and Cologne, 
the Institute of Technology in Dhmstadt, and at the European 
A t o x i c  Energy Comiss ion  (EURATOPI) in 19GO and 1961. 

In crder to achieve,  as early as possible, i r ~ i  operalrional 
system which would prove economical and reliable for the 
G o ~ e r ~ ~ e n t ,  Dr. Tona s p e n t  several years working in a private 
enviromenr.  The results were, first ,  Autotran and then 
Techno t r a n .  

In 1964, while t h e  ALPAC h e a r i n g s  were in progress, Dr. Toma, 
workicc abroa6, had a new systen on the drawing board: a fully 
automazic, univereal  nachine translation system. T h i s  system 
was SYSTRkLV. t'nde contract with the German Science ~ o u n d a t i o n ,  
he inpLemented the s y s t m .  Later, i n  July 1967, ~ i r  Force 
sy;onsorship supported further SYSTRAN dqvelopinent. In 1968, 
LATSEC, I n c .  was forced. LirTSEC, I n c . ' s  s t a f f  expanded 
S Y S T M : ' s  tracslation ca-,abilities to include ~nglish-to- 
Russian,  English-to-Erench, German-to-English, and Chinese-to- 
Erislish. In 1973, the formation of World  rans slat ion Center, 
Inc,. f u r t h e r e d  t h e  development of the ~nglish-tomFrench 
system which has received si~nificant recognition from the 
Canadian ~overnment. It was recently installed for  t h e  
C ~ L  nission of the European Cornunities and will be t h e  f irst  
machine translation system to be used by the Common Parketm 


