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(b) Full History-Based Model
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(C) Context-Aware GRU-Based Model

Feed-Forward

Encoder Neural Network

Head Num = 8

—)[ Next Sentence ]_) Pre-trained \__
)

Multi-Head

Self-Attention
Conversations

~

Concatenation of the Last Two Hidden Layers

Predicted
Emotion

Feed-Forward
Classifier

Concatenated Last Three

Pre-trained Concatenation

Previous Sentences +

Y ¥

Encoder

Current Sentence

Last Output Layer__|

Current Sentence Embedding Feed-Forward

\ 4

Neural Network



