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Abstract
This paper presents our system design for001
SemEval-2024 Task 4: Multilingual Detection002
of Persuasion Techniques in Memes in subtask003
1. We tried to fine-tune models such as BERT,004
GPT2 and RoBERTa on dataset of subtask and005
we got the best results with GPT2. Our submit006
ranked 17th in subtask 1 among 33 teams.007

1 Introduction008

We refer to propaganda whenever information009

is purposefully shaped to foster a predetermined010

agenda. Memes consist of an image superimposed011

with text. The role of the image in a deceptive012

meme is either to reinforce/complement a tech-013

nique in the text or to convey itself one or more014

persuasion techniques. In subtask 1, Given only015

the “textual content” of a meme, we must identify016

which of the 20 persuasion techniques, organized017

in a hierarchy, it uses.018

For this problem, GPT2 was chosen as the base019

model after experiments on GPT2, BERT and020

RoBERTa. After that, the model was fine-tuned021

on the given data set and after doing prediction022

analysis and comparing them with true labels, the023

threshold of sensitivity was changed manually to024

get best results. In addition, we tried to fine-tune025

model on SemEval-2023 Task 3 dataset which is026

similar to the given dataset for this task. However,027

the results didn’t improve.028

Regarding the noticeable change in scores just029

by changing the threshold of predicting labels, we030

realized the importance of prediction analysis and031

the easy tricks comes after actually understanding032

the behavior of model and it’s problems.033

2 Background034

2.1 Dataset Description035

The dataset consists of 7000 samples for training036

and 500 samples for validation. each sample con-037

tains three fields:038

• id: Each sample has an id which is used to 039

identify the related image of that meme. How- 040

ever, images are not used in this subtask. 041

• text: this field is the textual content of the 042

meme, as a single UTF-8 string. While the 043

text is first extracted automatically from the 044

meme, it has been post-processed to remove 045

errors and formated in such a way that each 046

sentence is on a single row and blocks of text 047

in different areas of the image are separated 048

by a blank row. 049

• label: it is a list of valid technique names 050

used in the text. There is 22 techniques in 051

this dataset at all. However, only 20 of them 052

are used for subtask 1. There is hierarchy of 053

persuasion techniques and only leaf nodes are 054

used in the labels. 055

Figure 1: hierarchy of persuasion techniques

• link: the link of the meme in social networks. 056

some samples may have no link and there is 057

"null" keyword for them instead of the link. 058

2.2 Related Works 059

Before this SemEval2024 event task, similar 060

datasets have been collected in previous articles. 061
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Figure 2: An example in the training set

The article "Detecting Propaganda Techniques in062

Memes" (Dimitar Dimitrov et al., 2021) establishes063

a novel multi-label, multimodal task of automati-064

cally detecting propaganda techniques in memes.065

creating a dataset of 950 annotated memes cover-066

ing 22 propaganda techniques, the authors provide067

a crucial resource for training and evaluating future068

detection models. In addition, by creating a dataset069

of 950 annotated memes covering 22 propaganda070

techniques, the authors provide a crucial resource071

for training and evaluating future detection models.072

The article "SemEval-2023 Task 3: Detecting073

the Category, the Framing, and the Persuasion Tech-074

niques in Online News in a Multi-lingual Setup"075

(Jakub Piskorski et al., 2023) provides a publicly076

available dataset of annotated news articles, along077

with code and evaluation metrics. These resources078

serve as a valuable starting point for future research079

and development in multilingual news analysis080

tasks.081

2.3 Task evaluation and ranking082

The labels have a hierarchical taxonomy and the083

task description states that if the ancestor node of084

a technique is predicted, only a partial reward is085

given and this is a hierarchical multilabel classifica-086

tion problem. The metric used for evaluating sub-087

mits is hierarchical f1 score(Svetlana Kiritchenko088

et al., 2006). Hierarchical f1 score is a way of089

adapting the F1 score metric to be used for classi-090

fication tasks with hierarchical structures. These091

structures involve classes having parent-child rela-092

tionships, forming a kind of tree-like organization.093

Regular F1 score is designed for flat classifications094

with no such hierarchy.095

3 System overview096

3.1 Model Architecture097

We first used three models BERT, RoBERTa and098

GPT2 to be fine-tuned on training set. After eval-099

uating model with previously explained metrics, 100

the results on the GPT2 model were better than 101

other models. Therefor, we continued the train- 102

ing process with this model. After fine tuning the 103

model, we finally submitted the results with the 104

GPT2 model. 105

3.2 Fine tuning on extra dataset 106

After training the model on the introduced dataset, 107

we tried to use similar datasets from previous pa- 108

pers and SemEval events. The Semeval-2023 Task 109

3 dataset contained paragraphs from various news 110

and articles tagged with 19 propaganda techniques. 111

After cleaning the data and removing uncommon 112

tags between SemEval2023 task 3 dataset and our 113

task dataset, we had 3445 new samples for training 114

the model. 115

3.3 Adjusting the prediction threshold 116

The model generates continues values as possibility 117

of classes instead of explicitly predicting presence 118

or absence of a persuasion technique in input text. 119

There is a Threshold for discretization of probabil- 120

ity values. If probability is greater than the thresh- 121

old, the output would be 1 otherwise, it would be 122

0. By adjusting this threshold for model, we ware 123

able to improve the results to some extent. 124

The first line of the file must be 125

\documentclass[11pt]{article} 126

To load the style file in the review version: 127

\usepackage[review]{acl} 128

For the final version, omit the review option: 129

\usepackage{acl} 130

To use Times Roman, put the following in the 131

preamble: 132

\usepackage{times} 133

(Alternatives like txfonts or newtx are also accept- 134

able.) 135

Please see the LATEX source of this document for 136

comments on other packages that may be useful. 137

Set the title and author using \title and 138

\author. Within the author list, format multiple 139

authors using \and and \And and \AND; please see 140

the LATEX source for examples.141

By default, the box containing the title and au-142

thor names is set to the minimum of 5 cm. If143

you need more space, include the following in the144

preamble:145
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Command Output
{\"a} ä
{\^e} ê
{\`i} ì
{\.I} İ
{\o} ø
{\'u} ú
{\aa} å

Command Output
{\c c} ç
{\u g} ğ
{\l} ł
{\~n} ñ
{\H o} ő
{\v r} ř
{\ss} ß

Table 1: Example commands for accented characters, to
be used in, e.g., BibTEX entries.

\setlength\titlebox{<dim>}146

where <dim> is replaced with a length. Do not set147

this length smaller than 5 cm.148

4 Document Body149

4.1 Footnotes150

Footnotes are inserted with the \footnote com-151

mand.1152

4.2 Tables and figures153

See Table 1 for an example of a table and its caption.154

Do not override the default caption sizes.155

4.3 Hyperlinks156

Users of older versions of LATEX may encounter the157

following error during compilation:158

\pdfendlink ended up in different159

nesting level than \pdfstartlink.160

This happens when pdfLATEX is used and a citation161

splits across a page boundary. The best way to fix162

this is to upgrade LATEX to 2018-12-01 or later.163

4.4 Citations164

Table 2 shows the syntax supported by the style165

files. We encourage you to use the natbib styles.166

You can use the command \citet (cite in text) to167

get “author (year)” citations, like this citation to a168

paper by ?. You can use the command \citep (cite169

in parentheses) to get “(author, year)” citations (?).170

You can use the command \citealp (alternative 171

cite without parentheses) to get “author, year” ci- 172

tations, which is useful for using citations within 173

parentheses (e.g. ?). 174

A possessive citation can be made with the com- 175

mand \citeposs. This is not a standard natbib 176

command, so it is generally not compatible with 177

other style files. 178

1This is a footnote.

4.5 References 179

The LATEX and BibTEX style files provided roughly 180

follow the American Psychological Association 181

format. If your own bib file is named custom.bib, 182

then placing the following before any appendices in 183

your LATEX file will generate the references section 184

for you: 185

\bibliography{custom} 186

You can obtain the complete ACL Anthol- 187

ogy as a BibTEX file from https://aclweb.org/ 188

anthology/anthology.bib.gz. To include both 189

the Anthology and your own .bib file, use the fol- 190

lowing instead of the above. 191

\bibliography{anthology,custom} 192

Please see Section 5 for information on prepar- 193

ing BibTEX files. 194

4.6 Appendices 195

Use \appendix before any appendix section to 196

switch the section numbering over to letters. See 197

Appendix A for an example. 198

5 BibTEX Files 199

Unicode cannot be used in BibTEX entries, and 200

some ways of typing special characters can disrupt 201

BibTEX’s alphabetization. The recommended way 202

of typing special characters is shown in Table 1. 203

Please ensure that BibTEX records contain DOIs 204

or URLs when possible, and for all the ACL ma- 205

terials that you reference. Use the doi field for 206

DOIs and the url field for URLs. If a BibTEX en- 207

try has a URL or DOI field, the paper title in the 208

references section will appear as a hyperlink to the 209

paper, using the hyperref LATEX package. 210
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Output natbib command ACL only command
(?) \citep
? \citealp
? \citet
(?) \citeyearpar
?’s (?) \citeposs

Table 2: Citation commands supported by the style file. The style is based on the natbib package and supports all
natbib citation commands. It also supports commands defined in previous ACL style files for compatibility.

Sadaoki Furui, ACL 2005 by Hwee Tou Ng and226

Kemal Oflazer, ACL 2002 by Eugene Charniak and227

Dekang Lin, and earlier ACL and EACL formats228

written by several people, including John Chen, 229

Henry S. Thompson and Donald Walker. Addi- 230

tional elements were taken from the formatting 231

instructions of the International Joint Conference 232

on Artificial Intelligence and the Conference on 233

Computer Vision and Pattern Recognition. 234

A Example Appendix 235

This is an appendix. 236
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