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Abstract
We introduce a new corpus, named AIKIA, for Offensive Language Detection (OLD) in Modern Greek (EL). EL is a
less-resourced language regarding OLD. AIKIA offers free access to annotated data leveraged from EL Twitter and
fiction texts using the lexicon of offensive terms, ERIS, that originates from HurtLex. AIKIA has been annotated for
offensive values with the Best Worst Scaling (BWS) method, which is designed to avoid problems of categorical
and scalar annotation methods. BWS assigns continuous offensive scores in the form of floating point numbers
instead of binary arithmetical or categorical values. AIKIA’s performance in OLD was tested by fine-tuning a
variety of pre-trained language models in a binary classification task. Experimentation with a number of thresholds
showed that the best mapping of the continuous values to binary labels should occur at the range [0.5-0.6] of BWS
values and that the pre-trained models on EL data achieved the highest Macro-F1 scores. Greek-Media-BERT
outperformed all models with a threshold of 0.6 by obtaining a Macro-F1 score of 0.92.
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1. Introduction
The purpose of offensive language is to insult,
offend, or attack the person receiving it. Of-
fensive language is often linked to social issues
like racism, misogyny, and homophobia, as well
as personal relationships and attitudes. Hate
speech specifically targets minorities and pro-
tected groups and is often regulated by laws and
policies. In this text, we use the term offensive
language (OL) to refer to both offensive and hate
speech as the two are often used interchangeably,
and it’s difficult to draw a clear line between them
(Davidson et al., 2017; Waseem et al., 2017; Po-
letto et al., 2021; Vidgen et al., 2019a). Offensive
language detection (OLD) relies on annotated cor-
pora and large lexicons of offensive terms. The
accuracy of OLD depends on the methods used
to assign offensive values to the content in these
resources (Waseem, 2016).
We introduce AIKIA1 a corpus for OLD in modern
Greek. We obtained AIKIA from fiction texts and
Twitter, using ERIS, a lexicon of offensive terms
in Greek. ERIS was developed using HurtLex

1αικία, insulting treatment, outrage. Liddell, Scott,
Jones Ancient Greek Lexicon (LSJ)

(Bassignana et al., 2018) as a kernel. We as-
signed offensive values to text passages in AIKIA
using the Best Worst Scaling (BWS) method (Kir-
itchenko and Mohammad, 2017) and the Litescale
tool (Basile and Cagnazzo, 2021).
In Section 2, we provide a brief overview of the
current state-of-the-art in developing corpora for
OLD. In Section 3, we discuss available resources
for OLD in EL. We also explore issues related to
annotation methods in Section 4. Section 5 cov-
ers the development of AIKIA and the use of ERIS
to leverage the corpus. We provide some quan-
titative data about AIKIA and ERIS in Section 6.
Finally, in Section 7, we evaluate AIKIA using var-
ious pre-trained language models for OLD in EL.

2. Annotated corpora for OLD
Various resources for identifying offensive lan-
guage online in different languages have been col-
lected from social media using two main meth-
ods: keyword-based retrieval and account identi-
fication for those with offensive content. While an-
notation schemes of varying complexity have been
implemented, the general distinction between of-
fensive and non-offensive speech is maintained
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(Poletto et al., 2021). Trained annotators ensure
annotation consistency, and disagreement reso-
lution methods are applied to address any dis-
crepancies. However, some recent resources in-
clude contrasting annotations, considering inter-
annotator disagreement as an additional source of
information (Aroyo and Welty, 2015; Basile, 2020;
Leonardelli et al., 2021).
Examples of these resources include Poletto et al.
(2017), which focused on Italian hate speech
targeting immigrants, Muslims, and Roma. Al-
though keyword-based retrieval returned many
off-topic tweets, they believed that the method
helps retrieve explicit forms of OL. They used
a complex annotation scheme detailing the ba-
sic hate speech/non-hate speech distinction and
four trained annotators with a fifth resolving any
disagreements. Low inter-annotator agreement
scores were observed, likely due to the complexity
of the annotation scheme.
Another example is the Portuguese dataset, con-
sisting of 5,668 tweets, introduced by Fortuna
et al. (2019), where non-experts initially annotated
tweets with binary labels (hate vs. no-hate), fol-
lowed by experienced annotators using a fine-
grained hierarchical multiple-label approach with
81 hate speech categories.
Jokic et al. (2021) developed a lexicon and a cor-
pus of offensive and non-offensive Serbian tweets,
using a combination of methods to retrieve them,
including selecting tweet accounts known for their
offensive content. Offensive tweets were classi-
fied into subcategories. Trained annotators were
provided with annotation guidelines in the form of
decision trees, and disagreements were resolved
by a third supervising annotator.
Lastly, Ruitenbeek et al. (2022) adopted a two-
layer annotation scheme for a Dutch OL corpus,
focusing on the explicitness of the message and
target. Explicit messages contain unambiguously
offensive markers (e.g., profanities), while implicit
messages lack them. Non-offensive messages
are also included in the corpus (Waseem et al.,
2017). Pair-wise inter-annotator agreement was
computed for four expert annotators, and dis-
agreements were resolved through majority voting
after collective discussions. The corpus also in-
cludes contrasting annotations, which can provide
informative insights into OLD.

3. Resources for OLD in EL
In this section, we will discuss published lexica and
corpora for offensive language detection (OLD) in
theGreek language (EL).Wewill focus on the size,
coverage of text genres, and annotation methods
used for their development.
ERIS is a lexicon that contains 1,148 terms. It
is an enhanced version of HURTLEX(EL)-1 (Sta-

mou et al., 2022), as explained in Section 5.1.
Currently, no other significant OL lexica has been
proposed for EL. However, some interesting dis-
cussions on lexicographic approaches to offen-
sive EL have been published, such as the study
of Greek lexicographic tradition regarding OLD by
Efthymiou et al. (2014), as well as the study of the
role of evaluative morphology and gender in EL
slang language by Christopoulou et al. (2022).
Pavlopoulos et al. (2017) developed a dataset of
1.6 million user comments from a Greek news
portal for moderation purposes. The comments
were marked as accepted or rejected instead of
offensive/non-offensive. However, the authors re-
ported low inter-annotator agreement scores.
The Offensive Greek Tweet Dataset (OGTD) (Pite-
nis et al., 2020) categorized tweets as either of-
fensive, not offensive, or spam. It was compiled
using a list of profane or obscene keywords that
have not been published. Another corpus, pub-
lished by Perifanos and Goutsos (2021), contains
4,004 racist/xenophobic tweets from 1,263 Twitter
users, including media and public figures. Among
these tweets, one-third are toxic. Expert annota-
tors and a majority vote were used to label this
corpus. A list of 1,265 words, which has not been
published, was used for research on terrorist ar-
guments (Lekea and Karampelas, 2018).
Charitidis et al. (2020) published a corpus with
a focus on hate speech directed at journalists.
This corpus contains an EL subcorpus of 60,340
non-offensive and 1,141 offensive tweets. To cre-
ate this subcorpus, they retrieved 8,000 potentially
offensive tweets from a collection of unlabelled
tweets belonging to accounts with material on jour-
nalism. These tweets were labelled as offensive or
non-offensive with yes/no labels by one expert na-
tive speaker and supervised by another expert. It
is unclear whether the second expert was fluent in
EL. This annotated corpus was used as a seed for
an active learning annotation procedure.
Pontiki et al. (2020) created a framework for ana-
lyzing verbal aggression and applied it to Greek
tweets to investigate xenophobic attitudes ex-
pressed through verbal attacks. They utilized a
list of keywords to retrieve 6,163,355 tweets for
the development of a typology of aggressive mes-
sages. The study aimed at a sociological analysis
of verbal aggression over time rather than devel-
oping annotation schemes or resources for Offen-
sive Language Detection (OLD).
Tzortzatou et al. (2023) proposed linguistic criteria
for manual detection of racist speech and provided
a corpus of anti-racist texts in Greek language.
However, the corpus is not annotated for OLD pur-
poses.
In summary, existing Greek language corpora for
OLD are primarily based on Twitter and focus on
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offensive speech, particularly xenophobic speech.
However, most of these corpora were retrieved us-
ing unpublished vocabularies, and the annotation
procedures were not fully explained. Additionally,
subjectivity issues were not considered in some
cases, as in the corpus published by (Charitidis
et al., 2020).

4. Αnnotation methods: Issues
According to Basile and Cagnazzo (2021), there
are three main types of approaches to annota-
tion: categorical, scalar, and ranking. Categor-
ical annotation involves assigning labels from a
predetermined set of options to each instance,
while scalar annotation involves assigning numer-
ical values on a predetermined scale. Ranking an-
notation involves ordering multiple instances and
making judgments based on groups of instances
rather than individual ones. When it comes to an-
notating offensive language, there is often consid-
erable disagreement among annotators. This is
largely due to the varying definitions of offensive,
which can be shaped by cultural and social back-
grounds.
In addition to these factors, Basile et al. (2021)
identify other contributors to disagreements in an-
notation, such as ambiguous guidelines, anno-
tators’ attention levels, and environmental condi-
tions. To ensure consistency in representation,
inter-annotator agreement is applied in categorical
and scalar approaches. However, this can lead to
a limited perspective on what constitutes offensive
language. To address this, recent work has ad-
vocated for incorporating a variety of perspectives
in the same resource (Basile et al., 2021; Rottger
et al., 2022). Annotators using scalar approaches
may also face difficulties in choosing among fixed
values or may tend to favor a certain part of the
scale, such as the middle (Kiritchenko and Mo-
hammad, 2017).
The AIKIA system uses the Best-Worst Scaling
(BWS) method for ranking annotations. With
BWS, annotators choose the two instances out of
an n-tuple that demonstrate a specific property,
such as offensiveness, to the greatest and least
extent. BWS was created as an alternative to
scalar annotation by Louviere et al. (2015). BWS
produces scores on a graded scale, eliminating
the need for measures like inter-annotator agree-
ment. BWS is particularly useful in natural lan-
guage annotation, improving data quality for sub-
jective tasks like sentiment and emotion analysis
(Hollis, 2017). BWS requires more than three an-
notators to annotate all n-tuples with n≥4, such as
those used in hate speech annotation on social
media texts (Kiritchenko and Mohammad, 2016,
2017; Poletto et al., 2019). BWS yields results that
align better with the annotators’ views and require

a similar workload as scalar annotation for the
same number of instances. The Split-Half Relia-
bility method (SHR) (Kiritchenko and Mohammad,
2017) is used to measure inter-annotator consis-
tency with BWS.

5. Developing AIKIA
The AIKIA corpus was created using ERIS, a lex-
ical resource for offensive language detection in
English, which was developed prior to AIKIA.

5.1. Developing ERIS
In Section 3, we discovered that there are not
many systematically developed resources for of-
fensive and hateful language detection (OLD). To
address this issue, we first chose to create a lex-
ical resource instead of a corpus. This decision
was based on several factors, including the suc-
cessful use of offensive term lexicons in improv-
ing OLD classifiers (Chen et al., 2012; Njagi et al.,
2015; Koufakou et al., 2020), especially when
there is a shortage of annotated corpora (Sazzed,
2021) and the fact that phenomena of offensive
and hateful speech are related but not completely
overlapping (Poletto et al., 2021). Additionally, lex-
icons can be used to leverage corpora (Plaza-del
Arco et al., 2022) and are more effective in cases
of a shortage of annotated corpora.
HurtLex(EL)-1 (Stamou et al., 2022) was the
openly available resource we chose to enrich. It
relied on the EL branch of HurtLex (HurtLex(EL);
Bassignana et al. 2018). We created an enriched
version called ERIS by adding the derivational
and inflectional paradigms of its lemmas. The
paradigms were extracted from two resources:
The The Greek Open Source Morphological Dic-
tionary (Google Summer Of Code, 2019) and the
LEXIS- Computational Lexicon of Modern Greek.
Version 1.0.0 (Institute for Language and Speech
Processing - Athena Research Center, 2021). We
filled in incomplete derivational and inflectional
paradigms manually and removed duplicates, ab-
breviations, and nonsensical words. This re-
sulted in 763 new lemmas with their inflectional
paradigms.
To evaluate ERIS, we used a 4-tuple BWSmethod
with eight annotators evaluating all the tuples. Αll
the annotators were Greek native speakers of ter-
tiary education. Their ages ranged from 23 to 65
years, they lived in various cities across Greece
and spoke different dialects of Greek. They col-
laborated online.
The 1,148 lemmas were treated as one set. Ex-
cellent scores were obtained for inter-annotator
consistency checks on a limited subset of entries
(120 entries) with Split-Half-Reliability, and no ad-
ditional annotation instructions were necessary.
Finally, we assumed that inflectional paradigms
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shared the offensive value of their lemmas.

5.2. From ERIS to AIKIA
AIKIA contains material from two types of text:
Twitter and fiction. The Twitter section covers the
years 2007-2023, while the fiction section includes
a list of Modern Greek novels found in Table 1.
These novels were written after the war and use
colloquial language, which became the language
of literature during this time. We used the NLTK
library to split the fiction texts into sets containing
a small number of periods and called these sets
units. We kept these units in the corpus to pro-
vide a wider context for annotation (Pavlopoulos
et al., 2020) and detection (Saleem et al., 2022)
purposes.
For each lexical type in the inflectional paradigm
of the lemmas in ERIS, we extracted up to 5,000
tweets and all the units containing at least one type
from the fiction texts. We removed duplicate ma-
terial from the extracted data, but it is possible that
some duplicates remained in the Twitter section
(such as sentences with different links at the end).
In total, we collected 11,023,028 tweets and 3,787
units from fiction. However, since it was imprac-
tical to annotate all of this data, we selected an
equal number of tweets and units from each cate-
gory. As there were only 3,787 units from fiction,
we chose an additional 4,213 tweets with strati-
fied sampling. AIKIA now contains a total of 8,000
units and tweets, chosen with a stratified random
selection algorithm to ensure the representation of
most ERIS types in the corpus.
It was observed that each unit or tweet may con-
tain more than one offensive lemma, even ones
that were not listed in ERIS. There is a tendency
to use multiple offensive words in the same tweet
or unit, which has contributed to the observed dif-
ference between the offensive values of lemmas
in ERIS and the units/tweets retrieved with them
(Section 6.2).
To evaluate the 8,000 units/tweets with the
Litescale tool, the BWS method was applied. Fic-
tion units were mixed with tweets, and the ma-
terial was divided into 10 sets consisting of 800
units each. Each set underwent BWS evalua-
tion separately, and all annotators annotated all
the sets. For this process, 4-tuples were used,
and each unit occurred in four different 4-tuples
(see Figure 1). Unlike the annotation of ERIS,
the 17 thematic categories or other criteria were
not taken into account. Inter-annotator consis-
tency was measured with the Split-Half Relia-
bility method (SHR) on a limited subset of text
units (100 units and tweets) before conducting
the BWS exercise, and it yielded excellent re-
sults. The annotators agreed that syntactically un-
acceptable or incomplete constructs whose mean-

Figure 1: Example from the Litescale tool.

ing could not be recovered were marked as the
least offensive. Only six constructs of this type
were discovered. Eventually, AIKIA contains
7,994 units/tweets, consisting of 3,785 fiction and
4,209 Twitter. The AIKIA corpus is available
online on OSF: https://osf.io/vae2u/?view_
only=d21e6fdc5ffc4ac794d4b2c5972d2742.

Subcorpora Tokens RetrievedUnits
(Maratos, 2007) 84,172 606
(Markaris, 1995) 105,575 843
(Markaris, 2016) 84,172 656
(Papadaki, 2001) 82,084 782
(Tahtsis, 1970) 104,215 900
Total 3,787

Table 1: Details about the fiction texts.

6. Statistics
In this section, we will address two main topics.
Firstly, we will explore whether ERIS terms ap-
pear in the corpora, considering that the lexicon
is adapted from HurtLex(EL), and whether they
can provide any benefit for OLD. Secondly, we will
compare the offensive values assigned to ERIS
lemmas with those assigned to the units/tweets in
AIKIA.

6.1. ERIS lemmas in fiction and Twitter
corpora

We conducted a study to determine if ERIS lem-
mas appear in EL corpora. We counted the num-
ber of units/tweets retrieved with each lemma,
assigning units/tweets with multiple types to the
lemma whose type was used to retrieve them. For
instance, a tweet containing four offensive adjec-
tives was assigned to the lemma ”ηλίθιος” (mean-
ing ”silly”) because the type used to retrieve it was
”ηλίθιοι” (the nominative, plural, masculine form
of the adjective). We found all 1,148 ERIS lem-
mas on Twitter, and 445 (about 40%) in the fiction
corpus. Of these 445 lemmas, 126 were hapax
legomena. This is a good result considering that
the fiction corpus is much smaller than the Twitter
one and indicates that ERIS lemmas can be found

https://osf.io/vae2u/?view_only=d21e6fdc5ffc4ac794d4b2c5972d2742
https://osf.io/vae2u/?view_only=d21e6fdc5ffc4ac794d4b2c5972d2742
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in reasonable proportions in corpora other than
Twitter. Regarding Twitter, only two ERIS lemmas
were hapax legomena, 19 had 10 or fewer occur-
rences, 73 had 100 or fewer occurrences, and 200
had 1,000 or fewer occurrences.

Figure 2: Distribution of ERIS lemmas in the fiction
corpus.

Figure 3: Distribution of ERIS lemmas in the Twit-
ter corpus.

Figures 2 and 3 show the Zipfian distribution of
ERIS lemmas in the fiction and Twitter corpora re-
spectively.

6.2. Offense values distribution in AIKIA
and ERIS

The BWS scores in AIKIA and ERIS have been
evaluated and offense values have been identi-
fied. Figure 4 displays the distribution of BWS
score ranges in AIKIA as percentages, while Fig-
ure 5 and Figure 6 show the distribution of BWS
values in AIKIA and ERIS, respectively. The an-
notators evaluated longer texts in AIKIA and words
out of context in ERIS and probably this is the rea-
son why the two distributions are different.
The harmonic means of the BWS scores were cal-
culated for each set of units/tweets that were re-
trieved with the same ERIS lemma, as explained

in Section 5.2. The harmonic mean was cho-
sen because it is less influenced by extreme val-
ues and provides a better representation of the
data’s tendency. The Pearson correlation be-
tween these harmonic means and the BWS scores
of the corresponding ERIS lemmas was found to
be 0.562295446. Therefore, the context-free esti-
mations of the offensive value of lemmas are not
strongly correlated with the context-sensitive esti-
mations of the offensive value of texts that contain
those lemmas. In Section 5.2, we pointed out that
each unit/tweet often contains more than one of-
fensive word and we assumed that this fact may
(partially) explain the observed weak correlation.
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Figure 4: BWS score ranges in AIKIA (percent-
ages).

7. Corpus evaluation
7.1. Models
To evaluate its performance and contribution
to offensive language detection in Modern
Greek, the AIKIA corpus was fine-tuned for a
binary text classification task using a variety of
pre-trained language models, namely BERT-
Multilingual-Base-Uncased (Devlin et al., 2018),
XLM-RoBERTa-Base (Conneau et al., 2019),
Greek-BERT-Base-Uncased-V1 (Koutsikakis
et al., 2020), DeBERTa-Multilingual-V3-Base

Figure 5: Distribution of BWS values in AIKIA.
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Figure 6: Distribution of BWS values in ERIS.

Figure 7: Class distribution of train, development
and test sets based on all thresholds.

(He et al., 2021) and Greek-Media-BERT-Base-
Uncased (Zaikis et al., 2023). The models
were trained on multiple languages (BERT-
Multilingual-Base-Uncased, XLM-RoBERTa-
Base, DeBERTa-Multilingual-V3-Base) or only
on Greek by leveraging data ranging from the
Greek Wikipedia, OSCAR and EUROPARL to the
Greek media (Greek-BERT-Base-Uncased-V1,
Greek-Media-BERT-Base-Uncased).

7.2. Data preparation & threshold
experimentation

To begin with, the dataset underwent data cleans-
ing but no duplicate texts were found. Follow-
ing that, various pre-processing steps were carried
out on the texts, which included removing user-
names, URLs, and extra whitespaces, normaliz-
ing and lowering the text, and separating digits and
punctuation fromwords while retaining their mean-
ing in the context. The AIKIA dataset was first split
into 80% train and 20% test sets. Then, the test set
was further split into 90% test and 10% develop-
ment sets, respectively. Stratified sampling was
utilized to ensure that both classes were equally

represented in all sets.
The texts were padded to the fixed maximum se-
quence length of the models. The train, develop-
ment and test dataloaders were created in Pytorch
as tensors including the input IDs, attention masks
and respective integer labels (0, 1). Early stop-
ping patience was used to prevent over-fitting and
gradient accumulation was employed to virtually
increase batch size and accelerate training. The
AdamW optimizer and consistent hyperparame-
ters were utilized across all models to ensure easy
comparison of models. Experiments were con-
ducted using the learning rates 2e-5, 3e-5 and 5e-
5 and the best results were obtained with the learn-
ing rate 2e-5. The hyperparameters are shown in
Table 2. The models’ performance was evaluated
and compared based on theMacro-F1 score of the
test set predictions.
It should be recalled that the AIKIA texts were as-
signed continuous offence scores in the form of
floating point numbers instead of binary integers
or binary categorical values. Given this, experi-
ments were conducted in search of the appropriate
threshold over which continuous values should be
mapped to OFFENSIVE (1) and below which con-
tinuous values should be mapped to NOT offen-
sive (0) values. More particularly, the aforemen-
tioned models were fine-tuned using the thresh-
old [0.2-0.8] with step 0.05; as a result, the train-
ing and evaluation procedure for each model was
carried out thirteen times (0.2, 0.25, 0.3, 0.35, 0.4,
0.45, 0.5, 0.55, 0.6, 0.65, 0.7, 0.75, 0.8). Based
on the information presented in Figure 7, it is clear
that the class distribution of the train, development
and test sets can vary depending on the thresh-
old used. This can have an impact on the perfor-
mance of a machine-learningmodel trained on this
data. Specifically, a model trained with a higher
threshold will be more strict in its classification,
leading to an increased number of false negatives
(offensive instances incorrectly classified as non-
offensive). Conversely, a model trained with a
lower threshold will be more sensitive, resulting
in more false positives (non-offensive instances
incorrectly classified as offensive). Our experi-
ments, conducted using the Trainer class from
Hugging Face and Quadro RTX 8000 48GB GPU,
determined the most suitable threshold for this text
classification task. The code is available on the
provided GitHub link.2

7.3. Test set results
The model’s efficiency was evaluated by using
the Macro-F1 score of the AIKIA test set pre-
dictions and each class’s Macro-F1 score. Fig-

2https://anonymous.4open.science/r/
Offensive_Language_Detection_Modern_
Greek-30EF/README.md

https://anonymous.4open.science/r/Offensive_Language_Detection_Modern_Greek-30EF/README.md
https://anonymous.4open.science/r/Offensive_Language_Detection_Modern_Greek-30EF/README.md
https://anonymous.4open.science/r/Offensive_Language_Detection_Modern_Greek-30EF/README.md
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Model Hyperparameters
Number of Classes 2
Number of Epochs 5
Sequence Length 512
Train Batch Size 16
Development Batch Size 16
Learning Rate 2e-5
Weight Decay 0.01
Warm-up Steps 0
AdamW Epsilon 1e-8
Gradient Accumulation 1
Early Stopping Patience 4
Random Seed 42

Table 2: Hyperparameters of Models.

Figure 8: Macro-F1 score test set results of mod-
els based on all thresholds.

ure 8 indicates that all models, apart from XLM-
RoBERTa, produced the highest Macro-F1 score
when trained with thresholds of 0.5 and 0.6. Ad-
ditionally, only Greek-BERT and Greek-Media-
BERT achieved high scores with an even higher
threshold of 0.7.
According to Figure 8, the analysis of the two best
thresholds revealed that both Greek-BERT and
Greek-Media-BERT achieved the highest Macro-
F1 score at threshold 0.5. However, Greek-Media-
BERT outperformed all models at a threshold of
0.6. The study also demonstrated that Greek-
BERT and Greek-Media-BERT successfully clas-
sified 90.2% and 90.1% of the 696 offensive
texts, respectively, and 89.9% and 89.8% of the
745 non-offensive texts, respectively. Further-
more, Greek-Media-BERT obtained the highest
scores for both classes at threshold 0.6, accu-
rately classifying 89.9% and 94% of the 494 and
947 offensive and non-offensive texts, respec-

Macro-F1 Score Test Set Results
0.5 Threshold

Model Macro-F1 Off
(696)

Not
(745)

BERT-Multilingual 87.9 88.0 87.7
XLM-Roberta 73.8 71.6 75.9
Greek-BERT 90.0 90.2 89.9
DeBERTa-Multilingual 88.6 88.9 88.2
Greek-Media-BERT 90.0 90.1 89.8

0.6 Threshold

Model Macro-F1 Off
(494)

Not
(947)

BERT-Multilingual 86.8 83.3 90.2
XLM-Roberta 75.5 67.2 83.7
Greek-BERT 90.4 88.0 92.7
DeBERTa-Multilingual 87.2 84.0 90.3
Greek-Media-BERT 92.0 89.9 94.0

Table 3: Macro-F1 score test set results of mod-
els, general and for each class, based on best
thresholds in % and the class distribution of test
sets in parentheses.

tively. However, XLM-RoBERTa obtained the low-
est Macro-F1 score for both classes and for each
class separately across all thresholds. In conclu-
sion, both Greek-BERT and Greek-Media-BERT
demonstrated high efficacy in classifying offensive
and non-offensive texts.

8. Conclusion & future work
We have introduced the new corpus AIKIA, which
contains offensive language in Modern Greek from
Twitter and fiction texts. The corpus was cre-
ated by using ERIS, a lexicon of offensive words
that originates fromHurtLex, which was developed
for offensive language detection purposes. We
used ranking annotation with the BWSmethod and
the tool Litescale to assign continuous offensive
scores to both ERIS and AIKIA. AIKIA and ERIS
are publicly available so that they can facilitate the
development of more resources and contribute to
offensive language detection in Modern Greek.
A series of experiments on AIKIA regarding text
classification tasks with binary offensive values
showed that the optimal thresholds for mapping
the continuous scores to binary categorical and/or
arithmetical values occur in the range [0.5-0.6].
Our experiments showed that models pre-trained
on Greek data, such as Greek-BERT and Greek-
Media-BERT, and fine-tuned on AIKIA, achieved
the highest performance in detecting offensive and
non-offensive texts. In particular, Greek-Media-
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BERT outperformed all models with a Macro-F1
score of 0.92 at a threshold of 0.6.
In the immediate future, we will enrich the AIKIA
corpus with extracts from other registers, such as
blogs on politics. We will also explore text clas-
sification employing morphosyntactic information
and continuous offense scores rather than binary
ones. These efforts will be coupled with further
editing of the corpus when it is considered neces-
sary, for instance in the case of remaining quasi-
duplicates. Since a Greek LLM is about to be re-
leased, we will also experiment with the possibil-
ity of enhancing it with knowledge about offensive
Greek language. Our experimentation efforts with
the upcoming LLM are motivated by the fact that
AIKIA draws on both tweets and fiction and often
embeds the offensive text into considerable con-
text in the form of ”units”.
In summary, by drawing on AIKIA we will explore
several ways of supporting (offensive) text cat-
egorisation with various state-of-the-art models.
Furthermore, we plan to investigate the application
of the overall methodology to other text categori-
sation problems, such as the detection of mental
problems and to real-world scenarios.

Limitations
BWS is a useful tool for determining the offensive-
ness of units/tweets by comparing them to one an-
other, rather than assessing their offense value in
isolation. Multiple annotators are involved in the
comparison process, and each unit/tweet is com-
pared to several others. Due to technical limita-
tions, we had to split the 8,000 units/tweets into
10 sets, with each set of 800 going through BWS
annotation separately. This means that elements
within each set were not compared to those in the
other sets. While our corpus development pro-
cedure is fully reproducible, we cannot guarantee
that the results will be identical, as stratified sam-
pling may not retrieve the same tweets and BWS
values may differ slightly. However, we have ev-
idence from ERIS that scores obtained with BWS
on the same set by the same group of annotators
are reproducible. Our group independently anno-
tated another set of offensive lemmas that shared
173 lemmas with ERIS, and the Pearson corre-
lation of the two series of BWS scores for these
shared lemmas is 0.7229.
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