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Abstract

The way we talk carries information about who
we are. Demographics, personality, clinical
conditions, political preferences influence what
we speak about and how, suggesting that many
individual attributes could be inferred from ad-
equate encodings of linguistic behavior. Con-
versely, conditioning text representations on
author attributes has been shown to improve
model performance in many NLP tasks. Pre-
vious research on individual differences and
language representations has mainly focused
on predicting selected attributes from text, or
on conditioning text representations on such
attributes for author-based contextualization.
Here, we present a self-supervised approach
to learning language-based user encodings us-
ing transformers. Using a large corpus of Red-
dit submissions, we fine-tune DistilBERT on
user-based triplet loss. We show that fine-tuned
models can pick up on complex linguistic sig-
natures of users, and that they are able to infer
rich information about their profiles. Through
a series of intrinsic analyses and probing tasks,
we provide evidence that fine-tuning enhances
models’ ability to abstract generalizable user
information, which yields performance advan-
tages for user-based downstream tasks. We dis-
cuss applications in language-based assessment
and contextualized and personalized NLP.

1 Introduction

Language is not simply a means to communicate
about events or inner states. What we talk about,
with whom, and in what way says something about
who we are – our demographics, our personality,
our social and political identity. People with dif-
ferent political views are likely to describe politi-
cal events in radically different ways; a teenager
is more likely to engage in a conversation about
video games than in one about retirement savings;
social events are more likely to be a frequent topic
of conversation for extroverted individuals than for

introverts. Conversely, while language carries in-
formation about who has produced it, knowing who
has produced a given utterance can help decode its
meaning. An abstract word like “freedom” can
mean very different things if uttered by a convict
versus a Republican US senator, and ironic state-
ments generally require some background knowl-
edge on the speaker to be understood as such.

The relationship between language and individ-
ual differences has been investigated in multiple
fields. Previous research has uncovered system-
atic associations between patterns of language use
and demographics (Bamman et al., 2012; Liesen-
feld et al., 2021), personality traits (Christian et al.,
2021; Ireland and Mehl, 2014; Park et al., 2015;
Schwartz et al., 2013; Yarkoni, 2010), mood dis-
orders (Eichstaedt et al., 2018; Tackman et al.,
2019; Schwartz et al., 2014), conditions such
as schizophrenia (Elvevåg et al., 2011; de Boer
et al., 2020; Li et al., 2021; Mitchell et al., 2015;
Parola et al., 2022) or ASD (Boorse et al., 2019;
Rouhizadeh et al., 2014; Song et al., 2021), and
political affiliation (Tatman et al., 2017). Con-
versely, conditioning text representations on author
attributes (e.g., gender or personality) has been
shown to enhance performance in several NLP
tasks, ranging from sentiment analysis to stance
detection (Bamman and Smith, 2015; Flek, 2020;
Hovy, 2018, 2015; Lynn et al., 2019). Condition-
ing on author attributes and states can also improve
performance in language modeling and generation
(Harrison et al., 2019; Oba et al., 2019; Oraby et al.,
2018; Soni et al., 2022; Welch et al., 2020).

However, most research in these domains has
focused on developing predictive methods to infer
individual attributes from text, or on investigating
how conditioning text representations on such at-
tributes can improve performance in downstream
NLP tasks. Little work (Wu et al., 2020) has been
devoted to exploring self-supervised approaches to
language-based author encoding, where compre-
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hensive representations of authors’ profiles - with
applications in both author attribute prediction and
contextualization - are inferred from unlabelled
text. Self-supervised approaches to author encod-
ing would yield two significant advantages over
supervised methods. First, these do not rely on
the availability of labelled data. Secondly, mod-
els trained through self-supervised methods may
learn to describe users along dimensions of individ-
ual variation which are not captured by standard
descriptors such as demographics and personality.

In this paper, we present a self-supervised ap-
proach to fine-tuning transformers as language-
based user1 encoders. Building on insights from
transfer learning (Ruder et al., 2019) and con-
trastive representation learning (Gao et al., 2021;
Rethmeier and Augenstein, 2021; Xie et al., 2022),
we fine-tune a pretrained DistilBERT architecture
(Sanh et al., 2020) on a variant of triplet loss
(Schroff et al., 2015) using Reddit submissions
from more than 1.7m users. Our training objec-
tive incentivizes the model to maximize similarity
between aggregate representations of posts pro-
duced by the same author, and to minimize sim-
ilarity between representations of posts produced
by different authors. This objective tunes mod-
els to detecting linguistic signatures of individu-
als. If, as suggested by previous studies, linguistic
styles carry information about individual traits, this
will result in models implicitly learning to extract
rich information about user characteristics. Models
trained through this contrastive approach could be
deployed for text-based prediction of individuals
attributes and related behaviors - with potentially
impactful applications in language-based clinical
and psychological assessment (see Chekroud et al.
2021; Zhang et al. 2022) - or for author-based con-
ditioning in the context of contextualized text clas-
sification, language modeling and language genera-
tion (Flek, 2020; Hovy, 2018; Kanwal et al., 2021;
Leung et al., 2020; Ma et al., 2011; Oba et al.,
2019).

In this paper, we describe the training method-
ology and analyze the behavior of trained models
through a battery of intrinsic analyses and probing
tasks. These analyses are designed to shed light
on: a) which linguistic signatures models rely on
in the contrastive task; b) which author attributes
are encoded in their representations, and how they
vary as a function of training parameters (number

1We use user and author interchangeably.

of input posts); c) whether learned user representa-
tions yield performance advantages in downstream
tasks relative to standard pretrained models.

To encourage experimentation and evaluation
on additional tasks and datasets, we make our
models available on the Hugging Face model
hub: see https://huggingface.co/rbroc/
contrastive-user-encoder-multipost (multi-
anchor) and https://huggingface.co/rbroc/
contrastive-user-encoder-singlepost
(single-anchor). We also share our code
on GitHub: https://github.com/rbroc/
contrastive-user-encoders.

2 Contrastive learning

2.1 Task details
We fine-tune a pretrained DistilBERT model on
triplet loss, a contrastive learning function first in-
troduced in the context of face encoding (Schroff
et al., 2015). In triplet loss, models are fed a triplet
of inputs: an anchor a – i.e., an image depicting
the face of a given individual; a positive example
p – i.e., a different image depicting the same face;
and a negative example n – i.e., an image depicting
a different face. The three inputs are encoded into
high-dimensional embeddings f(a), f(p), f(n),
which are used to compute the loss:

max(||f(a)− f(n)|| − ||f(a)− f(p)||+ α, 0)

where α is a tunable parameter called margin. This
function incentivizes models to produce similar em-
beddings for images of the same face and different
embeddings for images of different faces. To do
so, the model must learn to detect features of faces
that are generally helpful to describe and identify
faces and carry this information over to its output
encodings.

We transfer this approach to text to train a
language-based author encoder – that is, a model
that learns to produce compact representation of an
individual based on her linguistic behavior, with
downstream applications in language-based predic-
tion of individual attributes and contextualized and
personalized NLP. To do so, we train DistilBERT
on triplets consisting of: a) a set of Reddit submis-
sions from a given user (the anchor, A); b) another
Reddit post from the same user (the positive exam-
ple p); c) a Reddit post from a different, randomly
selected user (the negative example n).

To compute the loss, we use [CLS] encodings of
the anchors, positive examples and negative exam-

1702

https://huggingface.co/rbroc/contrastive-user-encoder-multipost
https://huggingface.co/rbroc/contrastive-user-encoder-multipost
https://huggingface.co/rbroc/contrastive-user-encoder-singlepost
https://huggingface.co/rbroc/contrastive-user-encoder-singlepost
https://github.com/rbroc/contrastive-user-encoders
https://github.com/rbroc/contrastive-user-encoders


ples from the last layer of the DistilBERT encoder.
We experiment with two training protocols: a) fine-
tuning on triplets containing one anchor only (as in
traditional triplet loss training); b) fine-tuning on
triplets containing up to 10 anchor posts (depend-
ing on the number of total posts available for each
user) using the feature-wise average of anchor en-
codings (see Figure 4 in Supplementary Materials
for a visual illustration) to compute the loss.

To facilitate interpretation, we evaluate the per-
formance of trained models and baselines on the
following accuracy metric (henceforth: contrastive
attribution accuracy), which quantifies how often
the distance between posts from the same user is
lower than the distance between encodings of dif-
ferent users. For a given triplet t = {A, p, n},
accuracy at is calculated as:

at =

{
1, if ||f(A)− f(n)|| > ||f(A)− f(p)||
0, if ||f(A)− f(n)|| ≤ ||f(A)− f(p)||

Conceptually, this metric expresses the model’s
ability to correctly identify which of two randomly
sampled posts p and n belongs to the same author
as A based uniquely on their relative proximity to
A in embedding space.

We expect that training on a single anchor versus
on aggregate representations of multiple anchors
would not only yield higher contrastive accuracy
(as more text is provided), but also allow models to
focus on more stable and robust linguistic markers,
and facilitate abstraction of higher-level psycholog-
ical and personality attributes.

2.2 Database

Datasets for both the contrastive learning task and
for downstream tasks are constructed from a large-
scale database which includes all Reddit submis-
sions in English produced between 2018 and 2019,
and authored by users who have posted at least 5
times in that time frame and in at least 5 different
subreddits. This amounts to 35m submissions and
to more than 1.7m unique users. We created this
database by downloading all relevant submissions
from Pushshift (https://pushshift.io), and fil-
tering along the above-mentioned criteria.

2.3 Triplet dataset

We generate the dataset for triplet loss training as
follows. First, we randomly sample one post per
user from the database. This set of left-out posts

(N ) will be used to sample negative examples. Sec-
ondly, for each user u in the database, we construct
a triplet Tu = {A, p, n} by:

• Randomly sampling from the database one
post authored by u and using this as the posi-
tive example p;

• Sampling a subset of the remaining posts au-
thored by u, to be used as anchors A. We
sample 1 post for single-anchor training, and
up to 10 for multi-anchor training;

• Randomly sampling a post from a different
user from N and using this as the negative
example n.

This results in more than 1.7m triplets (one per
unique user), which are split into a training set
with around 1.24m triplets, a validation set with
around 300k triplets, and a test set with around
167k triplets. All posts are tokenized using the
pretrained DistilBERT tokenizer (distilbert-base-
uncased on transformers). We use max-length trun-
cation (512 tokens) and padding to generate exam-
ples of equal length. Each post in the database is
only used once.

2.4 Models

We initialize the DistilBERT model from the
English pretrained model distilbert-base-uncased
available on transformers (Wolf et al. 2020,
see model card at https://huggingface.co/
distilbert-base-uncased). We wrap its Ten-
sorflow implementation into a custom model class
that allows simultaneous encoding and subsequent
aggregation of multiple posts. Our implementa-
tion supports model initialization from all model
classes and checkpoints available on transform-
ers, encouraging reuse and experimentation. The
code also makes it easy to add linear or variational
compression heads on top of the encoder and ex-
periment with output encodings of varying dimen-
sionality. We compare performance of the fine-
tuned models to pretrained DistilBERT and to bag-
of-words and Word2Vec (SpaCy implementation,
en_core_web_md) baselines. We instantiate mul-
tiple bag-of-words models varying in the type of
representation used (frequencies, word counts, or
binary indicators), in dimensionality (100, 1000
or 5000 tokens) and in the distance metric used
to compute contrastive attribution accuracy (Eu-
clidean vs. Manhattan distance).
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Figure 1: Model performance on training and test set during the first epoch of training in both the single-anchor and
the multi-anchor setup. Performance is computed as the proportion of triplets in the dataset for which the distance
between encodings of the anchor(s) and of the positive example is lower than the distance between encodings of the
anchor(s) and of the negative example (contrastive attribution accuracy).

2.5 Training details

For optimization, we use Adam with weight
decay (Kingma and Ba, 2017), initialized us-
ing the following parameters: initial learning
rate: 2e-5; 10k warm-up steps; weight de-
cay rate: 0.01; β1=.9, β2=.999, ϵ=1e-6. We
use the Keras implementation available at
https://github.com/google-research/bert/
blob/master/optimization.py. We tune the
triplet loss margin α and set it to 1. Due to the
high memory requirements of simultaneously
encoding multiple posts and to the constraints of
our training infrastructure (4 GeForce RTX3070
GPUs, 8Gb each), we train the model on small
(4-triplet) mini-batches. We do not use gradient
accumulation as initial experimentation did not
yield significant differences in performance
compared to single-batch updates.

3 Evaluation

In this section, we evaluate models and probe their
heuristics through a series of intrinsic analyses.
First, we simply compare the contrastive attribution
accuracy of fine-tuned models with that of baseline
models and of pretrained DistilBERT, to evaluate
to what extent self-supervised fine-tuning improves
models’ ability to identify markers of individual
styles across the two training scenarios. Secondly,
we evaluate model performance as a function of the
length of anchor posts, to investigate whether mod-
els’ heuristics rely on sentence-level stylistic mark-
ers or on abstract signatures of individuals’ profiles.
If models rely on detecting specific sentence-level
markers (e.g., particular lexical choices or syntac-
tic constructions), performance should decrease as

the length of input posts decreases. On the other
hand, if models rely on robust, abstract signatures
of user characteristics, performance should be sig-
nificantly less affected by length. Thirdly, we inves-
tigate the role of semantics in models’ heuristics.
If models rely overwhelmingly on semantics to en-
code and identify users, performance should be low
for triplets where there is little semantic overlap
between the anchor(s) and the positive example.
Finally, we analyze how attention weights for a
large number of vocabulary tokens change between
pre-trained and fine-tuned models, in order to gain
qualitative insights on whether and how implicit
encoding of user characteristics is enhanced by con-
trastive fine-tuning.

3.1 Implicit evaluation

The best vanilla baseline (Word2Vec with Eu-
clidean distance) achieves .61 accuracy in the
single-anchor training and .63 in the multi-anchor
training. Pretrained DistilBERT outperforms all
vanilla baselines in both scenarios, achieving .68
and .74 accuracy respectively. Fine-tuning for one
epoch significantly improves the contrastive attri-
bution performance. Performance increases to .84
in the single-anchor scenario, and it reaches .93
in the multi-anchor scenario (Figure 1). Training
for additional epochs does not improve validation
performance.

3.2 Sentence-level vs. complex markers

To better understand whether model heuristics
rely on detecting individual sentence-level stylistic
markers (e.g., lexical patterns or syntactic construc-
tions) or more complex signatures of individuals’
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Figure 2: Model performance on the test set as a function of the average number of tokens in anchor posts. Examples
are binned into 5-token bins. The size of the dots represents the number of examples per bin.

profiles, we analyze performance as a function of
length of anchor posts. The rationale for this is that
models relying on multiple and more abstract lin-
guistic signatures should perform well regardless
of the length of the input, while accuracy should de-
crease significantly as sequence length decreases if
models tend to rely on detecting specific low-level
markers of linguistic styles.

Figure 2 displays model performance as a func-
tion of the average length of anchor posts (num-
ber of tokens), for both the single-anchor and the
multi-anchor model. Performance varies substan-
tially for the single anchor model (range: .81 - .96),
while the multi-anchor model is only moderately
affected by variation in input length (range: .91 -
.96). Interestingly, this is different from what we
observe for pretrained DistilBERT, where perfor-
mance varies substantially as a function of input
length both in the single-anchor (range: .61 - .92)
and in the multi-anchor scenario (range: .64 - .85).
This suggests that training on aggregate representa-
tions of multiple posts reduces dependency on local
characteristics of individual input sequences, and
allows the model to learn to efficiently extract more
robust abstract representations of users’ language.

3.3 Semantic overlap

To recognize whether two posts have been authored
by the same user, models may simply learn to rely
on overlaps in semantic information between them.
To evaluate the contribution of semantics to models’
heuristics, we visualize performance as a function
of whether the positive example comes from the
same subreddit of at least one of the anchors. If
models’ heuristics are overwhelmingly based on se-
mantics, accuracy should be low for triplets where

there is no overlap.
We observe that (see Table 1), both for the single-

anchor model and for the multi-anchor model, ac-
curacy is higher when at least one anchor comes
from the same subreddit as the positive example,
but performance for no-overlap triplets is far from
catastrophic. For the single-anchor model, accu-
racy is .83 for no-overlap triplets versus .92 for
triplets with overlap, while for multi-anchor train-
ing, accuracy is .91 for no-overlap triplets versus
.95 for triplets with overlap. These values are also
considerably higher than accuracies for pretrained
DistilBERT, and performance differences across
the two types of triplets are much larger for the
pretrained model. This suggests that contrastive
learning allows models to develop heuristics that
are less dependent on semantics and arguably a
complex combination of multiple facets of individ-
ual styles.

3.4 Qualitative trait analysis through
token-wise attention differentials

To gain further insights on whether learning to en-
code complex markers of individual styles implic-
itly leads to encoding information about authors’
profiles, we analyze how attention weights for a
wide range of vocabulary tokens change between
pre-trained and fine-tuned models. Tokens which
are consistently assigned higher attention weight
after fine-tuning – and which therefore contribute
more to aggregate post- and user-level representa-
tions after fine-tuning - may reveal qualitative in-
formation on which individual traits models learn
to infer based on users’ text.

To investigate this, we extract context-
independent attention differentials for a large set
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# anchors Pretrained no
overlap

Pretrained,
overlap

Fine-tuned,
no overlap

Fine-tuned,
overlap

1 .66 .80 .83 .92
10 .71 .76 .91 .95

Table 1: Model performance as a function of overlap between the subreddit of the positive example and the
subreddit(s) of the anchor(s).

of vocabulary tokens. We sample 10k posts from
the training set, and for each vocabulary token t
and each model m (pretrained DistilBERT and
the two fine-tuned models), we extract a matrix
A(m, t) which contains all attention weights with
the [CLS] token as the key and the positional index
at which t occurs as the query. We then average
all values in the matrix to extract an aggregate
context-independent attention score am,t which
quantifies the overall attention score for the token
t2. Attention differentials for each token are
computed by subtracting its attention score in the
target fine-tuned model with its attention score
in the pretrained model. These values describes
how the influence of each token on aggregate
representations changes with fine-tuning, with
positive values indicating a stronger influence
on model representations and negative values
indicating a weaker influence.

Table 2 displays the 50 tokens with largest pos-
itive attention differentials for both the single-
anchor and multi-anchor models. For the single-
anchor model, many tokens with large positive
differentials are strongly marked for gender, age,
ethnicity, or political views (e.g., husband, bride,
breast, boyfriend, uncle, nephew, japanese, euro,
abortion, army). No clear pattern emerges among
tokens with negative differentials (see Table 3 in
Supplementary Materials). Multi-anchor models
feature many potential mental health or person-
ality indicators among tokens with top attention
differentials (e.g., suicidal, gambling, desperately,
worthless, obsessed, abusive), suggesting that train-
ing on aggregate representations of multiple tokens
may facilitate abstraction of higher-order traits (in
line with our previous analyses). While these are
obviously qualitative interpretations that call for
further systematic investigations (e.g., predictive
validation on labeled datasets), they corroborate
the hypothesis that, after fine-tuning, models place

2To provide a concrete example, the context-independent
attention score for the token “house” is computed by averaging
attention weights for all ([CLS], “house”) key/value pairs in
the 10000-posts corpus.

higher emphasis on linguistic patterns that are in-
dicative of individual traits along multiple axes of
variation.

4 Classification tasks

We also evaluate models on a battery of probing
tasks designed to test whether fine-tuning yields
performance advantages on user-based predictive
tasks. Probing tasks are designed as follows. For
each of the 30 most popular subreddits in the
database, we train a classifier to predict whether
a given user has posted at least once in that sub-
reddit based uniquely on posts produced by the
same user in unrelated subreddits. Since no ref-
erence post from the target subreddit is provided
and choice of input posts is in principle asystem-
atic, performing this task relies on models being
able to infer useful and generalizable information
on users’ profiles from their posts, and to use it
to predict unknown preferences and behaviors. If
fine-tuning facilitates this process, performance of
fine-tuned models should be consistently higher
than performance of pretrained models.

For each subreddit, we build a training, a valida-
tion and a test dataset. To build the dataset for a
given subreddit s, we first extract from the database
the ids of all users who have posted in s at least
once. For each user, we sample up to 10 submis-
sions drawn from other subreddits. We then sample
an equal number of users who have never posted
in s, and extract up to 10 posts for each of them.
We split the resulting dataset into 75/15/15 train-
ing/validation/test splits.

Aggregate encodings3 of users’ posts are used
as inputs to simple classifiers (one per model and
subreddit), which are optimized to predict whether
a given user has posted in s at least once based
uniquely on these. All classifiers are trained for 3
epochs. Similar to the contrastive learning task, we

3For DistilBERT models, aggregation is performed by
computing the feature-wise average of [CLS] encodings, as for
anchors in the contrastive training task. For vanilla baselines,
aggregation is performed by averaging the bag-of-words or
Word2Vec representations across all posts.
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10-anchor model 1-anchor model
offers, obsessed, crypt, xiao, sponge, leaked, sui-
cidal, keen, pathetic, https, diverse, downloaded,
##lika, psychedelic, tran, purchasing, gambling,
tents, banned, desperately, breed, bribe, ##grapher,
ugly, wits, ##folk, divorced, tia, ##km, bc, abu-
sive, folks, trance, worthless, wanna, husband, tee,
disco, karma, jungle, rory, nyc, toni, probation,
buddy, inexpensive, quantity, ##tive, http, prom,
brass, bois, mir, fraternity, encouraging, tempered,
[SEP], cheers

nephew, perfection, army, dated, abortion, lads,
##rang, uncle, wireless, nyc, historically, dash-
board, comrade, article, ##riation, trained,
japanese, profession, daddy, journalist, title, sci-
entists, kidding, thanksgiving, albuquerque, hacker,
bard, euro, shane, jai, roman, beautifully, lipstick,
linear, ##pile, ito, pee, fragrance, width, tia, neigh-
bors, rig, united, unpopular, bride, lease, ##rse,
margarita, buffy, husband, toni, linux, ##ame, par-
don, aaa, notebook, [SEP], boyfriend, breast, fiance

Table 2: Top-50 tokens with highest and attention differentials for 10-anchor and 1-anchor model.

experiment with two training protocols, differing in
the number of input posts (one vs. up to 10). Note
that, for DistilBERT models, only the classification
head is tuned.

Figure 3 displays classification accuracy for all
subreddits. Results corroborate our predictions.
Fine-tuned models perform better than all baselines
in all classification tasks, both in the single-post
and in the multi-post scenario. Performance gains
relative to pretrained DistilBERT are larger in the
single-post scenario than in the multi-post scenario,
arguably reflecting the fact that availability of mul-
tiple posts increases chances of topic overlap with
the target subreddit, thus increasing the effective-
ness of semantics-based heuristics and reducing the
need for user-based ones.

Note that the magnitude of performance gains
varies widely across subreddits (see figure 5 in
the Supplementary Materials for details). Perfor-
mance differences are large for subreddits where
likelihood to participate is arguably influenced by
personality or demographics (e.g., teenagers, Jokes,
relationship_advice), but we also observe moder-
ate to large gains for subreddits focused on specific
video games (e.g., RocketLeagueExchange). This
may reflect some degree of overfitting to Reddit-
specific discourse. Training a truly generalizable
language-based author encoder in a self-supervised
fashion will require training on data drawn from
multiple sources, thus avoiding overrepresentation
of platform-specific axes of individual variation in
e.g., topics, styles and demographics.

5 Discussion

We introduced a self-supervised approach to train-
ing generalized language-based author encoders.
We showed that models fine-tuned on user-based

triplet loss learn to infer generalizable information
on user profiles from complex patterns of linguistic
behavior.

Author encoders may have impactful applica-
tions in a variety of domains. Two particularly
important examples are language-based clinical,
psychological and personality assessment (Skaik
and Inkpen, 2020). Language-based encodings of
individuals could potentially be used to predict
personality, psychological traits or even clinical
diagnoses and symptoms from spontaneous text -
especially for disorders, such as depression, that
have previously been associated with consistent
patterns of linguistic behavior. For both psycholog-
ical and clinical applications, complementing tra-
ditional methods with naturalistic text-based tech-
niques could not only yield general performance
advantages, but also help increase scalability and
generalizability (Panch et al., 2020; Parola et al.,
2022; Rybner et al., 2022), and reduce subjective
biases (Park et al., 2015). At the moment, how-
ever, no large-scale datasets are publicly available
which make it possible to benchmark our models on
tasks relevant to these applications. Given the large
potential for positive societal impact, we believe
that the NLP community should promote interdisci-
plinary efforts aimed at collecting and safely shar-
ing such resources (Chekroud et al., 2021; Dukart
et al., 2021; Ewbank et al., 2020; Low et al., 2020).

Language-based user encodings learned through
self-supervised methods could also have a signif-
icant impact on contextualized and personalized
NLP (Flek, 2020). Previous work has shown that
conditioning representations of text sequences on
author traits is beneficial for both downstream tasks
and language modeling and generation. Contextu-
alization through user embeddings encoding rich

1707



Figure 3: Classification performance for best vanilla baseline, pretrained DistilBERT and the fine-tuned models for
each of the 30 target subreddit. Bars represent mean performance across subreddits.

information about user characteristics and their lin-
guistic styles could prove a valid alternative, es-
pecially for tasks – such as irony or stance de-
tection – that are particularly challenging in ab-
sence of complex contextual information (Hovy
and Yang, 2021; Lynn et al., 2017). As a follow-up
to this work, we are currently exploring the effect
of author-based self-supervised contextualization
during pre-training of bidirectional transformers.

6 Conclusion

In this paper, we presented a self-supervised ap-
proach to training a language-based user encoder.
We showed that models trained on user-based
triplet loss can learn compact user representations
that encode information about individual traits and
yield performance benefits in downstream user-
based tasks. Future directions include scaling this
approach to larger and more diverse data, devel-
oping resources for direct evaluation on societally
important predictive tasks (e.g., psychiatric assess-
ment), and exploring their potential to empower
novel approaches to contextualized natural lan-
guage modeling, understanding and generation.

7 Limitations

Our work introduces a self-supervised approach
to training a generalized language-based author
encoder. We highlighted important applications in
clinical and contextualized and personalized NLP.
This paper is intended to lay the methodological
foundations for these applications, which will be
explored directly in future work.

Being exclusively trained on Reddit data, our
models probably overfit to linguistic markers and
traits which are relevant to characterizing the Red-
dit user population, but less salient in the general
population (e.g., video games preferences). Train-
ing on more and more diverse data (i.e., from mul-
tiple discourse types and a broader population) will
be required to train a truly "universal" user encoder.

Furthermore, our self-supervised approach en-
forces little or no control over biases, which models
may actively use as part of their heuristics in con-
trastive and downstream tasks (Bender et al., 2021;
Davidson et al., 2019; Mitchell et al., 2019; Ferrer
et al., 2020; Koolen and van Cranenburgh, 2017;
Xia et al., 2020; Zhou et al., 2021; Hovy and Spruit,
2016). Future iterations will require the implemen-
tation of thorough bias testing and, potentially, the
introduction of optimization constraints at train-
ing that help counter their emergence (Shah et al.,
2020).

Finally, it is important to highlight that models
may be used for malicious applications such as
identifying and targeting social media users. Map-
ping and discussing these risks within the landscape
of current data and AI regulatory frameworks is
central to future developments of this line of work.
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A Supplementary Materials

A.1 Schematic illustration of contrastive learning through triplet loss

Figure 4: Illustration of contrastive learning through triplet loss. f(A) is the feature-wise average of [CLS]
encodings for all anchor posts from the last hidden layer of the DistilBERT encode

A.2 Classification performance per subreddit
This is a more detailed breakdown of classification performance for pretrained and fine-tuned models in
the downstream classification task (Section 4) for the one-anchor scenario (i.e., when only a single post is
used to classify whether a given user has posted in the target subreddit.)

Figure 5: Model performance in downstream tasks per subreddit. Results for classifiers trained on a single input
post.
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A.3 Attention differentials
The following table shows both the 50 tokens with highest attention differentials, and the 50 tokens with
lowest (negative) attention differentials. We discussed patterns in positive attention differentials in the
manuscript. Here we highlight that no salient pattern seems to emerge among low-differential tokens.

model highest (positive) differentials lowest (negative) differential
10-
anchor
model

offers, obsessed, crypt, xiao, sponge, leaked,
suicidal, keen, pathetic, https, diverse, down-
loaded, ##lika, psychedelic, tran, purchas-
ing, gambling, tents, banned, desperately,
breed, bribe, ##grapher, ugly, wits, ##folk,
divorced, tia, ##km, bc, abusive, folks,
trance, worthless, wanna, husband, tee,
disco, karma, jungle, rory, nyc, toni, pro-
bation, buddy, inexpensive, quantity, ##tive,
http, prom, brass, bois, mir, fraternity, en-
couraging, tempered, [SEP], cheers

terrestrial, skeletons, crossing, cosmetics,
milestone, woo, beaver, dam, ghosts, 747,
trends, resource, ##ump, ##bber, bs, rune,
knuckles, towed, sand, watched, omega,
arch, conduct, subjective, ##20, jeopardy,
##ctus, ##gold, bb, induction, ##nton, lit,
tricks, knights, ##aca, summon, activate,
woods, observation, solos, maia, witch, cook-
ies, rituals, bathroom, tournament, label,
odor, spaces, brands, meat, tattoo, depot, ti-
tanium, claw, tie, banner, restore, symbol,
bounce

1-anchor
model

nephew, perfection, army, dated, abortion,
lads, ##rang, uncle, wireless, nyc, histori-
cally, dashboard, comrade, article, ##riation,
trained, japanese, profession, daddy, jour-
nalist, title, scientists, kidding, thanksgiving,
albuquerque, hacker, bard, euro, shane, jai,
roman, beautifully, lipstick, linear, ##pile,
ito, pee, fragrance, width, tia, neighbors, rig,
united, unpopular, bride, lease, ##rse, mar-
garita, buffy, husband, toni, linux, ##ame,
pardon, aaa, notebook, [SEP], boyfriend,
breast, fiance

toxin, wheels, boiled, terrestrial, confuse,
buzz, ##meo, chickens, repeating, nasty, al-
lergic, streamed, ##ban, karma, knuckles,
##bber, converted, rings, ##oj, consoles,
flickering, boil, talent, sequence, scratch,
expansion, jerking, submission, quiz, end-
ing, deposit, rumor, corporation, hen, ##ice,
replied, locks, aids, donor, shock, remas-
tered, strand, defeated, strengths, chilling,
guides, heal, bracket, possibility, grip, ##lot,
grim, hatch, superb, adam, healing, collect-
ing, captive, ##gai, brave

Table 3: Tokens with highest and lowest attention differential.
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