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Abstract

Real-world politically-opinionated memes of-
ten rely on figurative language to cloak propa-
ganda and radical ideas to help them spread.
It is not only a scientific challenge to develop
machine learning models to recognize them in
memes, but also sociologically beneficial to un-
derstand hidden meanings at scale and raise
awareness. These memes are fast-evolving (in
both topics and visuals) and it remains unclear
whether current multimodal machine learning
models are robust to such distribution shifts. To
enable future research into this area, we first
present FigMemes, a dataset for figurative lan-
guage classification in politically-opinionated
memes.1 We evaluate the performance of
state-of-the-art unimodal and multimodal mod-
els and provide comprehensive benchmark re-
sults. The key contributions of this proposed
dataset include annotations of six commonly
used types of figurative language in politically-
opinionated memes, and a wide range of topics
and visual styles. We also provide analyses on
the ability of multimodal models to generalize
across distribution shifts in memes. Our dataset
poses unique machine learning challenges and
our results show that current models have sig-
nificant room for improvement in both perfor-
mance and robustness to distribution shifts. The
code and dataset (including splits we used for
analyses) are available at: https://github.
com/UKPLab/emnlp2022-figmemes.

Warning: We discuss and show memes that may
be offensive to readers for illustrative purposes only.
They do not represent the authors’ or the affiliated
institution’s views in any way.

*Equal Contributions.
†Gregor is now affiliated with WüNLP & Computer Vision

Lab, CAIDAS, University of Würzburg.
1Disclaimer: The dataset contains racial slurs and other

language/images that may be offensive to the readers. This
dataset should only be used for academic research or non-
commercial purposes.

1 Introduction

Memes are transmittable units of culture that evolve
fast (Dawkins, 1976), which use images and/or text
to convey opinions. Figurative language2 such as
metaphors or sarcasm is often used in memes (see
Figure 1) to persuade, enhance the impact of ideas,
and help these ideas spread (Davison, 2012). This
is especially true for internet memes, which rely
on figurative language to spread propaganda (Dim-
itrov et al., 2021), and support violent, discrimina-
tory or radical ideology (Tipler and Ruscher, 2019;
Hakoköngäs et al., 2020). For instance, the trans-
mission of dehumanized metaphors for women may
help perpetuate negative beliefs about women’s
roles in modern society (Tipler and Ruscher, 2019),
and the usage of rhetorical devices can attract new
audiences to radicalized groups that fight against
refugees (Hakoköngäs et al., 2020).

Figurative language classification has been chal-
lenging in machine learning (Wang et al., 2022;
Pramanick et al., 2022; Zhang et al., 2021a) as the
task requires understanding world knowledge and
commonsense. Despite its difficulty, the task of
developing machine learning models for classify-
ing figurative language in politically-opinionated
memes (memes that relate to politics or share views
on controversial topics) can provide sociological
benefits. These benefits include understanding hid-
den meanings, aiding humanities research, and rais-
ing awareness at scale. Yet, there is a lack of ap-
propriate datasets for studying figurative language
in these memes (see Table 1). Furthermore, prior
datasets for memes classification suffer from sig-
nificant limitations, such as small size or inductive
bias due to keyword-based retrieval.

As politically-opinionated memes evolve
quickly based on the latest news and cultural
references, it also remains unclear whether current

2The term “language” is overloaded to include visual non-
literal expressions, e.g., visual metaphor, etc.
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(a) Allusion (b) Exaggeration/Hyperbole (c) Irony/Sarcasm

(d) Anthropo./Zoomorphism (e) Contrast (f) Metaphor/Simile

Figure 1: Meme examples from each figurative language category, note that we tried to pick the less disturbing
memes. (a) Alludes to World War II and Nazi Germany. The photo depicts a soldier (with a possible SS symbol
partially visible on the helmet). The Luger is a type of pistol used by German soldiers during WWII. (b) Use of an
exaggerated visual of Italy on a globe. (c) “Two terms” sarcastically refers to both the term limit of US presidents
and prison terms. (d) A personified anarcho-capitalism flag. (e) Contrasting the leader of the PPC party (a right to a
far-right political party) to leaders of other Canadian political parties, where the other leaders are also metaphorically
depicted as a Non-Player Character (it’s also labelled as a metaphor). (f) Comparing unvaccinated people to Jewish
people during the Holocaust is a metaphor (it’s also labelled as an allusion).

multimodal models for memes classification are
robust to such distribution shifts. For example, a
model trained in early 2019 may perform poorly
when tested on memes referencing COVID, or one
trained on photo-like memes may perform poorly
when tested on hand sketches. Earlier work such
as Kiela et al. (2020) has neglected this problem.

Despite recent growth in classification tasks for
memes (Kiela et al., 2020; Sharma et al., 2020;
Fersini et al., 2022), there has been limited work on
assessing a model’s ability to: 1) identify and under-
stand figurative language in politically-opinionated
memes, 2) generalize to a data distribution different
from the training data, e.g., across different topics
or visual categories.

To bridge these research gaps, we first present a
novel and challenging multi-label memes dataset
called FigMemes (Figurative language identifica-
tion in Memes). Our proposed task is to identify
the type of (one or more) figurative language used
in a meme. Then, we conduct analyses by splitting
the dataset to create distribution shifts (within each
modality, e.g. text or image), aimed at assessing
generalization of memes classification models.

The FigMemes dataset contains 5141 politically-
opinionated memes collected from the 4chan /pol/
(the politically incorrect) board, posted between

January 2017 and December 2021. Unlike previous
work, we do not build the dataset by hand-picking
topics using keywords (hence less inductive biases).
The dataset covers a wide range of topics and visual
categories. We provide comprehensive benchmark
results using several state-of-the-art unimodal and
multimodal models. The best multimodal model
achieves an average F1 score of 46.69% on the
proposed dataset, which highlights the difficulty of
this task and significant room for improvement in
future research.

Our further analyses show that 1) making use of
external knowledge, understanding commonsense,
and reasoning are important for figurative language
understanding in memes, 2) further development
of multimodal models for memes that are robust
to distribution shifts and datasets for testing such
models are needed.

In summary, our contributions are:

• A novel multi-label memes dataset for figura-
tive language classification, covering a wide
range of topics and six different figurative lan-
guage categories.

• A comprehensive benchmark of state-of-the-
art unimodal and multimodal models on the
proposed task.

• Analyses of whether multimodal memes clas-
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Name Task w/o kwd∗ Real Multi-class Multi-label Size Topics

HatefulMemes Hateful N/A ✗ ✗ ✗ 10k N/A
MultiOFF Offensive ✗ ✔ ✗ ✗ 743 2016 U.S. Elec.
Jewtocracy Antisemitism ✗ ✔ ✔ ✗ 3102/3509 Antisemitism
HarMemes Harmful ✗ ✔ ✔ ✗ 3544 COVID
Memotion1,2 Emotion ✗ ✔ ✔ ✔ 8k/9871 Mixed†

TrollsWithOpinion Trolls ✗ ✔ ✔ ✗ 8881 Mixed†

MAMI Misogyny N/A ✔ ✔ ✔ 11k Misogyny, Mixed

SemEval-2021 Task 6 Propaganda ✗ ✔ ✔ ✔ 950 Pol. Op.
FigMemes (Ours) Fig. Lang. ✔ ✔ ✔ ✔ 5141 Pol. Op., Mixed‡

Table 1: Comparison of FigMemes to recent memes datasets. Pol. Op. stands for politically opinionated. ∗: w/o
kwd indicates the dataset is built without pre-selecting topics based on keywords. ‡: We estimate that less than 10%
of the memes are reaction memes to discussions on 4chan /pol/. †: The dataset contains the same set of memes as
Memotion (Sharma et al., 2020).

sification models can generalize across distri-
bution shifts.

2 Related Work

2.1 Memes Datasets
We provide a comprehensive overview of existing
memes datasets in this section and summarize key
parameters of existing memes datasets in Table 1.

HatefulMemes (Kiela et al., 2020) focuses on
hateful memes that are artificially constructed from
stock photos and designed layouts. Due to the con-
struction, models trained using this dataset struggle
to generalize to real internet memes (Kirk et al.,
2021).

MultiOFF (Suryawanshi et al., 2020) is a dataset
of 743 memes for identifying offensive memes on
the topic of the 2016 U.S. election. Due to its data
size, it could be limited to evaluating only sample-
efficient machine learning models. In addition, the
definition of offensiveness can depend on the polit-
ical or cultural stance of the annotators (Hine et al.,
2017; Sap et al., 2022).

Jewtocracy (Chandra et al., 2021) is a dataset
for identifying antisemitism in memes. The dataset
is constructed using data from social network sites
such as Gab and Twitter while keeping data with
defined lexicons. It focuses on a single topic and
contains lexical biases.

HarMemes (Pramanick et al., 2021) focuses on
identifying the harmfulness of memes on the topic
of COVID-19. Similar to offensiveness, the defini-
tion of harmfulness can depend on the political or
cultural stance of the annotators.

Memotion 1,2 (Sharma et al., 2020; Ramamoor-
thy et al., 2022) are two versions of datasets each
containing three different subtasks related to the
emotional effects of memes. Relevant to this work,
subtask-B is a multi-label task that provides anno-

tations of emotional responses. The dataset was
built using an unknown set of keyword searches
over social media sources. Based on the derivative
work TrollsWithOpinion (Suryawanshi et al., 2022)
(below), it is unlikely that the dataset contains a sig-
nificant fraction of politically-opinionated memes.

TrollsWithOpinion (Suryawanshi et al., 2022)
provides additional annotations for the Memotion
datasets. The dataset focuses on identifying trolls
in the topic areas of politics,3 products, and others.

MAMI (SemEval-2022 Task 5) (Fersini et al.,
2022) contains two subtasks where subtask-A is
to identify misogyny in memes, and subtask-B
is a multi-class classification of different types
of misogyny. The dataset focuses on the topic
of misogyny and likely contains a few other
politically-opinionated memes.

SemEval-2021 Task 6 (Dimitrov et al., 2021)
proposed three subtasks to detect fine-grained pro-
paganda techniques in memes. This dataset was
built by following an unknown set of Facebook
groups based on keywords. This dataset contains
950 memes in total with more than 20 label classes.
Due to the small amount of data per label, it could
be limited to training and evaluating only sample-
efficient machine learning models.

Features of our FigMemes dataset: To the best
of our knowledge, FigMemes is the first dataset
containing a wide range of figurative language in
real politically-opinionated memes from the inter-
net. Our dataset departs from existing datasets in
terms of the task (see Table 1) and topic diversity.
We exceed the closest memes dataset (in terms of
topics, SemEval-2021 Task 6) by over 4000 memes.
Our dataset contains topics such as refugees, racial
minorities, U.S elections, Epstein, antisemitism,

3Based on an aggregation of statistics from the paper, we
estimate less than 600 memes are politically-opinionated.
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COVID, LGBTQ+, feminism, etc. See Appendix B
for details on topics.

3 Data Collection and Annotations

3.1 Data Source and Collection Process

Images in our dataset are collected from the 4chan
/pol/ (the politically incorrect) board.4 4chan con-
tains a collection of anonymous image-boards, in
which /pol/ is a sub-board known to contain a
large number of memes that can be hateful, contain
discriminating opinions of minorities and differ-
ent gender identities, or support far-right ideolo-
gies (Chandra et al., 2021; Crawford et al., 2021).
Yet, the /pol/ board is influential in internet cultural
transmission (Zannettou et al., 2017). Our data
collection process used a crawler to systematically
gather memes between January 2017 and Decem-
ber 2021 from the /pol/ board.5 We removed dupli-
cated images by using the difference hash (dHash)
followed by manual inspections. Additionally, we
removed sexually-explicit content by hand. Unlike
previous approaches, we do not use any keywords
to filter the data, hence the dataset covers a wide
range of topics naturally.

3.2 Annotations

We built a simple annotation interface with Python
PyQt5.6 A black and white filter was applied to
the memes during annotation to protect annotators
from potentially gory or obscene memes.

We followed a data-driven approach to identify
a suitable set of labels. First, we randomly sam-
pled 200 memes and labelled the most-common
figurative language contained in them using free-
text annotation, by prioritizing those that have
been studied before (in social or computer sci-
ences). We then grouped categories that are over-
lapping and do not contain enough labels individu-
ally. The following major categories emerged from
the annotations: Allusion, Exaggeration/Hyperbole,
Irony/Sarcasm, Anthropomorphism/Zoomorphism,
Metaphor/Simile, and Contrast, which we use as
labels. The task is multi-label classification.

Our task is defined by the question: “What are
the types of figurative language used in this meme?”
The definitions for the categories of figurative lan-
guage are as follows:

4http://boards.4chan.org/pol/
5We use the API from https://4plebs.org/
6https://pypi.org/project/PyQt5/

• Allusion: Referencing historical events, fig-
ures, symbols, art, literature or pop culture.7

• Exaggeration/Hyperbole: Use of exagger-
ated terms for emphasis, including exagger-
ated visuals (including unrealistic features por-
traying minorities).

• Irony/Sarcasm: Use of words that convey
a meaning that is the opposite of its usual
meaning/mock someone or something with
caustic or bitter use of words.

• Anthropomorphism/Zoomorphism: At-
tributing human qualities to animals, objects,
natural phenomena or abstract concepts or ap-
plying animal characteristics to humans in a
way that conveys additional meaning.8

• Metaphor/Simile: Implicit or explicit com-
parisons between two items or groups, attribut-
ing the properties of one thing to another. This
category includes dehumanizing metaphors.

• Contrast: Comparison between two posi-
tions/people/objects (usually side-by-side).

We provide examples of each figurative language
category in Figure 1, along with explanations. The
final dataset contains 5141 memes in total. We take
the majority vote of 3 annotators to determine the
labels. The annotations are done by the authors of
the paper with an agreement of 0.42 Fleiss Kappa
(which we consider moderate). 70% of the memes
are annotated with at least one figurative language,
and 8.5% of the memes (438) are without text. We
used the Google Vision API9 to extract the texts
within memes.

The dataset is randomly partitioned into train,
validation, and test sets with proportions of 60%,
10%, and 30%. We refer to this split as standard
evaluation to distinguish between this split and
those we used for distribution-shift analysis. De-
tailed dataset statistics are in Table 2.

4 Distribution Shifts in Memes and
Analysis Settings

To evaluate a machine learning model’s ability to
generalize across distribution shifts, we simulate

7Memes using photos from a movie are not automatically
included.

8e.g. In our context, memes with animal/object-based
characters are not automatically considered Anthropomor-
phism/Zoomorphism. For example, SpongeBob or Pepe the
Frog etc.

9https://cloud.google.com/vision
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distribution shifts in individual modalities (i.e., im-
age or text) separately. The images and extracted
text are grouped into different categories (visual
categories and topic clusters) and used to create
different distribution-shifted evaluation settings.

Text Topic Clusters: We create text distribution
shifts by using topic clusters based on the text
extracted from memes. First, we used Sentence-
BERT (Reimers and Gurevych, 2019)10 to com-
pute feature vectors from the extracted text, as Sen-
tenceBERT provides good sentence embeddings
for semantic search and paraphrase mining. We
then used the hierarchical clustering algorithm11

to identify clusters. The clusters generally make
sense, forming topics such as exercise or school,
see Table 9 for examples.

We define in-distribution (ID) and out-of-
distribution (OOD) evaluation scenarios. In the
ID scenario, train/validation/test data are all from
the same text topic cluster. In the OOD scenario,
train/validation data are from a different cluster
than test data. This results in one ID evaluation set
and two OOD evaluation sets.

Visual Categories: Based on the approach of Do-
mainNet (Peng et al., 2019), a domain adaptation
benchmark across different visual categories, we
manually labelled and grouped the memes into dif-
ferent visual categories. Our dataset consists of
the following visual categories: 1) Artistic (includ-
ing clips-arts, illustrations, anime, hand drawings,
etc.), 2) Real (including manipulated photos, realis-
tic CGIs etc.), 3) Infographic,12 4) Mixed. Please
see Figure 5 in the Appendix for examples.

We propose the following two evaluation
schemes, and use the Infographic and Mixed cat-
egories only as test sets, due to their small data
size:

• Training on memes in the Real category. Eval-
uating on Real memes (ID) and Artistic, Info-
graphic, Mixed memes (3 OOD sets).

• Training on memes in the Artistic category.
Evaluating on Artistic memes (ID) and Real,
Infographic, Mixed memes (3 OOD sets).

10We used the all-distilroberta-v1 model from
https://www.sbert.net/index.html.

11https://scikit-learn.org/stable/
modules/generated/sklearn.cluster.
AgglomerativeClustering.html

12The visual elements in most of the infographic-style
memes are hand drawings.

4.1 Analysis Settings

Here, we aim to study how distribution shifts affect
classification models for memes. We conduct anal-
yses on the proposed FigMemes dataset, as well
as two additional datasets (that are multi-label and
large in size) to understand whether our findings
also exist in memes classification datasets at large.

The datasets included in our analyses are Fig-
Memes (our proposed dataset), Memotion 2 (sub-
task B) and MAMI (subtask B). Note that our goal
is not to achieve state-of-the-art, but rather to un-
derstand the effects of distribution shifts. Hence,
we created new train/validation/test sets for all
datasets.
FigMemes (proposed): We created visual cate-
gories using the method described in §4. We used
topic clustering to identify ID train/validation/test
sets and a single text cluster as the OOD evaluation
set. Since there are 438 image-only memes in our
dataset, they naturally serve as the second OOD
(text) evaluation set.
Memotion 2 (subtask B): Ramamoorthy et al.
(2022) is a multi-class multi-label classification
task for Funny, Sarcasm, Offensive and Motiva-
tional emotional responses. We created topic and
visual categories using the methods described in
§4 (labelled using the same categories) and com-
bined the training and validation memes to create
the distribution-shifted splits. We did not include
the test spits from Memotion 2 as the labels are not
publicly released.
MAMI (subtask B): Fersini et al. (2022) is a multi-
class multi-label classification task on classifying
types of misogyny memes, namely Stereotype,
Shaming, Objectification and Violence. We cre-
ated topic and visual categories using the methods
described in §4 (labelled using the same categories)
and combined all of the training/validation/test
memes in this dataset to create the distribution-
shifted splits.

Detailed statistics about the splits used for anal-
yses are in Table 7 and Table 8 in the Appendix D.

5 Baseline Models

We provide results of baseline models for the pro-
posed multimodal multi-label classification task.
Our selection covers state-of-the-art unimodal text-
and image-only models, and multimodal models
with and without multimodal pre-training.
Text-only: We use BERT (Devlin et al., 2019)
(bert-uncased-base) and DeBERTa (He et al.,
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Split Allusion Exag. Irony Anthropo. Metaphor Contrast None Total 1-label 2-label 2+-label Labels per Meme

Train 515 650 629 282 685 273 853 3084 1558 556 117 0.98
Validation 84 67 92 48 79 55 193 515 236 71 15 0.83
Test 265 265 320 131 286 171 495 1542 715 277 55 0.93

Total 864 982 1041 461 1050 499 1541 5141 2509 904 187 0.95

Table 2: Statistics of the labels. The first word from the category is used if a category consists of more than one type
of figurative language (E.g. exaggeration/hyperbole).

2021) (deberta-v3-base) as the text-only models.
DeBERTa is a recently proposed state-of-the-art
text Transformer model.
Image-only: ConvNeXt (Liu et al., 2022)
(convnext-base-224), is a state-of-the-art CNN
model. CLIP-CNN, uses the CNN component of
CLIP (RN50x4, see below). We experiment with
full fine-tuning (-FT) and linear probing (-LP) (i.e.
freezing all weights except for the classification
head), for both models.
Multimodal: CLIP (Radford et al., 2021) is a con-
trastively trained state-of-the-art multimodal model.
We concatenated the text and image representations
from CLIP for classification (CLIP-MM). We ex-
perimented with both full fine-tuning (-FT) and
linear probing (-LP) with the RN50x4 model.

VinVL (Zhang et al., 2021b) is a multimodal
Transformer that utilizes image features from a
Faster R-CNN-based (Ren et al., 2015) object-
detection model.13

BERT+CLIP is a multimodal Transformer ini-
tialized with BERT weights. For the image input,
we used the penultimate pre-pooling feature maps
from CLIP (RN50x4) and applied an adaptive max-
pooling to reduce the feature size to 6× 6. These
features were flattened and concatenated with input
text tokens as input to the Transformer, with the
CNN component frozen during training.

CLIP-MM-OOD (distribution shifts analysis
only). LP-FT (Kumar et al., 2022) is a recently
developed training strategy for improved out-of-
distribution generalization in image classification
tasks. This method consists of a 2-step tuning pro-
cess that performs linear probing followed by fine-
tuning. We applied this training method to CLIP
and refer to it as CLIP-MM-OOD.

We train all models with binary cross-entropy
loss (each label was treated as a separate binary
classification task) and re-weighted all positive in-
stances to address class imbalances. The detailed
hyperparameters and discussions of hyperparame-
ter search methods are given in Appendix C.

13We used the top 36 regions as input for the model.

To evaluate the performance of the models, we
report averaged (macro) F1 scores (averaged over 4
runs) in our experiments. The averaged F1 is com-
puted by taking the classification task as 6 binary
classification tasks.

6 Baseline Results and Discussions

Table 3 shows our benchmark results on FigMemes.
Overall, text-only models performed poorly on this
task, with the worst F1 scores in the Anthropomor-
phism/Zoomorphism category.

Vision is more important than expected. No-
tably, image-only models performed significantly
better than text-only models in all categories, es-
pecially in Allusion, Exaggerations, Anthropomor-
phism/Zoomorphism and Contrast. For example,
both ConvNeXt-FT and CLIP-CNN-FT vision-
only models achieved significantly higher F1 scores
in Exaggerations (7.96 points and 12.92 points
higher) and Anthropomorphism/Zoomorphism
(12.14 points and 26.62 points higher) than the best
text-only model. We hypothesize that both of these
categories may be easy to identify with a vision
module, as in our data the Exaggerations category
contains a sizable number of memes with visual
reference to minority stereotypes. Similarly, the
Anthropomorphism/Zoomorphism category often
contains memes that use animal characters in an
image. Consequently, better image representations
would be critical to perform well on these memes.

In addition, a better language model (DeBERTa)
does not seem to improve results significantly.

CLIP-based models achieve better results. In
general, CLIP-based models achieved better re-
sults than other models for both unimodal (im-
age only) and multimodal inputs, with CLIP-CNN-
LP (unimodal) achieving the best F1 score. The
CLIP model being contrastively trained over a
large corpus from the internet may explain the su-
perior results. It is also interesting to note that
the BERT+CLIP model outperformed the multi-
modal pre-trained VinVL model (which uses BERT
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Model Allusion Exag. Irony Anthrop. Metaphor Contrast Avg. F1

BERT 32.83±0.44 28.31±1.39 43.44±2.39 16.72±0.59 33.05±0.65 41.34±2.20 32.62
DeBERTa 33.83±2.62 29.75±1.93 44.90±1.68 14.69±1.95 35.59±0.48 45.58±1.81 34.06

ConvNeXt-LP 40.71±0.23 32.34±0.38 37.98±0.56 27.43±0.79 34.26±0.45 41.72±0.97 35.74
ConvNeXt-FT 36.90±2.26 37.71±0.91 36.04±0.84 26.83±1.68 35.77±1.22 51.53±2.21 37.46
CLIP-CNN-LP 52.32±0.21 44.00±0.35 49.77±0.14 41.10±0.56 44.87±0.37 55.71±0.48 47.96
CLIP-CNN-FT 50.66±2.27 42.67±2.18 41.40±3.67 41.31±1.42 41.54±2.01 54.32±1.88 45.32

VinVL 45.16±1.21 40.57±1.36 40.81±3.67 33.09±2.32 37.97±2.00 47.37±3.56 40.83
BERT + CLIP 50.57±1.94 39.86±1.44 45.07±2.12 39.38±2.15 40.01±1.05 54.41±2.27 44.88
CLIP-MM-LP 49.19±0.51 43.53±0.38 46.38±1.12 36.53±1.22 40.21±0.47 54.02±0.20 44.98
CLIP-MM-FT 51.88±3.40 42.43±1.28 44.57±4.38 41.76±2.20 42.59±3.46 56.91±1.88 46.69

Table 3: Benchmark results (F1 scores) on the standard evaluation setting. The top value in each column is
highlighted in bold. Results are averaged over 4 runs.

weights). This could further indicate that CLIP
provides a better image representation than object-
detector-based features for meme-like tasks.

6.1 Error Analysis
Even though a pure vision model achieved better
overall F1 in our current experiment, a good multi-
modal model should perform well on multimodal
data, as well as when a modality is missing or non-
informative. To understand what is required to
achieve good results on the proposed task, we per-
formed error analysis on the best-performing multi-
modal model CLIP-MM-FT by randomly sampling
60 prediction errors (10 per class) and analyzing
them manually.

Memes classification requires knowledge of ex-
ternal references or contexts. In our analysis,
nearly 60% of the prediction errors are either due
to the model’s lack of understanding of external ref-
erences (for example, the use of the yellow badge
during the Holocaust) when making predictions or
failure to jointly reason over text and image with
context. Some typical wrongly-predicted examples
are shown in Figure 2.

(a) A false negative in
Metaphor.

(b) A false negative
in Anthropomor-
phism/Zoomorphism.

Figure 2: Examples of prediction mistakes. (a) This
is a Metaphor, the meme is comparing unvaccinated
people to Jewish people during the Holocaust. (b) This
is Anthropomorphism as it is a personified Arkansas
state.

Exploitation of spurious correlation in vision.

Most of the positive training examples in the Con-
trast category follow a left-to-right two-panel lay-
out. From our error analysis, we found that 9 out
of 10 prediction mistakes in Contrast are likely due
to the model learning spurious correlations (i.e. by
paying attention to the layout rather than the con-
tent). This could also explain why all multimodal
models perform the best in Contrast compared to
their results in other categories (as there is an easy
spurious correlation). Other categories may con-
tain less-exploitable visual patterns and require the
machine learning model to make use of a diverse
set of “references” to world knowledge or com-
monsense (e.g., the US President cannot be under
the age of 18, hence not a child). This further sug-
gests that models that can make judicious use of
external knowledge will likely perform better on
the FigMemes task.

7 Distribution Shift Analysis

As memes evolve fast based on the latest news
and cultural references, in this section we aim to
analyze models trained on different memes classifi-
cation tasks to understand 1) how models perform
under data distribution shifts on FigMemes (pro-
posed); and 2) do the findings also translate to other
memes datasets?

We use three previously mentioned datasets
(§4.1) in this analysis with the following multi-
modal models: VinVL, BERT+CLIP, CLIP-MM-
FT, and CLIP-MM-OOD.

In general, we found the models perform bet-
ter when trained and evaluated on data from the
same distribution (ID) than evaluated on data that
are OOD, see Figure 3 and Figure 4. However,
there are anomalies between datasets. We further
observed that CLIP-MM-OOD does not close the
gaps between ID and OOD evaluation results as it
did in image-only tasks (Kumar et al., 2022), which
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Figure 3: Text-based in-distribution versus out-of-distribution evaluation results. C. is CLIP.
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Figure 4: Image-based in-distribution versus out-of-distribution evaluation results. ID Artistic means train and test
on Artistic visual style data. OOD Artistic means train on Artistic and test on all except Artistic style data. Similar
for ID/OOD Real. C. is CLIP.

could be due to multiple factors (choice of back-
bone models, hyperparameters, etc.) and we plan
to investigate this in future work.

Models trained with FigMemes are less sensitive
to text-based distribution shifts. We do not ob-
serve any significant drop in averaged F1 scores for
FigMemes between ID and OOD evaluation (Fig-
ure 3a) across all evaluated multimodal models. In
fact, poor OOD test results mainly came from the
OOD test set without any text (see Appendix E.2
for results per OOD test set). This is important
since an ideal multimodal model should not only
be able to utilize features from each input modality,
but also maintain performance on a task when an
input mode is missing (and the nature of the task is
unchanged).

Figure 4a shows that models trained on Fig-
Memes are more sensitive to visual category shifts,
which aligns with our previous findings. We also
found that training with memes that are Artistic in
style creates a harder transfer scenario.

ID/OOD performance gaps are dataset/task-
dependent. Contrary to findings on FigMemes,
models evaluated on the Memotion 2 dataset do not
show much difference between ID/OOD results in
the visual category shifts. We suspect that this is

due to the extreme imbalance of the dataset.14

On the other hand, MAMI (misogyny classifica-
tion) is quite sensitive to distribution shifts in both
text and images (with the largest drop of 14.11 and
20.09 in F1, respectively).15 The most prominent
drop is when training on memes in the Real style,
but testing on memes from other styles (especially
when tested on memes in the Artistic style, see Ta-
ble 12). Similar trends were also observed in other
splits (see Appendix E.3 for details).

Based on these results, we recommend that fu-
ture work on multimodal datasets perform analyses
on distribution shifts and identify potential failure
modes, as well as provide splits for evaluating these
failures. Datasets should help facilitate the devel-
opment of machine learning models that are robust
to distribution shifts, which also have implications
for their real-world applicability.

14Memotion 2 (subtask B) is a task on classifying humour,
sarcasm, offensive and motivational memes. In the dataset,
nearly 86.5% of the data are labelled as humour, and only
4.2% of the data are labelled as motivational.

15Both MAMI and Memotion 2 are more sensitive to the
text shifts in OOD test set 1, see Table 11 for details. We
recommend future works use the test set 1 to study OOD
generalization for these two tasks.
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8 Conclusions

In this paper, we introduce a novel multi-label
memes dataset – FigMemes, for classifying fig-
urative language in politically-opinionated memes.
The dataset contains annotated memes covering a
wide range of figurative language and topics over
a period of 5 years. We provide comprehensive
benchmarks using state-of-the-art unimodal and
multimodal machine learning models and show
that the dataset poses unique challenges to existing
models. Our error analysis and distribution shifts
analysis reveal the limitations of state-of-the-art
models and the need to develop robust models that
understand world knowledge and commonsense.
Our dataset presents unique challenges and oppor-
tunities for future research in robust multimodal
models that can benefit computer science research
and humanities research in political sciences and
sociology.

9 Limitations

One limitation of our work is the single data source,
4chan /pol/ board. In the future, we would like to
extend the work to other data sources. The set of
figurative language used in the proposed dataset
is also limited to six, which we aim to expand to
more categories in the future.

Our distribution shifts analysis is based on dis-
tribution shifts in each modality, independently.
In the future, we would like to extend the work
to include joint distribution shifts, in both image
and text. We would also like to extend the work
and create an adversarial test set and facilitate the
development of models that are robust to pseudo-
correlation in the future.

10 Ethics Considerations

We aim to study figurative language in politically-
opinionated memes, where they can be poten-
tially misused, such as to develop models to au-
tomatically generate persuasive or even harmful
politically-opinionated memes. The dataset may
also serve as unintentional advertisement of cer-
tain online communities. However, since all of
the memes in our dataset are freely available (and
archived) on the internet, we do not provide any
additional advantage to such actors. We argue that
by focusing the research community on models that
can better understand figurative language in these
memes, we can help to develop countermeasures

against such actors, bring awareness, and poten-
tially mitigate spreading of the harmful content on
the internet. To further mitigate risk, we do not
allow our dataset to be indexed by search engines,
and we will require all users to provide their aca-
demic affiliation as a condition to access the data.

The research study was examined with the help
of the self-assessment checklist of the Ethics Com-
mittee of Technical University of Darmstadt and
found to be ethically unobjectionable, which is why,
in accordance with local regulations, a formal vote
of the Ethics Committee was dispensed with.
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A Examples of Different Visual
Categories

As described in our main paper, we de-
fined four different visual-style categories:
Artistic/Real/Mixed/Info-graph. Figure 5 shows
examples from different visual categories.

B Additional Dataset Statistics

Since our data covers topics spanning 5 years, to
understand which words are important per year of
our dataset, we compute 10 top-weighted tokens
per year (tokens attributed to the most occurrences
in the entire corpus, in a year). We construct the
vocabulary by selecting tokens that occur more
than 5 times in different memes, and only count
unique tokens per meme, with the removal of stop-
words16, URLs, and numerical values. We con-
struct per year token count fyear and total token
count ftotal. The weights of the tokens per year are
calculated as fyear/ftotal. These tokens highlight
the significant events that occurred during that time
period, ranging from Syrian refugees and Epstein
to COVID-19.

Figure 6 shows the normalized histogram of the
number of tokens in our dataset. We truncate the to-
ken count to 100 tokens since the token distribution
is long-tailed.

C Hyperparameters

We report the hyperparameters used in our bench-
mark experiments in Table 5. We used the
AdamW (Loshchilov and Hutter, 2019) optimizer,
and all learning rates used are listed in Table 6.
The maximum sequence length for BERT and De-
BERTa is 96. We use a maximum sequence length
of 96 for text, and 36 for image features for both
VinVL and BERT+CLIP. The maximum sequence
length for multimodal CLIP experiments is 77
(original).

The learning rate and weight decay parameters
are determined by using a grid search when train-
ing on the standard evaluation set. The weight de-
cay grid values were {0.05, 10−8}. The learning
rate grid values were {10−3, 5× 10−3, 10−4, 5×
10−4, 10−5} for linear probing and {2×10−5, 3×
10−5, 5× 10−5} for all others.

Note that for the CLIP-MM-OOD model, we
first train CLIP-MM-LP for 20 epochs, then reload

16NLTK:https://www.nltk.org/book/ch02.html

the weights for full fine-tuning for another 20
epochs.

We evaluated each model after every epoch and
loaded the checkpoint with the best average F1
score at the end of training for testing.

All experiments were performed on NVIDIA
P100 or A100 GPUs.

D Data Statistics for Analysis

D.1 Splits

We report the statistics of the splits used in our
distribution shifts analysis in Table 7 and Table 8.
Note that Infographic is excluded from visual-
based evaluation for Memotion 2 and MAMI due to
its data size. The training data size of 900 memes
was picked to keep the same number of training
examples across all distribution-shift scenarios and
ensure there are enough memes with labels in the
test set.

Since Memotion 2 and MAMI are larger than
the proposed FigMemes dataset, a majority of the
memes from these two datasets are used for eval-
uation. We further provide additional results on
Memotion 2 and MAMI on different splits with
much larger training sets in Appendix E § E.3. The
trends we observed in our analysis persist when
using a larger training set.

D.2 Token Statistics

We also included top tokens (by TFIDF,
min. count=5, max document frequency=0.8) for
all of the test sets used in our distribution shifts
analysis in Table 9.

E Additional Results

E.1 Standard Evaluation

We include benchmark results on the Exact Match
(EM) score and Hamming Loss (HL) in this sec-
tion. EM is the total number of predictions that
match the targets in all 6 categories, divided by the
total number of predictions. HL is defined as fol-
lows: given a multi-label classification task with N
classes and a dataset of size M , let the true target
of a data point be ynm and the predicted target of a
data point be ŷnm. The HL is the average Hamming
distance between y and ŷ over the dataset given by
1

MN

∑M
m=1

∑N
n=1 XOR(ynm, ŷnm). A lower HL

is better.
Table 10 shows the Hamming loss of benchmark

models under the standard evaluation setting. CLIP-
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(a) Real (b) Artistic (c) Mixed (d) Infographic

Figure 5: Examples of memes from different visual categories.

Year Tokens
2017 bitches, saving, syrian, catholic, excellent, occupy, dd, grand, saved, refugees
2018 gives, fashion, purple, dollars, levels, immigrants, isis, ga, po, cucks
2019 cake, record, epstein, immigration, yang, murder, despite, island, month, nordic
2020 unlimited, virus, corona, color, leaders, coronavirus, hide, tall, banks, voting
2021 vaccinated, ancestry, spanish, laws, consequences, chud, mossad, terrorism, fb, medical

Table 4: Top weighted tokens per year.

(a) Histogram (normalized) of the number of tokens in different
splits.

(b) Histogram (normalized) of the number of tokens in different
labels.

Figure 6: Distribution of number of tokens in different
data split (a) or label (b).

Name Value

Optimizer AdamW
Warmup steps 0
Learning rate schedule linear
Weight decay 0.05
Batch size 64
Epochs 20αβ , 40γ

Table 5: Training Setup: α: Text-based Distribution
Shifts. β : Image-based Distribution Shifts. γ : CLIP-
MM-OOD with 20 epochs trained for linear probing
and 20 epochs trained for fine-tuning.

Name Learning rate

BERT 0.00003
DeBERTa 0.00003

CLIP-CNN-LP 0.005
CLIP-CNN-FT 0.00002
ConvNeXt-LP 0.005
ConvNeXt-FT 0.00005

VinVL 0.00003
BERT+CLIP 0.00003
CLIP-MM-LP 0.005
CLIP-MM-FT 0.00002

Table 6: Learning rates used in our experiments. Note
that CLIP-MM-OOD uses the same learning rate as
CLIP-MM-LP during the linear probing training and
uses the same learning rate as CLIP-MM-FT during
fine-tuning.

Dataset Train Val. ID OOD 1 OOD 2

FigMemes 900 150 2102 1551 438
Memotion 2 900 150 5997 1043 410
MAMI 900 150 5969 3284 697

Table 7: Statistics on text-based distribution-shift splits.
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Dataset Style Train Val. Test

FigMemes Artistic 900 150 1152
Real 900 150 1090

Infographic - - 152
Mixed - - 647

Memotion 2 Artistic 900 150 696
Real 900 150 5430

Infographic† - - 1
Mixed - - 273

MAMI Artistic 900 150 913
Real 900 150 7605

Infographic† - - 4
Mixed - - 378

Table 8: Statistics on visual-based distribution-shift
splits. †: Infographic is excluded from evaluation for
Memotion 2 and MAMI due to its data size.

MM-FT is the best-performing model based on the
Hamming loss.

E.2 Distribution Shifts

The complete results from our topic distribution-
shift analysis are shown in Table 11. The complete
benchmark results for visual distribution-shift are
shown in Table 12.

E.3 Distribution-Shift Comparisons Between
2 Splits.

We observed no clear changes in the Memotion
2 dataset or generalization issues with the MAMI
dataset when experimenting with distribution splits
described in our paper and § D.1. To verify that
these patterns are not due to model under-fitting (as
the training size for the previous splits was 950 for
all categories), we used alternative splits with up
to 5000 memes for training in both datasets. The
detailed statistics are in Table 13 and Table 14.

The distribution-shift evaluation results for Mem-
otion 2 and MAMI are shown in Figure 7 and Fig-
ure 8, respectively. Regardless of the training set
size, we still observed large generalization gaps for
the MAMI dataset in both modalities. A very small
gap was observed under text-distribution shifts for
the Memotion 2 dataset.

F Dataset Statement

What do the instances that comprise the dataset
represent (e.g., documents, photos, people, coun-
tries)? The dataset contains internet memes col-
lected from 4chan. The dataset contains photos,
drawings and other user-generated content.

What data does each instance consist of? Each
instance will consist of an image (i.e. the meme),
text extracted by OCR, and labels.

Are there recommended data splits (e.g.,
training, development/validation, testing)? Yes,
we describe the splits in the main section of the
paper. We will release the dataset splits.

Does the dataset contain data that, if viewed
directly, might be offensive, insulting, threaten-
ing, or might otherwise cause anxiety? We aim to
study figurative language in politically-opinionated
memes. As our dataset source is the 4chan /pol/
board, it contains content that uses racial slurs,
stereotypes, Nazi references, etc. Our dataset is
intended to be used for building robust multimodal
models that can classify such memes, aid human-
ities research, especially in political science and
sociology, and build automatic systems that can
raise awareness at scale. This dataset should only
be used for academic research or non-commercial
purposes.
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FigMemes
Split/Style Tokens

ID autism, butt, ce, coronavirus, disease, horse, mask, painting, roll, sit
OOD 1 amerimutt, ancestor, ancestors, ancestry, animals, australia, authoritarian, bank, banks, bible
OOD 2† -
Artistic nope, gotta, reddit, important, pls, question, rare, bit, favorite, hide
Real memri, bert, supporters, ay, daughter, feminism, realise, taste, tits, trans
Mixed mar, syrian, blacked, greek, tha, wonder, sea, ancient, empire, gee
Infographic bell, curve, gf, libertarian, authoritarian, chad, actual, anon, fun, virgin

Memotion 2
Split/Style Tokens

ID adolf, ads, alex, alive, alright, app, april, army, art, basically
OOD 1 workouts, bench, exercising, itches, reps, treadmill, cardio, intense, lifting, squat
OOD 2 essays, project, assignment, essay, exam, assignments, studied, teacher, semester, homework
Artistic pathetic, feet, intellectual, scale, lower, sneeze, spongebob, fix, throw, art
Real ac, acting, adam, adapt, agents, ah, alabama, alarm, aliens, alive
Mixed kalm, panik, aunt, bikini, council, dentist, greatest, military, pr, slaps
Infographic† -

MAMI
Split/Style Tokens

ID absolutely, actor, africa, african, airbags, americans, amy, arab, aunt, balcony
OOD 1 interview, isekai, lover, manga, mmonopoly, smarter, waitress, breakup, condoms, farts
OOD 2 responsibilities, wwiii, oppressed, feminists, equal, equality, wave, patriarchy, rights, adultswim
Artistic derp, dining, ffffff, fffuu, opinions, pokemon, considered, fall, hentai, japanese
Real absolute, ac, action, actor, admit, ads, adultswim, advantage, advertising, advice
Mixed kalm, panik, shef, ii, miles, medium, nd, programmers, rd, film
Infographic† -

Table 9: Top tokens by TFIDF for each test split for all datasets used in our analysis. †: For FigMemes, the second
OOD test set consists of memes without text, as it is a natural text-based topic shift. Since both Memotion 2 and
MAMI contain less than 5 memes in the style of Infographic, we did not compute the top tokens.
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(d) Visual distribution shifts (large train)

Figure 7: Comparison of evaluation results on distribution shifts using different splits. Memotion 2 dataset. In (c)
and (d) ID Artistic means train and test on Artistic visual style data. OOD Artistic means train on Artistic and test
on all except Artistic style data. Similar for ID/OOD Real.

Model EM ↑ HL ↓
BERT 13.73 29.42
DeBERTa 12.55 29.89

ConvNeXt-LP 8.25 31.67
ConvNeXt-FT 17.06 25.21
CLIP-CNN-LP 21.35 23.31
CLIP-CNN-FT 27.71 19.55

VinVL 21.51 22.82
BERT + CLIP 22.37 23.04
CLIP-MM-LP 22.50 22.60
CLIP-MM-FT 30.58 18.21

Table 10: Exact Match score and Hamming loss (aver-
aged over 4 runs) of benchmark models in the standard
evaluation setting.

FigMemes (F1)
Tested on ID OOD 1 OOD 2 (w/o Text)

VinVL 36.63 40.86 27.94
BERT + CLIP 39.13 40.28 32.19
CLIP-MM-LP 37.86 40.82 33.18
CLIP-MM-FT 39.74 43.00 29.15
CLIP-MM-OOD 32.03 35.39 30.38

Memotion 2 (F1)
Tested on ID OOD 1 OOD 2

VinVL 40.66 34.75 37.77
BERT + CLIP 45.08 42.00 44.97
CLIP-MM-LP 44.44 41.73 42.77
CLIP-MM-FT 43.36 38.7 40.59
CLIP-MM-OOD 39.46 35.14 35.34

MAMI (F1)
Tested on ID OOD 1 OOD 2

VinVL 44.42 26.66 36.52
BERT + CLIP 48.82 35.00 40.68
CLIP-MM-LP 52.24 42.25 45.58
CLIP-MM-FT 50.42 36.68 42.81
CLIP-MM-OOD 48.38 30.22 38.32

Table 11: Benchmark results (averaged over 4 runs)
when trained and evaluated on different topic clusters.
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FigMemes (F1)
Trained on Artistic Real
Tested on Artistic Real Infographic Mixed Artistic Real Infographic Mixed

VinVL 38.44 29.09 34.90 37.87 30.86 35.98 35.14 35.07
BERT + CLIP 42.89 31.06 34.44 39.11 30.29 37.65 25.66 34.68
CLIP-MM-LP 39.33 31.30 36.97 41.93 30.26 35.25 30.27 34.22
CLIP-MM-FT 39.96 28.70 33.22 37.98 25.95 36.02 32.75 30.38
CLIP-MM-OOD 37.00 26.02 28.76 32.58 19.31 31.91 21.09 18.87

Memotion 2 (F1)
Trained on Artistic Real
Tested on Artistic Real Infographic Mixed Artistic Real Infographic Mixed

VinVL 41.77 41.69 - 43.46 42.19 40.79 - 42.37
BERT + CLIP 48.46 47.32 - 50.19 43.95 43.88 - 45.26
CLIP-MM-LP 43.53 43.57 - 43.68 43.98 43.17 - 45.20
CLIP-MM-FT 45.02 43.89 - 44.72 39.49 38.54 - 40.69
CLIP-MM-OOD 39.54 38.73 - 37.47 37.50 35.45 - 37.76

MAMI (F1)
Trained on Artistic Real
Tested on Artistic Real Infographic Mixed Artistic Real Infographic Mixed

VinVL 26.36 29.82 - 23.18 21.74 43.20 - 28.43
BERT + CLIP 28.72 37.56 - 30.40 25.99 48.38 - 32.88
CLIP-MM-LP 30.64 37.36 - 29.48 38.38 53.70 - 40.18
CLIP-MM-FT 29.39 32.48 - 28.83 26.48 50.57 - 36.75
CLIP-MM-OOD 27.48 26.23 - 20.35 30.07 51.46 - 33.44

Table 12: Benchmark results (averaged over 4 runs) when trained and evaluated on different visual categories.

Dataset Train Val. ID OOD 1 OOD 2

Memotion 2 5000 150 1897 1043 410
MAMI 5000 150 1869 3284 697

Table 13: Statistics on text-based distribution-shifts
splits (large train size).

Dataset Style Train Val. Test

Memotion 2 Artistic 900 150 696
Real 5000 150 1330

Infographic† - - 1
Mixed - - 273

MAMI Artistic 900 150 913
Real 5000 150 3505

Infographic† - - 4
Mixed - - 378

Table 14: Statistics on visual-based distribution-shifts
splits (large train size). †: Infographic is excluded from
evaluation for Memotion 2 and MAMI due to its data
size.
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Figure 8: Comparison of evaluation results on distribution shifts using different splits. MAMI dataset. In (c) and (d)
ID Artistic means train and test on Artistic visual style data. OOD Artistic means train on Artistic and test on all
except Artistic style data. Similar for ID/OOD Real.
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