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Abstract

Recent work found that LLMs are sensitive
to a wide range of arbitrary prompt dimen-
sions, including the type of delimiters, an-
swer enumerators, instruction wording, and
more. This throws into question popular
single-prompt evaluation practices. We present
DOVE (Dataset Of Variation Evaluation) a
large-scale dataset containing prompt pertur-
bations of various evaluation benchmarks. In
contrast to previous work, we examine LLM
sensitivity from an holistic perspective, and
assess the joint effects of perturbations along
various dimensions, resulting in thousands of
perturbations per instance. We evaluate sev-
eral model families against DOVE, leading to
several findings, including efficient methods
for choosing well-performing prompts, observ-
ing that few-shot examples reduce sensitivity,
and identifying instances which are inherently
hard across all perturbations. DOVE consists
of more than 250M prompt perturbations and
model outputs, which we make publicly avail-
able to spur a community-wide effort toward
meaningful, robust, and efficient evaluation.

Browse the data, contribute, and more at:
https://slab-nlp.github.io/DOVE

1 Introduction

Recent years have seen an explosion of LLMs ap-
plied in few- or zero-shot settings, where natural
language is used for both input and output. Al-
though this free-text format lends itself to various
applications, the flexibility in task formulation also
leads to large variation in performance.

LLM performance was shown to change dras-
tically based on slight perturbations in arbitrary
prompt dimensions, including the number of white
spaces (Sclar et al., 2023), answer enumerators
and ordering (Alzahrani et al., 2024a; Pezeshkpour
and Hruschka, 2024), few-shot demonstrations (Lu
et al., 2022), and more (Leidinger et al., 2023;
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Figure 1: Building DOVE. To holistically explore LLM
sensitivity, we sample prompts as a walk in the space
of various prompt dimensions (rows, above).

Voronov et al., 2024). This sensitivity presents a
challenge to meaningful evaluation, exacerbated by
the rising cost of inference, which bars large-scale
evaluation studies, especially for research groups
with small to medium budgets (Perlitz et al., 2024).

Such concurrent findings throw into question
the generalizbility of many of the recent evaluation
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benchmarks, which tend to rely on one arbitrary
prompt (Mizrahi et al., 2024). We argue that this
constitutes a crisis in evaluation which should be a
community-wide concern, standing in the way of a
better scientific understanding of LLMs, indicating
where they excel and where they lack, especially as
they are being increasingly deployed in real-world
applications (Raiaan et al., 2024).

Our main contribution in this work is the in-
troduction of DOVE, a publicly available large-
scale dataset consisting of 250M model predictions,
which facilitates and democratizes the systematic
study of LLM sensitivity and the development of
meaningful evaluation protocols.

Starting from popular multiple-choice bench-
marks, such as MMLU (Hendrycks et al., 2021),
ARC (Clark et al., 2018), or Race (Lai et al., 2017),
we go beyond common evaluation protocols and
collect LLM predictions on a wide range of prompt
perturbations, resulting in thousands of samples
per single instance from the original benchmark.
For each such instance, DOVE records the full
LLM response along with the model’s log prob-
abilities and an automatic binary score.

We analyze the performance of various LLMs
on DOVE and find that the problems observed at
smaller scales persist at this large scale. We find
that along various dimensions (prompt phrasing,
formatting, and more), performance can vary by
more than 10% absolute difference, while model
ranking also varies based on these arbitrary choices.
These make DOVE a valuable testbed for exploring
evaluation and sensitivity at scale.

To demonstrate the kind of analysis permitted
by DOVE, we use it to make three novel observa-
tions on prompt sensitivity in LLMs, which benefit
downstream application and provide a more mean-
ingful evaluation. First, we observe that prompt-
tuning the entire prompt is subpar compared to in-
dependent dimension-wise tuning; second, we find
that adding few-shot demonstrations consistently
reduces sensitivity, though it is far from solving
the problem; and third, DOVE can be used to find
consistently hard instances, which stump models
regardless of any prompt selection, thus delineating
the real limits to their capabilities.

By making DOVE publicly and openly available,
we hope to enable and spur research into meaning-
ful, generalizable, and efficient LLM evaluation,
which will help to understand their strengths and
limitations. Toward that goal, we plan to make
DOVE a collaborative and growing resource and

encourage the contribution of data from more di-
verse domains, applications, and languages.

2 Definitions: Prompt Sensitivity

In this section, we establish terminology, defini-
tions, and metrics for formally quantifying the phe-
nomenon of prompt sensitivity. In this work, we
choose to focus on multiple-choice questions to
allow for a relatively easy evaluation of model out-
puts compared to text generation tasks, such as
summarization or translation, where the space of
correct predictions is vast, and may be considered
in future work.

Intent-preserving prompts. Following Chatter-
jee et al. (2024), two prompts p1, p2 are considered
intent-preserving if they are designed to convey
the same underlying meaning, despite differences
in phrasing or structure. For example, the two fol-
lowing prompts are considered intent preserving
p1 = “Who is the partner of Mario? Choose from:
A. Donito B. Lagio C. Luigi”, p2 = “Answer the
following question: Who is the partner of Mario?
A. Donito B. Lagio C. Luigi”.

Prompt dimensions and linearization. We cat-
egorize the differences between intent-preserving
prompts along different dimensions, where each
dimension D is a set of possible values such that
any value from d ∈ D preserves the intent of the
prompt. For example, the enumerator dimension
may contain values such as {roman, numerals}.
Like enumerators, prompt dimensions may be dis-
crete or continuous, e.g., instruction paraphrase.
Furthermore, we define prompt linearization:

T (x, d1, . . . , dn) 7→ p (1)

Where x is an underlying question, e.g., “who is
Mario’s partner?”, d1 ∈ D1, . . . , dn ∈ Dn are
choices made along n prompt dimensions, and T
is their deterministic linearization to a prompt p,
which can be given as input to an LLM.

Prompt sensitivity. measures the degree to
which the performance of an LLM M deviates
between intent-preserving prompts. Ideally, the
performance of an LLM M should be invariable to
different choices along intent-preserving prompt di-
mensions. Formally, to measure prompt sensitivity
on multiple-choice questions, we define a model
M ’s accuracy along different dimension choices
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Figure 2: DOVE requires a diverse set of skills.

d1, . . . , dn in the following manner:

Acc(M,Dom, d1, . . . , dn) =∑
(xi,yi)∈Dom

1(M(T (xi, d1, . . . , dn)) = yi)

|Dom|
(2)

Where Dom is a dataset consisting of labeled
tuples (xi, yi) in a certain domain, for example
(who is Mario’s partner?, Luigi). Intuitively, Acc
measures the accuracy of M on Dom according
to a specific set of choices for the different prompt
dimensions. Consequently, we measure prompt
sensitivity as the difference in accuracy for differ-
ent dimensions using various statistical measures.

3 DOVE: A Large-Scale
Multi-Dimensional Dataset of
LLM-Generated Responses Towards
Meaningful LLM Evaluation

In this section we introduce DOVE, a large-scale
corpus of model predictions along multiple dimen-
sions.

As shown in Figure 1, the building blocks of
DOVE are instances from existing popular datasets.
For each instance, we create a wide range of intent-
preserving prompts, by varying the instances along
five dimensions (enumerator, separator, choices
order, phrasing, and demonstrations).

Below we discuss the different dimensions,
which are also summarized in Table 1. We choose
these dimensions based on a survey of recent stud-
ies on LLM sensitivity, yet we do not claim that
this forms an exhaustive list of factors affecting
LLM performance. Future work can expand this
with additional dimensions to explore their effect.

Domains. We cover a wide range of data
sources, spanning 78 different data sets from
MMLU (Hendrycks et al., 2021), MMLU Pro,

Dimension Examples # of Values

Enumerator Roman, Numerals 6

Separator ;, | 7

Choices Order original, correct first 6

Phrasing
The following are multiple-
choice questions about {topic }.
{question }{choices }Answer:

13

Demonstrations Zero-shot, Five-shot 2

Table 1: The different intent-preserving prompt dimen-
sions in DOVE, along with example values, and overall
number of values per dimension. The total number of
perturbations per sample is the Cartesian product of all
values, resulting in over 6.5K perturbations per sample.

ARC (Clark et al., 2018), HellaSwag (Zellers et al.,
2019), OpenBookQA (Mihaylov et al., 2018), So-
cial IQa (Sap et al., 2019), and RACE (Lai et al.,
2017). From each of these, we take 100 instances
chosen at random, resulting in 7,800 base instances,
which we extend with different perturbations in
subsequent steps. Figure 2 shows that solving these
samples requires a wide range of skills.

Answer enumerators, choice separators and or-
derings. Recent work has noticed that very sub-
tle changes in the prompt can lead to significant
changes in both absolute as well as relative model
performance. These include answer enumerators,
e.g., roman versus numeral options, choice sepa-
rators, e.g., new line versus commas, and the or-
der in which the options are presented, e.g., the
position of the correct answer (Alzahrani et al.,
2024a; Pezeshkpour and Hruschka, 2024; Zhou
et al., 2024a; Gupta et al., 2024a). All options are
summarized in Table 3 in the Appendix.

Instruction phrasing. Variations in the way in-
structions are written can significantly influence
model behavior (Mizrahi et al., 2024; Chatterjee
et al., 2024). To systematically explore this effect,
we wrote and verified 13 distinct instruction tem-
plates for each of our datasets, drawing inspiration
from the format used in established benchmarks
like MMLU (Hendrycks et al., 2021) and HELM
(Liang et al., 2023), as well as paraphrases from
Zhuo et al. (2024) and Mizrahi et al. (2024). See
Appendix A for a complete listing of paraphrased
instructions.

Demonstrations. We vary the number of few-
shot demonstrations, chosen randomly from the
training set of each dataset, based on previous work
which found this to be a factor affecting model
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Figure 3: Performance variations across evaluation datasets. Each datapoint represents the accuracy of one
model calculated across 100 instances. Vertical scatter plots illustrate the variance within each dataset and each
model. Model performance varies substantially, indicating persistent prompt sensitivity prompts at large scales.

Field Description

Hyperparameters Temperature, top-p
Tokens logprobs Model’s log probability of prompt

tokens
Few-shots Example question-answer pairs
Response Model’s full response to the prompt
Tokens logprobs Model’s log probabilities for gener-

ated tokens
Ground truth The correct answer for the given

instance
Evaluation method Name of method used to evaluate

the model’s response
Score Automatic evaluation score

Table 2: Additional metadata. Instance-level details
available in DOVE to allow future research into their
effect, such as the input and output log probabilities
assigned by the model.

performance (Zhao et al., 2021; Lu et al., 2022;
Kumar and Talukdar, 2021; Reif and Schwartz,
2024).

Additional metadata. Table 2 shows additional
instance-level details available in DOVE to allow
future research into their effect, such as the input
and output log probabilities assigned by the model.

4 Evaluation

In this section, we evaluate various models against
DOVE, finding that they all exhibit prompt sensi-
tivity at large scale, also when controlling for most
of our tested dimensions.

4.1 Experimental Setup

We evaluate the following model families against
DOVE: Llama (1B, 3B, 8B) (Dubey et al., 2024),
OLMo (7B) (Muennighoff et al., 2024), and Mis-
tral (7B) (Jiang et al., 2023). We focus on open-
weight LLMs which we can run locally for two
main reasons. First and foremost, API-based chat-

bots (such as ChatGPT or Claude) alter the prompt
in undisclosed ways, for example, to try to ensure
that it is safe, or to improve performance (Rao
et al., 2024), which may interfere with our findings
in a non-trivial manner.

Second, running closed models in such a large
scale (60M instances per model) incurs infeasible
costs, which do not pay back to the community.
However, we note that such sensitivity was ob-
served in closed models (Mizrahi et al., 2024) as
well as large open models (Zhou et al., 2024b;
Alzahrani et al., 2024b; Gupta et al., 2024b), sug-
gesting that these phenomena are not artifacts of
model size limitations, and we encourage future
work to test them on DOVE.

We generate DOVE using vLLM (Kwon et al.,
2023) on a cluster of NVIDIA A100 80GB GPUs.
In total, dataset creation requires approximately
5,000 GPU hours. For instance, the Mistral-7B
model requires 1,189 GPU hours, while other mod-
els range from 754 to 1,341 GPU hours each. Over-
all, creating DOVE on cloud services, such as AWS,
costs upwards of $25K, highlighting the high costs
of such large scale evaluations.

We extend and use the Unitxt framework (Ban-
del et al., 2024) to generate and evaluate multiple
prompt variations in multiple datasets.

Evaluation metric. To evaluate model outputs
we use semantic similarity matching (Mitkov et al.,
2009; Obot et al., 2023). For each response, we
identify the answer option with highest semantic
similarity to the model’s output and consider the
prediction correct if it matches the ground truth.

4.2 Results: Prompt Sensitivity Persists in
Large-Scale Data

Figure 3 depicts model performance on several
domains as a distribution across intent-preserving
prompts, while similar trends were observed across
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Figure 4: Accuracy marginalization for different dimensions. Variations along each of the dimensions in DOVE
lead to prompt sensitivity, even when controlling for all other dimensions.

all other domains (see Appendix B.1). For instance,
OLMo’s performance on HellaSwag ranges from
1% to 99% based on the prompt. These findings
suggest that the dimensions we explore in DOVE

indeed play a role in the performance of all LLMs.
To better understand these results, we marginal-

ize each dimension by averaging its performance
across all other dimensions. Formally, without loss
of generality for each value d1 ∈ D1 (for exam-
ple, the choice of roman numerals), we compute a
marginalized accuracy score Accd1 :

Accd1(M,Dom) =
∑

d2∈D2

...
dn∈Dn

Acc(M,Dom, d1, . . . , dn)

|D2| · . . . · |Dn|

(3)

Where D1, . . . , Dn are the different dimensions,
and Acc(·) is according to Equation 2.

The results, depicted in Figure 4 show that vari-
ation along each individual dimension changes re-
sults substantially. For instance, for Mistral, differ-
ent paraphrases lead to an 8% difference in accu-
racy. Beyond absolute performance differences, we
also observe varying preferences across models to
different prompt variations. For example, OLMoE
performs best with greek numerals, achieving the
highest average accuracy across the dataset with
this choice. On the other hand, Mistral rank greek
numerals only as the third best option, performing
less than both capital and lateen numerals. This
discrepancy underscores that models demonstrate
distinct prompt preferences.

Statistical significance. Following (Mizrahi
et al., 2024), we quantified performance variance

Figure 5: Substantial performance differences across
prompt perturbation. The number of standard devia-
tions by which model performance on original instruc-
tions deviates from average across few-shot prompts.
Dark cells show substantial divergence.

by calculating divergence scores, defined as the
number of standard deviations by which perfor-
mance using the original prompt deviates from the
mean performance across all prompts. Figure 5
shows significant divergence in randomly sampled
domains from the MMLU (Hendrycks et al., 2021),
where divergence is defined as exceeding one stan-
dard deviation (Kazmier et al., 2003). For Instance,
Mistral’s performance with original prompts ex-
ceeds its mean performance by more than one stan-
dard deviation in 35 of 57 domain tasks (complete
results can be found in Figure 12 in Appendix B.3)

5 Analysis

So far, we made use of DOVE to quantify the effect
of prompt sensitivity in large scale, finding that
each of the individual prompt dimensions further
contributes to this sensitivity. In this section, we
discuss three observations that stem from this large-
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scale analysis and have practical implications for
downstream applications and for more generaliz-
able and meaningful evaluation.

5.1 Efficient Prompt Selection
We use DOVE to answer the following question:
How should the values for the different dimensions
be chosen to optimize performance, given a fixed in-
ference budget? This is a practical question whose
answer can benefit downstream applications in var-
ious real-world scenarios.

Given a set of all possible prompts C and a
limited sampling budget m, DOVE allows us to
explore how to efficiently identify prompts that are
likely to yield good performance. This question
has actionable practical implications, as evaluating
all possible prompts is computationally prohibitive.

We leverage DOVE to simulate different sam-
pling scenarios, focusing on zero-shot settings. For
each model, we establish ground truth by finding
the prompt c∗ ∈ C that maximizes performance
across our complete dataset. We then investigate
how different selection methods perform with lim-
ited number of samples.

In particular, we explore four strategies for
choosing a prompt based on a set of observations:
(1) independent selection: chooses the best ob-
served value for each dimension, marginalizing all
other dimensions; (2) linear regression: we train
a linear regression on the observed samples which
aims to predict accuracy from the set of discrete
observed values for each dimension; (3) maximum
observed prompt: chooses the values for all dimen-
sions according to the best performing prompt in
the observed set; and (4) random baseline: chooses
the values for all dimensions at random.

Figure 6 shows the accuracy of the different
approaches along various data sizes, reporting for
each the mean accuracy as well as its standard
deviation across 10 random seeds, while Figure 7
shows the area under the graph for each of the the
different approaches (See Appendix B.4 for similar
results across all models).

It is evident that different prompt selection ap-
proaches can lead to vastly different results. In-
terestingly, choosing the values for the different
dimensions in an independent manner achieves
performance on par with linear regression, and
performs better than choosing the best observed
performance. Choosing the best observed prompt
becomes reliable with more data, but only after
observing tens of millions of samples.

5.2 Few-Shot Demonstrations Consistently
Reduce Sensitivity

Figure 8 depicts the performance of prompts with
few-shot demonstrations versus zero-shot prompts.
We find that few-shot demonstrations consistently
lead to more robust performance (see Appendix
B.2 results across all domains).

Still, few-shot demonstrations are far from com-
pletely mitigating all sensitivity. Even with demon-
strations we see a wide range of scores, e.g., above
20% for all datasets in Figure 8. Furthermore, their
effect is sometimes minimal, for example, in Social
IQa and in the legal domain of MMLU-Pro.

From a practical perspective, these results sug-
gest that few-shot examples should be added
where possible to mitigate the sensitivity of current
LLMs.

5.3 Some Examples are Consistently Easy or
Consistently Hard for Models

We use DOVE to perform an instance-level analy-
sis. Figure 9 categorizes each sample according to
its success rate, which we calculate as the percent-
age of prompt perturbations for which the model
outputs the correct answer, of all the perturbations
for that sample. The lower ends of the spectrum,
marked in red, count instances for which the model
errs on all prompt perturbations, whereas on the
higher end of the spectrum are samples for which
the models succeds on all prompt perturbations.

These results suggest a novel definition for what
constitutes inherently hard instances for models,
namely where they fail on all possible prompt per-
turbations for the same instance. Moreover, on
either of these extreme ends, models are in fact
less sensitive, as they consistently succeeded or err
on all prompt perturbations.

6 Call for Community Collaboration

Our public release of DOVE provides a compre-
hensive dataset and standardized schema for multi-
dimensional LLM evaluations. Yet, the scale and
scope of LLM evaluation demands collaborative
efforts beyond the capacity of individual research
groups. By establishing DOVE as an open and
extensible platform, we invite the research com-
munity to contribute existing model evaluations,
enhancing the collective understanding of prompt
sensitivity across diverse models, tasks, and lan-
guages. In this manner, we can also improve the
efficiency and accessibility of research into LLM
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Figure 6: Efficient prompt selection approaches can improve perfromance. Performance gap from the ground
truth prompt (y-axis) versus sample count (x-axis) for LLMs and selection methods. Results demonstrate that
efficient prompt selection methods can improve performance with relatively small sample sizes, outperforming
random selection.

Figure 7: Prompt selection methods outperform ran-
dom and best observed baseline. AUC comparison of
prompt selection methods across different LLMs. The
lower AUC values indicate better overall performance
across sample sizes of selection methods over random
baseline.

evaluation. Instead of rerunning the same evalua-
tion by independent groups unaware of each other’s
work, a public and standardized repository can pro-
vide a reference which developers can browse and
enrich.1

A Living, Evolving Benchmark DOVE is de-
signed as a dynamic, evolving benchmark that
grows continuously through community contribu-
tions and ongoing analyses. Recent updates in-
clude evaluations from models such as Llama-3.3-
70B, incorporated by converting evaluation data
collected in a recent study (Lior et al., 2025), which
we convert to our standardized format. The evolv-
ing nature of DOVE ensures up-to-date insights

1https://slab-nlp.github.io/DOVE

into model behavior and evaluation robustness.

What to Contribute? DOVE invites model pre-
dictions on existing benchmarks, especially from
novel architectures or approaches. Converting
public datasets into the DOVE format expands
coverage to new tasks, domains, and languages,
particularly underrepresented or specialized areas.
Methodological innovations and suggestions for
new evaluation benchmarks are also encouraged.

How to Contribute? Contributions can be made
through pull requests to our HuggingFace reposi-
tory or coordinated directly via email for larger or
more complex submissions. Researchers seeking
to include additional datasets or models in DOVE

are encouraged to send requests specifying the de-
sired datasets, models, or evaluation parameters
clearly. We will properly attribute and reference
all contributors.

7 Related Work

Many studies which we have leveraged extensively
throughout this work have focused on individual
prompt dimensions, examining variations in in-
struction wording (Mizrahi et al., 2024; Leidinger
et al., 2023; Sclar et al., 2023), answer order-
ing (Gupta et al., 2024a; Wang et al., 2024), input
perplexity (Gonen et al., 2023), few-shot exam-
ple selection (Reif and Schwartz, 2024; Lu et al.,
2022), and answer enumeration styles (Alzahrani
et al., 2024a). Some works propose metrics for
prompt sensitivity, such as POSIX (Chatterjee
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Figure 8: Few-shot reduces performance variance across evaluation dimensions. Comparing zero-shot and
five-shot on a subset of domains from DOVE reveals a narrower spread of accuracy scores. Each point represents the
accuracy across 100 instances, demonstrating that the five-shot demonstrations lead to more robust performance.

Figure 9: Success rate distribution reveals inherent example difficulty patterns. Distribution of success rates
by evaluation dimension and model. The x-axis shows the percentage of successful perturbations per instance,
while the y-axis shows the instance count in DOVE. The distribution reveals examples that are consistently easy or
difficult for LLMs across prompt dimensions.

et al., 2024), which measures log-likelihood shifts,
and ProSA (Zhuo et al., 2024), which uses decod-
ing confidence. Although these methods quantify
sensitivity, they do not examine interactions be-
tween multiple perturbations, nor do they collect
data and make observations at a large scale.

Several recent work have noted that similarly
to our findings, few-shot examples help improve
performance (Webson and Pavlick, 2022; Perez
et al., 2021). In contrast to these works, we show
the effect that few-shot examples have on reducing
prompt sensitivity.

Beyond investigating individual factors, several
notable frameworks aim to standardize and im-
prove evaluation process. HELM (Liang et al.,
2023) takes a broad view of LLM performance by
creating a taxonomy of a wide range of use cases
and evaluation metrics, but was not designed to ex-
amine prompt sensitivity. OLMES (Gu et al., 2024)
establishes detailed protocols for the reproducibil-
ity of the evaluation, carefully specifying aspects
such as prompt formatting. OLMES demonstrated
that standardizing these procedures could lead to

more consistent results but may inadvertently harm
models which do not perform well on its specific
dimension choices.

Although these studies have provided valuable
insights, our work is the first to take a holistic view
of the problem. This large-scale dataset, encom-
passing more than 250M model predictions, allows
us to aggregate across multiple prompt dimensions,
noticing practical patterns, and opening the door
for many future research directions.

8 Future Work

DOVE provides a foundation for exploring LLM
evaluation and sensitivity. The dataset’s broad cov-
erage enables flexible partitioning for granular er-
ror analysis, targeted evaluations, and investiga-
tions of specific dimensions. Future research direc-
tions include understanding model biases, improv-
ing evaluation methodologies, and refining confi-
dence estimation.

Task-level sensitivity: Do some model capabili-
ties have distinct sensitivity patterns? For example,
is factual retrieval more fragile than logical reason-
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ing? Do format biases manifest differently across
tasks from different domains?

Alternative evaluation measures: Do less com-
mon approaches, like perplexity-based evaluation
or sensitivity-aware assessments, better mitigate
prompt sensitivity in benchmarks? (Gonen et al.,
2023) Do past prediction data help predict the
most effective evaluation method for a new bench-
mark? (Polo et al., 2024; Maia Polo et al., 2025)

Optimizing evaluation focus: Given resource
constraints, what dimensions are most critical for
assessing model performance? Can a predictive
framework identify the relative importance of dif-
ferent dimensions?

Instance characterization: What distinguishes
consistently answered examples from those with
high variability, e.g., as expemlified by the two
ends of the spectrum in Figure 9? Do specific
linguistic, semantic, or structural features influence
susceptibility to example variation?

Uncertainty quantification: How do token-
level log probabilities relate to model consistency?
Can their distributions help predict or explain
model sensitivity better than accuracy scores? To-
wards that goal DOVE also records all model log
probabilities.

Future versions of DOVE: We plan to expand
DOVE through both our team’s ongoing efforts and
community contributions. To facilitate community
contributions to DOVE, we will release tools and
documentation to expand coverage across domains,
languages, and tasks. We particularly welcome
contributions that extend coverage to specialized
domains and tasks.

9 Conclusions

We introduced DOVE, a large-scale dataset of
250M model predictions across prompt dimen-
sions. Our analysis revealed prompt sensitivity
remains a significant challenge, with performance
varying over 10% across different prompt varia-
tions. Key findings showed dimension-wise tuning
outperforms entire-prompt optimization, few-shot
demonstrations reduce but do not eliminate sen-
sitivity, and certain examples remain challenging
across all prompt variations. The public release
of DOVE aims to democratize evaluation research
and enable development of robust protocols for
assessing LLM capabilities.

10 Limitations

While DOVE provides valuable insights into LLM
evaluation, several limitations should be acknowl-
edged. Our focus on multiple-choice questions,
while enabling controlled study of prompt vari-
ations, does not capture the full complexity of
open-ended generation tasks. However, multiple-
choice questions remain a fundamental benchmark
in the field, with most models reporting results on
such tasks. Though we explore various prompt
dimensions including paraphrasing, enumeration,
and ordering based on prior work, the exponential
space of possible variations necessitates a selection
of dimensions and values. We plan to systemati-
cally expand these dimensions based on analyses of
the current version. Additionally, despite its scale,
DOVE is currently constrained in terms of model
diversity and language coverage, and we plan to
expand to additional languages and domains in the
next version. Large-scale prompt variations com-
putational costs constrain update frequency. We
welcome community contributions to expand the
DOVE scope.
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Dimension Possible Values

Enumerator

“A, B, C, D..” (Capitals)
“a, b, c, d...” (Lowercase)
“1, 2, 3, 4...” (Numbers)
“I, II, III, IV...” (Roman numerals)
“$! @ # % ^...” (Keyboard symbols)
“α, β, γ, δ” (Greek letters)

Choice Separator

"\s" (Space)
"\n" (Newline)
", "

"; "

" | "

" OR "

" or "

Choices Order

Keep original order
Sort by length (ascending)
Sort by length (descending)
Sort alphabetically (ascending)
Sort alphabetically (descending)
Force correct choice at first index
Force correct choice at last index

Table 3: Prompt Formatting Dimensions. Prompt Formatting Dimensions. We systematically vary the dimensions
when creating prompts. Enumerator controls how answer options are labeled, Choice Separator determines how
answer options are delimited, and Choices Order rearranges (or fixes) the position of the correct choice position.

A Prompt Dimensions Values

We present the complete set of prompt dimensions used to build DOVE, including enumerators, choice
separators, and choice ordering options (see Table 3). Below, we provide the full collection of instruction
phrasings that used in DOVE.

The following are multiple choice questions (with answers) about {topic}.
{question}
{choices}
Answer:

The following are multiple choice questions (with answers).
{question}
{choices}
Answer:

Question: {question}
{choices}
Answer:

The following are multiple choice questions (with answers).

Question: {question}

{choices}
Answer:

Question: {question}
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Choices: {choices}
Answer:

Topic: {topic}
Question: [question] Choices: [choices] Answer: [answer]
Question: {question} Choices: {choices} Answer:

Question: [question] Choices: [choices] Answer: [answer]
Question: {question} Choices: {choices} Answer:

Please answer the following question:
{question}
{choices}
Answer:

Please address the following question:
{question}
{choices}
Answer:

Could you provide a response to the following question:
{question}
{choices}
Answer:

Here are some multiple choice questions along with their answers about {topic}.

Question: {question}
Choices: {choices}
Correct Answer:

Below are multiple -choice questions related to {topic}, each followed by their
respective answers.

Question: {question}
Choices: {choices}
Correct Answer:

Below are multiple -choice questions related to {topic }. Please provide the correct
answer for each question.

Question: {question}
Choices: {choices}
Answer:
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B Extended Results

B.1 Performance Analysis Across All
Domains

Figure 10 reveals consistent patterns in prompt
sensitivity across our evaluation domains.

B.2 Analysis of Few-Shot Impact Across All
Domains

The impact of few-shot demonstrations on reduc-
ing prompt sensitivity becomes evident across do-
mains, as illustrated in Figure 11.

B.3 Divergence Across All Domains
Figure 12 highlight the variations across all
datasets.

B.4 Selection Methods Across All Models
Our comparison of prompt selection methods cov-
ers both AUC analysis and success rate distribu-
tions. Results are shown in Figure 13 and Figure 15.

Figure 15: AUC comparison of prompt selection meth-
ods across all models

B.5 Examples are Consistently Easy or Hard
Across All Models

Task difficulty follows consistent patterns across
different models, with success rate distributions
mapped in Figure 14.

C Dataset Scheme

Table 4 details the components and structure of our
dataset, providing descriptions and example values
for each field.
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Figure 10: Performance variations across all evaluation domains (shown in standard deviations).
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Figure 11: Few-shot versus zero-shot performance across all domains. Extended analysis showing consistent
reduction in sensitivity with few-shot demonstrations
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Figure 12: Model performance variations across different prompts perturbation (shown in standard deviations).
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Figure 13: Efficient prompt selection across all models

Figure 14: Success rate distribution reveals inherent example difficulty patterns
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Component Field Description Example Values
ID Evaluation ID Unique identifier for the evaluation run f8544...2240

Model Name Model identifier and version Mistral-7B-Instruct-v0.3
Configuration Architecture, Size, Context window, In-

struction tuning
transformer, 7B, 32768,
True

Quantization Bit precision and method settings for model
inference

float16, none

Generation Args Generation control settings temperature:null,
top_p:null, top_k: -1

Instance Task Type Type of evaluation task classification, generation
Raw Input Original input from the dataset (before for-

matting)
"What size of cannula would
you use..."

Sample Identifier Dataset source details, including split and
index

mmlu.clinical_knowledge,
test, 487

Language Language of the input en, fr, ar, zh
Tokens Logprobs Log probability of prompt tokens [token_index:153,

logprob:-0.96, rank:1,
decoded_token:"Question",
...]

Classification Fields Classification details: question, choices, an-
swer

question, choices, gt

Prompt Prompt Class Type of formatting requirements MultipleChoice
Dimensions Instruction Phrasing Template text with placeholders "Below are multiple-choice ques-

tions..."
Separator Character(s) used to separate multiple-

choice options
"\s", "\n", ", ", " | ", "
OR ", " or "

Enumerator Style of enumeration for multiple-choice
options

"ABCD", "abcd", "1234",
"I,II,III,IV", "!@#$",
"αβγδ"

Choices Order Method for ordering answer choices "original order, by length,
alphabetical, correct
first/last"

Shots Number of examples included in the
prompt

"zero, two, five"

Demonstrations Array of example question-answer pairs "question, choices,
answers"

Output Response Model’s full response to the prompt "The size depends on a
number of factors..."

Tokens Logprobs Log probabilities for generated tokens [token_index:1183,
logprob:-2.73, rank:4,
decoded_token:"The", ...]

Cumulative Logprob Log probability of the entire generated se-
quence

-49.28

Evaluation Ground Truth The correct answer for the given instance "IV. 18 gauge."
Evaluation Method Method used to evaluate the model’s re-

sponse
label_only_match,
content_similarity

Score Binary score indicating correctness 1

Table 4: Dataset Schema Components, Descriptions, and Example Values
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