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Abstract

The rapid advancement of Large Multi-modal
Models (LMMs) has enabled their application
in scientific problem-solving, yet their fine-
grained capabilities remain under-explored. In
this paper, we introduce SCIVERSE, a multi-
modal scientific evaluation benchmark to thor-
oughly assess LMMs across 5,735 test in-
stances in five distinct versions. We aim to
investigate three key dimensions of LMMs: sci-
entific knowledge comprehension, multi-modal
content interpretation, and Chain-of-Thought
(CoT) reasoning. To unveil whether LMMs pos-
sess sufficient scientific expertise, we first trans-
form each problem into three versions contain-
ing different levels of knowledge required for
solving, i.e., Knowledge-free, -lite, and -rich.
Then, to explore how LMMs interpret multi-
modal scientific content, we annotate another
two versions, i.e., Vision-rich and -only, mark-
ing more question information from texts to di-
agrams. Comparing the results of different ver-
sions, SCIVERSE systematically examines the
professional knowledge stock and visual per-
ception skills of LMMs in scientific domains.
In addition, to rigorously assess CoT reason-
ing, we propose a new scientific CoT evalu-
ation strategy, conducting a step-wise assess-
ment on knowledge and logical errors in model
outputs. Our extensive evaluation of different
LMMs on SCIVERSE reveals critical limita-
tions in their scientific proficiency and provides
new insights into future developments. Project
page: https://sciverse-cuhk.github.io.

1 Introduction

In recent years, the rapid advancement of large
models, i.e., Large Language Models (LLMs) (Ope-
nAI, 2023a; Touvron et al., 2023a,b; Chiang
et al., 2023) and Large Multi-modal Models
(LMMs) (Liu et al., 2023b; OpenAI, 2023c; Zhang
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et al., 2024b; Gao et al., 2024; Zong et al., 2024),
has significantly expanded the frontiers of various
modalities and scenarios, such as text (OpenAI,
2023b, 2024b; Guo et al., 2025a), 2D images (Ope-
nAI, 2023c; Zhang et al., 2023; Zhu et al., 2023;
Zhang et al., 2024a), and 3D point clouds (Guo
et al., 2024; Xu et al., 2023; Guo et al., 2023; Jia
et al., 2024). Notably, LMMs have demonstrated
promising potential in addressing multi-modal sci-
entific problems across diverse domains, including
physics, chemistry, and biology.

Despite efforts to develop scientific datasets
with visual content as evaluation benchmarks (Lu
et al., 2022; Yue et al., 2023, 2024), existing ap-
proaches primarily assess LMMs through basic test-
ing, where models directly solve original problems
and are compared based on overall accuracy. How-
ever, we identify that effective problem-solving
in this domain requires three key skills: scientific
knowledge comprehension, multi-modal content in-
terpretation, and Chain-of-Thought (CoT) reason-
ing. Consequently, the fine-grained scientific ca-
pabilities of LMMs remain insufficiently explored,
lacking a detailed and thorough examination within
the research community.

In this paper, we introduce SCIVERSE, a com-
prehensive evaluation benchmark to assess LMMs
on multi-modal scientific problems. Our curated
dataset comprises 1,147 meticulously collected
problems and 5,735 newly annotated test instances
across five distinct versions, covering difficulty lev-
els from high school to college. Specifically, to
investigate the three key skills aforementioned, we
aim to explore the following questions regarding
scientific problem-solving as outlined in Figure 1.

1. Do LMMs possess sufficient scientific knowl-
edge to solve the problems? Unlike general
visual scenarios, scientific problem-solving
requires LMMs to have prior knowledge of
specific subjects. Previous benchmarks do
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Knowledge-liteKnowledge-free Knowledge-rich

The	 question	 involves	
Newton's	 laws	 of	 motion	
and	Kinematic	Equations.	
- Newton‘s	2nd	Law:	…
- Kinematic	Equations:	…
A	10-kg	box	slides	down	an	
inclined	plane	for	2.0	s.	The	
coefficient	of	friction	is	0.1.	
Calculate	 the	 force	 of	
friction	on	the	box.

A	10-kg	box	slides	down	an	
inclined	plane	for	2.0	s.	The	
coefficient	of	friction	is	0.1.	
Calculate	 the	 force	 of	
friction	on	the	box.

Vision-onlyVision-rich

The	 question	 involves	
Newton's	 laws	 of	 motion	
and	Kinematic	Equations.	

A	10-kg	box	slides	down	an	
inclined	plane	for	2.0	s.	The	
coefficient	of	friction	is	0.1.	
Calculate	 the	 force	 of	
friction	on	the	box.

Vision	Input

Text	Input Text	Input Text	Input

Vision	Input Text	Input Vision	Input Text	Input

Subject:		Physics
Choices:	
				A.0.33	B.0.39	C.0.26	D.0.66
Answer:		B

Given	Condition	+	Core	Question Knowledge	Cue Knowledge	DetailScientific Knowledge Comprehension

Scientific CoT Evaluation Strategy

GPT-4o

Question:	…						Choices:	…
Please	first	conduct	reasoning	
step	by	step,	and	then	provide	
the	final	answer	in	the	end.

Step	1:	Knowledge	Review	Step
Step	2:	Logical	Deduction	Step
…
…
Step	N-1:	Knowledge	Review	Step
Step	N:	Logical	Deduction	Step

Step Categorization

Step	1:	….
…
Step	N:	…

===========
Knowledge	Score:	…
Logical	Score:	…
Final	Score:	…

Model Response Step-wise Evaluation

Response: ……

GPT-4o

✓

✗

Multi-modal Content Interpretation

A	 10-kg	 box	 slides	 down	
an	inclined	plane	for	2.0	s.	
The	 coefficient	 of	 friction	
is	 0.1.	 Calculate	 the	 force	
of	friction	on	the	box.

Figure 1: Overview of Five Problem Versions and our Scientific CoT Evaluation Strategy in SCIVERSE. To
unveil the scientific knowledge comprehension (Top), we first transform each problem into three versions integrating
different levels of expertise knowledge. Then, to examine the multi-modal content interpretation (Middle), we
further annotate two problem versions with varying vision-language information. We introduce a specialized
scientific evaluation strategy (Bottom) to assess the fine-grained reasoning capabilities of LMMs.

not differentiate between errors caused by a
lack of knowledge and deficiencies in logical
reasoning. To address this, we manually trans-
form each problem of SCIVERSE into three
versions with increasing levels of embedded
knowledge within question texts: Knowledge-
free, Knowledge-lite, and Knowledge-rich.
By exposing LMMs to different depths of
domain expertise, we systematically analyze
how knowledge comprehension impacts sci-
entific problem-solving.

2. Can LMMs effectively interpret question in-
formation from multi-modal content? In ex-
isting benchmarks, problem conditions are
primarily presented in textual form, enabling

LMMs to process them through language
modeling. However, in real-world scenarios,
key information is often embedded in dia-
grams, or even the entire question is printed as
visual input (e.g., scanned documents, hand-
written notes, or screenshots). Thus, it is es-
sential to evaluate how LMMs perform when
question content is progressively shifted from
text to visual modalities. To this end, we
further annotate the problems in SCIVERSE

into two additional versions: Vision-rich and
Vision-only. These versions systematically
measure LMMs’ perception and OCR capa-
bilities to retrieve and process multi-modal
contexts in scientific problems.
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3. Is CoT reasoning effective in improving
the accuracy of solving scientific problems?
Rather than directly providing a final answer,
Chain-of-Thought (CoT) reasoning breaks the
problem-solving process into a sequence of
logical steps. In the context of scientific prob-
lems, the intermediate steps typically fall into
two categories: knowledge review and logical
deduction. Existing benchmarks generally as-
sess CoT performance based on direct answer
accuracy or a binary ‘True’ or ‘False’ metric.
In contrast, we propose a new scientific CoT
evaluation strategy using GPT-4o (OpenAI,
2024a). Our approach first extracts key steps
from the model’s output and then performs
a step-wise analysis, identifying both knowl-
edge and reasoning errors. This methodology
offers a more comprehensive evaluation of the
CoT reasoning capabilities of LMMs.

With five curated problem versions and a de-
tailed CoT evaluation, our benchmark challenges
LMMs to demonstrate not only expert knowledge
but also their ability to integrate and reason across
multiple modalities under varying levels of com-
plexity. We evaluate a wide range of popular
LMMs on SCIVERSE, offering unique insights
to the research community. Our findings reveal
that closed-source LMMs outperform open-source
LMMs in both knowledge comprehension and vi-
sual perception in scientific domains. However,
both categories of models struggle with Vision-
only problems, which resemble real-world scenar-
ios. Additionally, closed-source models exhibit
stronger CoT reasoning capabilities, producing
higher-quality reasoning steps.

Our contributions are threefold:

• We present SCIVERSE, a multi-modal evalua-
tion benchmark specifically designed to assess
scientific reasoning across various disciplines.
For the first time, SCIVERSE highlights three
critical challenges that LMMs face in scien-
tific problem-solving.

• We develop a set of five problem versions that
target distinct scientific reasoning challenges,
addressing previous evaluation limitations in
knowledge comprehension and multi-modal
interpretation of LMMs.

• We introduce a scientific CoT evaluation strat-
egy, focusing on step-wise errors in both

knowledge review and reasoning deduction.
This approach offers a comprehensive analy-
sis of LMMs’ scientific CoT capabilities.

2 SCIVERSE

In Section 2.1, we first present an overview of SCI-
VERSE, including dataset statistics and the collec-
tion process. Then, we respectively illustrate our
methodology on the three critical aspects of assess-
ing LMMs: scientific knowledge comprehension
(Section 2.2), multi-modal content interpretation
(Section 2.3), and Chain-of-Thought (CoT) reason-
ing evaluation (Section 2.4).

2.1 Dataset Overview

To comprehensively evaluate scientific reasoning,
we curate a diverse set of problems spanning a wide
range of disciplines and knowledge domains.

Data Statistics. Table 1 and Figure 2 provide
an overview of the key statistics and subject dis-
tribution of SCIVERSE. The dataset consists of
5,735 problems, divided across three major do-
mains: Physics, Chemistry, and Biology. These
subjects are further broken down into 21 distinct
scientific topics, allowing for an evaluation of
problem-solving performance at a granular level.
SCIVERSE includes five different problem versions,
each consisting of 1,147 instances, designed to as-
sess both the knowledge expertise and visual per-
ception capabilities of LMMs. With more knowl-
edge content integrated, the question length, from
Knowledge-free, Knowledge-lite, to Knowledge-
rich versions, also increases. As the information is
gradually transited from texts to diagrams, the ques-
tion length decreases from Knowledge-lite, Vision-
rich, to Vision-only versions.

Data Curation. To guarantee a comprehensive
scope, we begin by reviewing publicly available
scientific datasets, from which we curate an initial
set of 1,200 problems sourced from three datasets:
SceMQA (Liang et al., 2024), MMMU (Yue et al.,
2023), and CMMMU (Ge et al., 2024). To maintain
high quality, we engage eight PhD-level science
experts to carefully evaluate and select problems
based on the knowledge complexity and visual rich-
ness of problems. Subsequently, we translate all
texts into English in a Latex format, and convert
the problem types into multiple-choice questions.
After a thorough review process, 1,147 problems
are retained, each of which is then transformed into
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Statistic Number

Total questions 5,735
Questions of each version 1,147

Knowledge-free
Maximum question length 1,353
Average question length 254.3
Knowledge-lite
Maximum question length 1,991
Average question length 491.6
Knowledge-rich
Maximum question length 2,768
Average question length 842.2
Vision-rich
Maximum question length 1,239
Average question length 227.5
Vision-only
Maximum question length 0
Average question length 0

Table 1: Key Statistics of SCIVERSE. er num

BiologyChemistry

Physics

35.0%

32.2%32.8%

Figure 2: Subject Distribution of SCIVERSE. The
dataset contains 2,010 questions from Physics, 1,880
from Chemistry, and 1,845 from Biology.

five different versions, as outlined in the following
sections and illustrated in Figure 3.

2.2 Scientific Knowledge Comprehension

A key challenge for LMMs in solving scientific
problems is their capability to comprehend suffi-
cient domain knowledge, which is essential for
understanding the question and performing multi-
modal reasoning. To evaluate this, we manually
transform each problem in SCIVERSE into three
versions, each incorporating varying levels of scien-
tific knowledge. By comparing the performance of
an LMM across these three versions, we aim to in-
vestigate the impact of knowledge comprehension
on scientific problem-solving.

Knowledge-free Version. We first eliminate all
background knowledge from the question text, leav-
ing only the core question, which includes the given
condition (e.g., slides down for 2.0 s”) and core
question (e.g., calculate the force”). This version
presents a significant challenge for LMMs, as they
must first interpret the question accurately and then
relate it to the appropriate scientific knowledge for
problem-solving. The content in both text and vi-
sual modalities is structured as follows:

Text Input: Given Condition + Core Question

Vision Input: Diagram

Knowledge-lite Version. Based on the previous
version, we introduce a simple knowledge cue in

the question text, indicating the high-level knowl-
edge required for solving the problem. Typically,
we provide related theorem names or formula-
tion references at the beginning of the question,
such as Newton’s laws of motion” or Kinematic
Equations”. These cues help guide the LMMs
in interpreting the problem and allow us to as-
sess whether their performance improves when
provided with basic background knowledge, com-
pared to Knowledge-free results. The content is
structured as:

Text Input: Knowledge Cue + Given Condition + Core

Question

Vision Input: Diagram

Knowledge-rich Version. In this version, we fur-
ther enrich the problem with detailed scientific in-
formation, such as specific equations and the ap-
plication method of a relevant theorem (e.g., “This
law states that the net force (F) acting on an ob-
ject is equal to the product of its mass (m) and its
acceleration (a).”). By comparing performance
in the Knowledge-rich and -lite versions, we can
determine whether LMMs truly comprehend the
expertise required and whether their performance
improves when provided with more detailed back-
ground information. The content is structured as:

Text Input: Knowledge Cue + Knowledge Detail + Given

Condition + Core Question

Vision Input: Diagram
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The reaction below is run with the concentration of both reactants ($NO$ and $O_2$) at 
0.10 M. Which of the following values for the initial concentration of both reactants would 
lead to an initial reaction rate which is double that of the first trial?

This question involves rate law and concentration dependence.

The reaction below is run with the concentration of both reactants ($NO$ and $O_2$) 
at 0.10 M. Which of the following values for the initial concentration of both reactants 
would lead to an initial reaction rate which is double that of the first trial?

Knowledge-free

Knowledge-lite

Vision Input

Text Input

Text Input

Given Condition + Core Question

Knowledge Cue

Knowledge Detail

Subject:  Chemistry
Choices: 
A. 0.15, 0.15      B. 0.2, 0.2      
C. 0.2, 0.05         D. 0.05, 0.2

This question involves rate law and concentration dependence.

- Rate Law: rate = k[A]^m[B]^n, where k is the rate constant, [A] and [B] are 
concentrations, and m and n are reaction orders.  
- Concentration Dependence: The rate of a reaction is directly proportional to the 
concentrations of the reactants raised to their respective reaction orders.

The reaction below is run with the concentration of both reactants ($NO$ and $O_2$) at 
0.10 M. Which of the following values for the initial concentration of both reactants 
would lead to an initial reaction rate which is double that of the first trial?

Knowledge-rich Text Input

The reaction below is run with the 
concentration of both reactants ($NO$ 
and $O_2$) at 0.10 M. Which of the 
following values for the initial 
concentration of both reactants would 
lead to an initial reaction rate which is 
double that of the first trial?

Text Input

Vision Input

Text Input

Vision Input

Vision-only

Vision-rich

The reaction below is run with the 
concentration of both reactants ($NO$ and 
$O_2$) at 0.10 M. Which of the following 
values for the initial concentration of both 
reactants would lead to an initial reaction rate 
which is double that of the first trial?

Figure 3: Examples of Five Problem Versions in SCIVERSE. For each problem in SCIVERSE, we first create
the Knowledge-free version by removing all knowledge content from the question text. Next, we add knowledge
cues and details to produce the Knowledge-lite and Knowledge-rich versions. Additionally, starting from the
Knowledge-free version, we generate two more versions, Vision-rich and Vision-only, where the given condition
and, ultimately, the entire question are transferred to the visual diagram.

2.3 Multi-modal Content Interpretation

In contrast to LLMs, LMMs must accurately in-
terpret the diagram input and integrate visual in-
formation with the textual question for effective
question-answering. Therefore, we focus on evalu-
ating the visual perception capabilities of LMMs
in the context of scientific diagrams. To this end,
we transform each problem in SCIVERSE into two
additional versions that progressively shift the bal-
ance of question information from text to diagrams,
which are more similar to real-world scenarios.

Vision-rich Version. On top of the Knowledge-
lite version, we remove most of the problem con-
ditions from the question text (e.g., “slides down
for 2.0 s”) and instead annotate them directly onto
the diagram, provided they can be suitably repre-
sented visually. This version challenges LMMs to
rely more on the visual modality for extracting crit-
ical information, reducing the reliance on textual
content and testing their true multi-modal inter-
pretation capabilities in scientific problem-solving.
The content is structured as follows:

Text Input: Core Question

Vision Input: Diagram + Given Condition

Vision-only Version. In this version, we take the
integration of visual information a step further by
embedding the entire question directly onto the di-
agram, eliminating any textual input. This setup
closely mirrors real-world scenarios where users
capture an image or screenshot of a problem. With-
out any textual cues, vision-only problems present
the most challenging evaluation for LMMs, which
assess their capabilities in knowledge comprehen-
sion, OCR, and visual perception. The content is
structured as follows:

Text Input: None

Vision Input: Diagram + Given Condition + Core Question

2.4 Scientific CoT Evaluation Strategy

For complex scenarios, utilizing CoT (Wei et al.,
2022) to perform step-by-step reasoning is essen-
tial for improving the problem-solving accuracy
of LMMs. While some previous scientific bench-
marks (Yue et al., 2024) have reported the CoT
performance, they still rely on a binary ‘True’ or
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✓

✓

✓

✓

✓

✓

✗

✗

Question:	
The	acceleration	versus	time	of	a	bicycle	rider	is	
shown	 here:	 Assuming	 that	 the	 bicycle	 starts	
from	the	origin	at	an	 initial	velocity	of	+4	m/s,	
complete	the	following	questions:	Determine	the	
total	distance	traveled	during	the	5	s	of	motion.

Choice:
A.	38.5											B.	29													C.	42.5											D.	31.5

✗

✗

✗

Step-wise Evaluation Knowledge	Review	Step

Logical	Deduction	Step

Vision	InputText	Input

To	solve	this	problem,	we	need	to	apply	kinematic	principles.

First,	from	t	=	0	to	t	=	5	seconds,	the	acceleration	is	not	zero,	so	the	velocity	keeps	changing.

To	find	the	change	in	velocity	over	each	interval,	we	use	the	formula	Δv	=	a	×	t.

The	velocity	at	t	=	2	is:	v1	=	v0	+	Δv	=	v0	+	at.

For	t	=	0	to	t	=	2,	the	acceleration	is	+1	m/s²,	so	v1	=	4	+	1	×	2	=	8	m/s.

Now,	let's	calculate	the	distance	using	the	equation	d1	=	v1	×	t.

Therefore,	d1	=	6	×	2	=	12	m.

Now calculate	the	second-interval	distance	using	the	displacement	equation	d	=	v₀t	+	(1/2)at².

For	t	=	2	to	t	=	5,	the	initial	velocity	is	12	m/s,	acceleration	is	−3	m/s²,	and	the	time	is	3	s:	 	d2	=	12	×	3	+	
(1/2)	×	(−3)	×	3²	=	30	−	4.5	=	22.5	m.

Finally,	the	total	distance	traveled	is: dtotal	=	d1	+	d2	=	12	+	22.5	=	31.5	m.

Thus,	the	total	distance	traveled	is	31.5	meters,	which	corresponds	to	D.	31.5.

Figure 4: Examples of the Scientific CoT Evaluation Strategy. For reasoning responses from LMMs, we prompt
GPT-4o (OpenAI, 2024a) to perform two evaluation stages, i.e., step categorization and step-wise evaluation. We
categorize the intermediate steps into two types: knowledge review and logical reasoning.

‘False’ metric based on the final answer, overlook-
ing the quality of the intermediate steps during
reasoning. To address this gap, we propose a
specialized scientific CoT evaluation strategy de-
signed to assess the fine-grained CoT capabilities of
LMMs in scientific problem-solving. This strategy
involves two sequential stages using GPT-4o (Ope-
nAI, 2024a) as shown in Figure 4.

Step Categorization. For model responses gen-
erated using CoT prompting (Kojima et al., 2022),
we first apply GPT-4o to extract the key steps from
the extended reasoning sequence and categorize
them into two types:

• Knowledge Review Step refers to the process

of quoting or recalling relevant expert knowl-
edge during problem-solving (e.g., “we need
to apply kinematic principles”). These review
steps assist LMMs in subsequent reasoning
but may be prone to errors, such as quoting an
irrelevant theorem or misrecalling equations.

• Logical Deduction Step involves applying
logical reasoning to derive an intermediate or
final conclusion, which can be either a cal-
culated result (e.g., “d1 = 6 × 2 = 12 m”)
or a knowledge-based inference (e.g., “so the
velocity keeps changing”). This step may en-
counter errors, such as incorrect calculations,
improper substitutions, or flawed inferences.
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Model All Knowledge-rich Knowledge-free Knowledge-lite Vision-rich Vision-only

Acc Sci-
CoT Acc Sci-

CoT
Sci-

CoTK

Sci-
CoTL

Acc Sci-
CoT

Sci-
CoTK

Sci-
CoTL

Acc Sci-
CoT

Sci-
CoTK

Sci-
CoTL

Acc Sci-
CoT

Sci-
CoTK

Sci-
CoTL

Acc Sci-
CoT

Sci-
CoTK

Sci-
CoTL

Baseline

Random Chance 22.7 - 22.7 - - - 22.7 - - - 22.7 - - - 22.7 - - - 22.7 - - -

Closed-source LMMs

GPT-4V 45.7 52.3 47.1 55.8 72.3 39.3 46.8 54.1 69.3 41.8 46.6 52.9 66.4 39.4 46.0 52.0 65.2 38.8 42.1 50.7 60.4 41.0
Gemini-1.5-Pro 49.5 58.6 50.8 62.2 78.2 46.2 50.7 60.9 76.3 45.5 50.5 58.4 70.7 46.1 49.9 57.3 68.4 46.2 45.9 55.2 64.3 46.1
Claude-3.5-Sonnet 52.8 62.4 54.1 66.9 80.2 53.6 53.9 63.4 78.8 48.0 53.7 62.5 75.3 49.7 53.1 61.3 72.5 50.1 49.3 59.3 69.9 48.7
GPT-4o 54.0 66.7 55.3 70.8 84.6 57.0 55.2 67.8 80.3 55.3 55.0 66.4 78.2 54.6 54.4 66.4 76.3 56.5 50.2 64.0 71.4 56.6

Open-source LMMs

SPHINX-Tiny (1.1B) 27.6 30.2 28.9 34.7 38.2 31.2 29.1 31.4 34.4 28.4 26.7 29.8 31.4 28.2 26.1 29.5 30.9 28.1 27.2 26.5 28.2 24.8
MiniGPT-v2 (7B) 30.0 34.1 30.5 37.8 41.2 34.4 29.6 35.7 38.2 33.2 31.5 39.9 34.0 45.8 31.6 32.8 33.1 32.5 26.9 30.3 30.9 20.7
ShareGPT4V (13B) 33.4 36.9 36.3 41.3 44.6 38.0 34.7 37.2 41.3 33.1 32.3 36.9 38.7 35.1 32.3 36.7 37.1 36.3 31.5 32.5 33.9 31.1
LLaVA-1.5 (13B) 33.7 38.2 35.4 42.8 45.1 40.5 35.0 39.5 41.9 37.1 32.7 38.2 39.7 36.7 33.0 37.9 39.2 36.6 32.3 34.0 34.9 33.1
LLaVA-NeXT (8B) 36.4 39.4 39.0 43.1 48.2 38.0 39.1 40.6 46.8 34.4 36.6 39.0 43.1 34.9 36.1 39.3 42.3 36.3 31.3 35.6 38.2 33.0
InternLM-XC2. (7B) 36.7 40.9 39.9 44.4 49.3 39.5 38.8 41.8 46.3 37.3 37.6 40.6 44.2 37.0 35.5 40.6 43.0 38.2 31.6 37.8 40.2 55.6
SPHINX-MoE (8×7B) 37.3 41.1 41.3 44.0 48.7 39.3 38.8 41.9 47.2 36.6 38.9 39.9 43.7 36.1 36.3 41.3 44.2 38.4 31.4 38.2 41.1 35.3
SPHINX-Plus (13B) 37.3 41.2 41.4 44.5 49.1 39.9 38.7 42.0 47.6 36.4 39.2 41.0 44.9 37.1 37.4 41.1 44.8 37.4 29.6 38.4 41.0 35.8
InternVL-1.5 (26B) 39.0 46.3 40.4 49.8 51.3 48.3 41.7 47.3 49.9 44.7 39.5 46.2 49.2 43.2 39.2 46.1 48.8 43.4 34.3 42.5 41.3 43.7
InternVL-2 (8B) 42.6 49.9 43.9 53.8 59.2 48.4 43.7 50.7 58.3 43.1 43.2 49.7 54.3 45.1 42.9 49.7 52.9 46.5 39.1 46.1 49.2 43.0
Qwen2-VL (7B) 44.7 53.2 46.2 57.3 63.1 51.5 45.9 54.0 63.2 44.8 45.8 53.3 61.3 45.3 45.0 53.1 61.7 44.5 40.4 48.6 60.0 37.2
LLaVA-OneVision (7B) 46.1 51.3 47.6 54.6 61.7 47.5 47.2 54.0 61.4 46.6 47.0 51.1 60.3 41.9 46.5 49.7 59.9 39.5 41.9 47.3 59.7 34.9

Table 2: Evaluation Results on Five Problem Versions of SCIVERSE. The ‘All’ scores represent the average
results across all five problem versions. The metric ‘Acc’ refers to the binary ‘True’ or ‘False’ evaluation based
solely on the final answer. ‘Sci-CoT’ refers to our proposed scientific CoT evaluation strategy, averaging the
scores of knowledge review and logical reasoning, denoted as ‘Sci-CoTK’ and ‘Sci-CoTL’ The highest scores for
closed-source and open-source LMMs are marked in red and blue, respectively.

Step-wise Evaluation. Following the step cate-
gorization, we prompt GPT-4o to provide a fine-
grained ‘True’ or ‘False’ judgment for each individ-
ual step. This step-wise evaluation thoroughly con-
siders each intermediate step, offering insights into
the detailed CoT reasoning capabilities of LMMs.
Subsequently, we compute two average scores: one
for the knowledge comprehension steps and an-
other for the logical deduction steps. In contrast to
the previous binary accuracy, our strategy, which
generates two distinct scores, provides a more com-
prehensive assessment of the model’s understand-
ing of scientific knowledge and its proficiency in
CoT reasoning.

3 Experiment

In Section 3.1, we first introduce our experimen-
tal settings, including the evaluation LMMs and
implementation details. Then, in Section 3.2, we
provide the performance comparison and insightful
analysis on SCIVERSE.

3.1 Evaluation Settings

Evaluation Models. We comprehensively as-
sess a wide range of open-source and closed-
source LMMs on SCIVERSE. Closed-source
models include Gemini-1.5-Pro (Gemini Team,
2023), Claude-3.5-Sonnet (Anthropic, 2024), GPT-
4V (OpenAI, 2023c), and GPT-4o (OpenAI,
2024a). Open-source models include MiniGPT-
v2 (Chen et al., 2023a), LLaVA-1.5 (Liu et al.,
2023a), LLaVA-NeXT (Liu et al., 2024), LLaVA-

OneVision (Li et al., 2024b), ShareGPT4V (Chen
et al., 2023b), SPHINX series (Gao et al.,
2024), InternLM-XComposer-2 (Dong et al., 2024),
InternVL-1.5 (Chen et al., 2024a), InternVL-
2 (Chen et al., 2024a), Qwen2-VL (Qwen Team,
2024), and Qwen2.5-VL (Team, 2025).

Implementation Details. We adopt two metrics
for evaluation. The first is the previous binary met-
ric solely based on the final answer, termed ‘Acc’.
We adopt an input prompt, “directly provide the
answer”, to guide LMMs to provide the final an-
swer directly. The second is our proposed scientific
CoT evaluation strategy. We term the scores of
knowledge and logical errors as ‘Sci-CoTK’ and
‘Sci-CoTL’, respectively, and denote their average
score as ‘Sci-CoT’. We adopt an input CoT prompt,

“perform reasoning step-by-step”, to elicit step-wise
reasoning output. We evaluate all LMMs in a zero-
shot setting without few-shot examples. We also
provide a baseline representing random chance by
randomly selecting an option. All evaluation is
conducted on NVIDIA A100 GPUs.

3.2 Discussion and Analysis

In Table 2, we present the detailed evaluation re-
sults of SCIVERSE. Based on the performance
comparison, we derive several key observations:

• As more knowledge is provided, open-source
LMMs show greater improvement, whereas
closed-source LMMs exhibit relatively smaller
gains. As we move from the Knowledge-free,
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Knowledge-lite, to Knowledge-rich versions,
most LMMs demonstrate performance im-
provements as more knowledge cues and de-
tails are added to the question. Among these,
closed-source LMMs, such as GPT-4o and
Claude-3.5-Sonnet, display relatively stable
results across all three versions. This stability
suggests that these models inherently possess
a greater depth of expertise knowledge and
are better able to effectively leverage it for
problem-solving. This trend is further sup-
ported by the results of ‘Sci-CoTK’, where
closed-source models achieve higher accuracy
in knowledge review compared to their open-
source counterparts.

• When more information is shifted to vision
input, open-source LMMs experience a signif-
icantly larger performance drop compared to
closed-source LMMs. From Knowledge-free
to Vision-rich versions, most LMMs exhibit
a noticeable performance decline. This sug-
gests that, relative to text-based question infor-
mation, LMMs face greater challenges when
problem conditions are given as visual infor-
mation. Such results highlight the limitations
in the visual encoding quality and cross-modal
understanding of current LMMs when applied
to scientific diagrams. Additionally, closed-
source LMMs show a smaller performance
drop between the two problem versions, indi-
cating their relatively stronger capabilities in
scientific visual perception.

• The most challenging scenario for LMMs oc-
curs with Vision-only problems, where all
question information is embedded in dia-
grams. The largest performance drop is ob-
served between the Vision-rich and Vision-
only versions for both closed-source and open-
source LMMs. This indicates that LMMs
struggle with low capabilities for the OCR
and interpretation of question information em-
bedded visually in diagrams. Such a lack of
reliable OCR capabilities and cross-modal in-
tegration severely hinders LMMs’ potential to
tackle scientific problems in real-world sce-
narios.

• Closed-source LMMs demonstrate notably
stronger CoT reasoning capabilities than
open-source LMMs. When comparing the
‘Acc’ and ‘Sci-CoT’ scores across all prob-

lem versions, we observe a significant gap,
with the CoT evaluation score being higher
than the binary accuracy. This suggests that
many intermediate steps may be correct, even
when the final answer is incorrect. Such cases
would be overlooked by the traditional binary
accuracy metric, but our scientific CoT evalua-
tion strategy effectively identifies and incorpo-
rates them into the final scores. Furthermore,
the gap between the two scores is more pro-
nounced in closed-source LMMs, indicating
that closed-source models excel at CoT rea-
soning, producing higher-quality intermediate
steps and more robust overall performance.

4 Related Work

4.1 Multi-modal Scientific Benchmark

Recent advances in LMMs have sparked significant
interest in their mathematic (Zhang et al., 2024c,d)
and scientific reasoning capabilities, particularly
in tasks involving visual interpretation. A spec-
trum of scientific benchmarks has emerged across
different educational levels: ScienceQA (Lu et al.,
2022) targets elementary and secondary education,
focusing on foundational scientific concepts. Mov-
ing to higher education, SceMQA (Liang et al.,
2024) introduces a comprehensive benchmark at
the college entrance level, encompassing Mathe-
matics, Physics, Chemistry, and Biology. At the
collegiate level, MMMU (Yue et al., 2023) and its
enhanced version MMMU-Pro (Yue et al., 2024)
have emerged as broader benchmarks, spanning
diverse fields from arts to technology. The multilin-
gual expansion is demonstrated by CMMMU (Ge
et al., 2024), which extends the evaluation frame-
work to Chinese contexts. For advanced evalua-
tion, OlympiadBench (He et al., 2024) incorporates
challenging Mathematics and Physics Olympiad
problems, testing LMMs’ capabilities in solving
exceptionally difficult problems. Meanwhile, some
recent works (Guo et al., 2025b; Jiang et al., 2025,
2024) also focus on the exploration of the Retrieval-
Augmented Generation (RAG) ability and Chain-
of-Thought (CoT) reasoning reasoning ability of
the LMMs. Different from all previous works,
our SCIVERSE, for the first time, investigate three
critical issues within LMMs in scientific problem-
solving, i.e., scientific knowledge comprehension,
multi-modal content interpretation, and Chain-of-
Thought (CoT) reasoning, offering unique insights
to the community.
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4.2 Large Multi-modal Models (LMMs)
Recent advances in multi-modal AI have been
marked by significant developments in LMMs,
which combine the capabilities of LLMs and
vision models to process diverse visual inputs.
While proprietary models like GPT-4V (OpenAI,
2023c), Claude (Anthropic, 2024), Gemini (Gem-
ini Team, 2023), and GPT-4o (OpenAI, 2024a)
have shown remarkable visual reasoning abili-
ties, their closed nature has spurred the devel-
opment of open-source alternatives. Early open-
source LMMs like LLaVA (Liu et al., 2023b) and
MiniGPT-4 (Zhu et al., 2023) paired CLIP-based
image encoders (Radford et al., 2021) with LLMs
for multi-modal instruction tuning. Later models
such as LLaVA-NeXT (Li et al., 2024a), LLaVA-
OneVision (Li et al., 2024b), ShareGPT4V (Chen
et al., 2023b), InternVL (Chen et al., 2024b),
SPHINX (Lin et al., 2023), and Qwen-VL (Qwen
Team, 2024) expanded these capabilities through
broader training datasets and advanced training
strategies. In this paper, we aim to comprehen-
sively evaluate their fine-grained capabilities in sci-
entific domains, guiding the future developments
of LMMs.

5 Conclusion

In this paper, we introduce SCIVERSE, a compre-
hensive multi-modal benchmark designed to evalu-
ate the fine-grained capabilities of LMMs in scien-
tific problem-solving. By transforming problems
into multiple versions that vary in knowledge and
modality, we investigate three critical dimensions
of LMMs: scientific knowledge comprehension,
multi-modal content interpretation, and CoT rea-
soning. Furthermore, our proposed scientific CoT
evaluation strategy provides a deeper understand-
ing of how LMMs handle knowledge and logi-
cal errors during problem-solving. The findings
from our extensive evaluation of current state-of-
the-art LMMs underscore the need for further ad-
vancements in their scientific proficiency and multi-
modal reasoning capabilities. Moving forward, we
hope SCIVERSE may serve as a foundation for fu-
ture developments of LMMs in scientific fields.
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Limitations

Although our primary focus is on investigating
the three critical issues of LMMs in scientific do-
mains, rather than the breadth of evaluation, fu-
ture work could expand SCIVERSE to include ad-
ditional disciplines and scenarios, such as art, busi-
ness, medicine, and social sciences.
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A Detailed Annotation Process

A.1 Creation of Five Problem Versions

Our detailed annotation process is as follows:

1) Initial Construction. All five versions are man-
ually constructed by eight PhD-level science ex-
perts, with GPT-4o (OpenAI, 2024a) used as aux-
iliary tools for efficiency and consistency. The
annotators design the content transformations, in-
cluding knowledge cues, detailed scientific infor-
mation, and vision-based annotations, based on
pedagogical and domain-specific considerations.

2) Refinement and Review. After annotation, we
employ GPT-4o and Claude 3.5 (Anthropic, 2024)
to iteratively review all instances. This step focuses
on cleaning noise, removing any unintended an-
swer leakage from the question stem, and ensuring
formatting consistency (valid LaTeX syntax). This
human-in-the-loop pipeline ensures both content
quality and structural rigor across all versions.

A.2 Reliable Answer Correctness

For all the questions, we directly adopt the ground-
truth answers provided in the original datasets,
and unify all questions into a multi-choice, single-
answer format to ensure consistency across the
benchmark. Specifically, we handle different origi-
nal formats as follows:

1. If the original format is multi-choice single-
answer, we directly use the original question
and answer. Annotators conduct basic checks
for option clarity, LaTeX formatting, and po-
tential noise.

2. If the original format is multi-choice multi-
answer, we reformulate them into single-
answer questions by refining the question
wording and choices to ensure a unique cor-
rect answer, thus aligning with the bench-
mark’s overall structure.

3. If the original format is free-form, the anno-
tators construct answer candidates based on
domain knowledge, with optional assistance
from GPT for generating distractors and veri-
fying solutions.

All modified questions and generated choices
were double-checked by PhD-level experts to en-
sure correctness, uniqueness, and consistency with
the original intent and ground truth.

B GPT-4o Prompt for the CoT Scientific
Evaluation Strategy

B.1 Step Categorization

You will be provided with a step-by-step solu-
tion to a problem. Your task is to:
1. Break the solution into the smallest possible
steps, ensuring each step represents a single
action or piece of reasoning.
2. Classify each step as either:
- {K}: Knowledge Review Step (facts, defini-
tions, or prior knowledge used in the step).
- {L}: Logical Deduction Step (deductions,
calculations, or inferences made in the step).

B.2 Step-wise Evaluation

You will be provided with a list of steps from
a solution for a scientific question, each clas-
sified as either Knowledge Review Step ({K})
or Logical Deduction Step ({L}). Your task is
to assign a correctness score to each step:
- {1}: Correct (the knowledge is relevant, suf-
ficient, and accurate, or the reasoning is logi-
cally valid).
- {0}: Incorrect (the knowledge is irrelevant,
insufficient, or inaccurate, or the reasoning is
flawed).

C Human Study

To verify the reliability of our step-wise evaluation
conducted using GPT-4o (OpenAI, 2024a), we con-
duct a human study comparing GPT’s annotations
with expert judgments.

Specifically, we randomly select 30 questions
(150 instances in total across all five versions)
and extract the step-by-step outputs from LLaVA-
OneVision (7B) (Li et al., 2024b). Five PhD-level
science experts independently annotate each rea-
soning step (classified as either Knowledge Review
Step or Logical Deduction Step), resulting in 926
annotated steps totally. We then compared these
annotations with those generated by GPT-4o and
found a 97.1% agreement rate (899 among 926),
indicating strong alignment between model-based
and human evaluations.

D Additional Examples

In Figures 5∼13, we provide more examples of
different problem versions in SCIVERSE.
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The right-hand rule is a mnemonic for understanding direction of the magnetic force.

For a positive charge:
Point your fingers in the direction of the velocity v.
Curl your fingers towards the direction of the magnetic field B.
Your thumb will point in the direction of the magnetic force FB.

In the figure below, what must be the direction of the particle's velocity, v?

In the figure below, what must be the direction of the particle's velocity, v?

Knowledge-free

Knowledge-lite

Knowledge-rich

The right-hand rule is a mnemonic for understanding direction of the magnetic force.

In the figure below, what must be the direction of the particle's velocity, v?

Vision	Input

Text	Input

Text	Input

Text	Input

Subject: Physics
Choices:
A. Downward, in the plane of the page
B. Upward, in the plane of the page
C. Out of the plane of the page
D. Into the plane of the page

Core	Question Knowledge	Cue Knowledge	Detail

Figure 5: Examples of Different Problem Versions in SCIVERSE.
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This question covers the naming of cycloalkanes.

It involves counting carbon atoms, locating substituents, and assigning prefixes.
The cis-trans notation specifies the spatial arrangement of substituents, crucial for
understanding compound properties.

Name the following substances, including the cis- or trans- prefix.

Name	the	following	substances,	including	the	cis- or	trans- prefix.	

Knowledge-free

Knowledge-lite

Knowledge-rich

This	question	involves	the	naming	of	cycloalkanes.

Name	the	following	substances,	including	the	cis- or	trans- prefix.

Vision	Input

Text	Input

Text	Input

Text	Input

Subject: Chemistry
Choices:
A. cis-1-Chloro-4-methylcyclohexane
B.	trans-1-Chloro-4-methylcyclohexane
C. 1-Chloro-4-ethylcyclohexane
D. 2-Chloro-4-methylcyclohexane

Core	Question Knowledge	Cue Knowledge	Detail

Figure 6: Examples of Different Problem Versions in SCIVERSE.
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This question requires Static Equilibrium, Rope tension and Components of force.

This question requires Static Equilibrium, Rope tension and Components of force.

- Static equilibrium: When an object is in equilibrium (not moving), the sum of all the forces
acting on it must equal zero. This means that the upward and downward forces on the object
must exactly cancel each other out.

- Rope tension: In a fixed pulley system, the tension in the rope is uniform throughout the rope.
In an ideal situation with no friction and no mass in the pulley, the tension in the rope would be
equal on both sides of the pulley.

- Components of force: The tension with a certain degree has components in the vertical
direction and in the horizontal direction. These components can be calculated using
trigonometric functions, especially sine and cosine.

As shown in the figure, rope CO is at an angle of 30 degrees to the vertical direction, O is a fixed
pulley, and objects A and B are connected by a thin rope across the fixed pulley, in a state of
equilibrium. It is known that the mass of B is 10 kg, and the support force of the ground on B is 80
N. If the size of the pulley is not considered, the friction between object B and the ground is ____N?

As shown in the figure, rope CO is at an angle of 30 degrees to the vertical direction, O is a fixed
pulley, and objects A and B are connected by a thin rope across the fixed pulley, in a state of
equilibrium. It is known that the mass of B is 10 kg, and the support force of the ground on B is 80
N. If the size of the pulley is not considered, the friction between object B and the ground is ____N?

Knowledge-free

Knowledge-lite

Knowledge-rich

As shown in the figure, rope CO is at an angle of 30 degrees to the vertical direction, O is a fixed
pulley, and objects A and B are connected by a thin rope across the fixed pulley, in a state of
equilibrium. It is known that the mass of B is 10 kg, and the support force of the ground on B is 80
N. If the size of the pulley is not considered, the friction between object B and the ground is ____N?

Vision	Input

Text	Input

Text	Input

Text	Input

Subject: Physics
Choices:
A. 23
B. 26
C. 45
D. 34.6

Core	Question Knowledge	Cue Knowledge	Detail

Figure 7: Examples of Different Problem Versions in SCIVERSE.
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The scenario described involves a completely inelastic collision between two objects, Object A and
another unnamed object, on a horizontal plane. In physics, a completely inelastic collision is one
where the colliding objects stick together after impact, losing all relative kinetic energy in the
process.

Conservation of momentum is a fundamental principle in collisions, stating that the total
momentum of a system remains constant, regardless of internal forces acting within the system.
Additionally, the concept of kinetic energy, which is the energy associated with motion, is crucial
in understanding the energy loss during inelastic collisions.

As shown in the figure, a mass $M$ object $A$ is at rest on a horizontal surface with a coefficient
of kinetic friction $\\mu$. Another object $B$ with mass $m$ collides completely inelastically
with object $A$ while moving horizontally to the right with velocity $v$. The horizontal distance
$L$ they slide after the collision is _____.

As shown in the figure, a mass $M$ object $A$ is at rest on a horizontal surface with a coefficient
of kinetic friction $\\mu$. Another object $B$ with mass $m$ collides completely inelastically
with object $A$ while moving horizontally to the right with velocity $v$. The horizontal distance
$L$ they slide after the collision is _____.

Knowledge-free

Knowledge-lite

Knowledge-rich

The scenario described involves a completely inelastic collision between two objects, Object A and
another unnamed object, on a horizontal plane. In physics, a completely inelastic collision is one
where the colliding objects stick together after impact, losing all relative kinetic energy in the
process.

As shown in the figure, a mass $M$ object $A$ is at rest on a horizontal surface with a coefficient
of kinetic friction $\\mu$. Another object $B$ with mass $m$ collides completely inelastically
with object $A$ while moving horizontally to the right with velocity $v$. The horizontal distance
$L$ they slide after the collision is _____.

Vision	Input

Text	Input

Text	Input

Text	Input

Subject: Physics
Choices:
A.	(mv)^2	/	(m+m)^2	gµ		
B.	(mv)^2	/	2(m+m)^2	gµ		
C.	(mv)^2	/	3(m+m)^2	gµ		
D.	(mv)^2	/	4(m+m)^2	gµ

Core	Question Knowledge	Cue Knowledge	Detail

Figure 8: Examples of Different Problem Versions in SCIVERSE.
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This problem involves the application of Dalton's law.

It involves partial pressures, which states that in a mixture of non-reacting gases, the total
pressure exerted by the mixture is equal to the sum of the partial pressures of individual gases.

Three 1-liter flasks are connected to a 3-liter flask by valves. The 3-liter flask is evacuated to start
and the entire system is at 585 K. The first flask contains oxygen, the second hydrogen, and the
third nitrogen. The pressure of hydrogen is 1.65 atm. The amounts of gas molecules are
proportional to their representations in the flasks. If valve 2 is opened first and then the rest of the
valves are opened, what will the pressure be after the first valve is opened and after they all are
opened? Assume the connections have negligible volume.

Three 1-liter flasks are connected to a 3-liter flask by valves. The 3-liter flask is evacuated to start
and the entire system is at 585 K. The first flask contains oxygen, the second hydrogen, and the
third nitrogen. The pressure of hydrogen is 1.65 atm. The amounts of gas molecules are
proportional to their representations in the flasks. If valve 2 is opened first and then the rest of the
valves are opened, what will the pressure be after the first valve is opened and after they all are
opened? Assume the connections have negligible volume.

Knowledge-free

Knowledge-lite

Knowledge-rich

The scenario describes the application of Dalton's law.

Three 1-liter flasks are connected to a 3-liter flask by valves. The 3-liter flask is evacuated to start
and the entire system is at 585 K. The first flask contains oxygen, the second hydrogen, and the
third nitrogen. The pressure of hydrogen is 1.65 atm. The amounts of gas molecules are
proportional to their representations in the flasks. If valve 2 is opened first and then the rest of the
valves are opened, what will the pressure be after the first valve is opened and after they all are
opened? Assume the connections have negligible volume.

Vision	Input

Text	Input

Text	Input

Text	Input

Subject: Chemistry
Choices:
A.	1.0	atm	0.5	atm
B.	0.41	atm	0.82	atm
C.	0.81	atm	1.65	atm
D.	2.0	atm	1.0	atm

Core	Question Knowledge	Cue Knowledge	Detail

Figure 9: Examples of Different Problem Versions in SCIVERSE.
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This question involves the reaction between benzene and methanol, resulting in methylbenzene.

The alkylation reaction between benzene and methanol, which involves the substitution of a
hydrogen atom in benzene with a methyl group from methanol, results in the formation of
methylbenzene.

As shown in the figure, the phenyl and toluene mixture is separated in a normal -pressure
distillation tower. The top of the tower is used with a full condensate, bubble back, and indirect
steam at the bottom of the tower. The amount of raw material treatment is 4000 kg/h, and the
group is made into it\n0.4 (the mass score of benzene, the same below), the top distillation of the
tower is required to become 0.96, and the recovery rate of benzene is not less than 98%. The
relative volatility of the known system $A = 2.5$, the actual return ratio is 1.5 times the minimum
return ratio. The quality of the Moore of benzene and toluene is 78.11g/mol and 92.13g/mol,
respectively. Try to find the amount of product top product D = ____ (kmol/h)$

As shown in the figure, the phenyl and toluene mixture is separated in a normal -pressure
distillation tower. The top of the tower is used with a full condensate, bubble back, and indirect
steam at the bottom of the tower. The amount of raw material treatment is 4000 kg/h, and the
group is made into it\n0.4 (the mass score of benzene, the same below), the top distillation of the
tower is required to become 0.96, and the recovery rate of benzene is not less than 98%. The
relative volatility of the known system $A = 2.5$, the actual return ratio is 1.5 times the minimum
return ratio. The quality of the Moore of benzene and toluene is 78.11g/mol and 92.13g/mol,
respectively. Try to find the amount of product top product D = ____ $(kmol/h)$

Knowledge-free

Knowledge-lite

Knowledge-rich

This question involves the reaction between benzene and methanol, resulting in methylbenzene.

As shown in the figure, the phenyl and toluene mixture is separated in a normal -pressure
distillation tower. The top of the tower is used with a full condensate, bubble back, and indirect
steam at the bottom of the tower. The amount of raw material treatment is 4000 kg/h, and the
group is made into it\n0.4 (the mass score of benzene, the same below), the top distillation of the
tower is required to become 0.96, and the recovery rate of benzene is not less than 98%. The
relative volatility of the known system $A = 2.5$, the actual return ratio is 1.5 times the minimum
return ratio. The quality of the Moore of benzene and toluene is 78.11g/mol and 92.13g/mol,
respectively. Try to find the amount of product top product D = ____ (kmol/h)$

Vision	Input

Text	Input

Text	Input

Text	Input

Subject: Chemistry
Choices:
A. 23.55
B. 45.87
C. 15.67
D. 20.77

Core	Question Knowledge	Cue Knowledge	Detail

Figure 10: Examples of Different Problem Versions in SCIVERSE.
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The relevant concept for this question is the cardiac conduction system.

The heart's action potentials begin at the sinoatrial (SA) node, spread through the atria to the
atrioventricular (AV) node, then pass through the bundle of His and Purkinje fibers to the
ventricles, ultimately triggering heart contractions.

In the figure, the blood enters the heart through the vena cava ($1$), passes through the right
atrium and right ventricle and then goes through the pulmonary artery toward the lungs. After the
lungs, the blood returns through the pulmonary vein and then passes into the left atrium and the
left ventricle before leaving the heart via the aorta. Blood is pumped via heart contractions
triggered by action potentials spreading through the heart muscle. If there is a sudden increase in
blood in chamber $3$, which chamber of the heart received an increased number of action
potentials?

In the figure, the blood enters the heart through the vena cava ($1$), passes through the right
atrium and right ventricle and then goes through the pulmonary artery toward the lungs. After the
lungs, the blood returns through the pulmonary vein and then passes into the left atrium and the
left ventricle before leaving the heart via the aorta. Blood is pumped via heart contractions
triggered by action potentials spreading through the heart muscle. If there is a sudden increase in
blood in chamber $3$, which chamber of the heart received an increased number of action
potentials?

Knowledge-free

Knowledge-lite

Knowledge-rich

The	relevant	concept	for	this	question	is	the	cardiac	conduction	system.

In the figure, the blood enters the heart through the vena cava ($1$), passes through the right
atrium and right ventricle and then goes through the pulmonary artery toward the lungs. After the
lungs, the blood returns through the pulmonary vein and then passes into the left atrium and the
left ventricle before leaving the heart via the aorta. Blood is pumped via heart contractions
triggered by action potentials spreading through the heart muscle. If there is a sudden increase in
blood in chamber $3$, which chamber of the heart received an increased number of action
potentials?

Vision	Input

Text	Input

Text	Input

Text	Input

Subject: Chemistry
Choices:
A.	Left	atrium
B.	Left	ventricle
C.	Right	atrium
D.	Right	ventricle

Core	Question Knowledge	Cue Knowledge	Detail

Figure 11: Examples of Different Problem Versions in SCIVERSE.

19702



This	question	is	about	refinery,	enantiomers	and	stereoisomers.

1. Refinery:	A	refinery	is	an	industrial	facility	where	raw	materials	like	crude	oil	are	processed	
and	transformed	into	valuable	products	such	as	fuels	and	chemicals.

2. Enantiomers:	Enantiomers	are	molecules	that	are	non-superimposable	mirror	images	of	each	
other,	similar	to left	and	right	hands.

3. Stereoisomers:	Stereoisomers	are	compounds	that	have	the	same	molecular	formula	and	
connectivity	of	atoms	but	differ	in	the	spatial	arrangement	of	their	atoms.

The	$\alpha$-type	and	$\beta$-type	in	the	same	monosaccharine is	a	refinery.	This	statement	is	
True	or	False?

The	$\alpha$-type	and	$\beta$-type	in	the	same	monosaccharine is	a	refinery.	This	statement	is	
True	or	False?

Knowledge-free

Knowledge-lite

Knowledge-rich

This question is about refinery, enantiomers and stereoisomers.

The	$\alpha$-type	and	$\beta$-type	in	the	same	monosaccharine is	a	refinery.	This	statement	is	
True	or	False?

Vision	Input

Text	Input

Text	Input

Text	Input

Subject: Biology
Choices:
A.	False
B.	True

α-D-glucose β-D-glucose

Core	Question Knowledge	Cue Knowledge	Detail

Figure 12: Examples of Different Problem Versions in SCIVERSE.
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Mature	red	blood	cells,	also	known	as	erythrocytes,	are	specialized	cells	in	the	blood	responsible	
for	transporting	oxygen	from	the	lungs	to	the	tissues	and	carbon	dioxide	from	the	tissues	back	to	
the	lungs.	

Mature	red	blood	cells	(RBCs)	lack	mitochondria,	so	they	cannot	rely	on	aerobic	oxidation	of	
sugars	(which	occurs	in	mitochondria).	

The	main	energy	source	of	mature	red	blood	cells	is:	

The	main	energy	source	of	mature	red	blood	cells	is:	

Knowledge-free

Knowledge-lite

Knowledge-rich

Mature red blood cells, also known as erythrocytes, are specialized cells in the blood responsible
for transporting oxygen from the lungs to the tissues and carbon dioxide from the tissues back to
the lungs.
The	main	energy	source	of	mature	red	blood	cells	is:	

Vision	Input

Text	Input

Text	Input

Text	Input

Subject: Biology
Choices:
A. 2,3-diphosphoglycerate,	acidic	pH
B. Fatty	acid	β-oxidation
C. Aerobic	oxidation	of	sugars
D. Glycolysis

Core	Question Knowledge	Cue Knowledge	Detail

Figure 13: Examples of Different Problem Versions in SCIVERSE.
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