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Abstract

Recent studies on interpreting the hidden states
of speech models have shown their ability
to capture speaker-specific features, includ-
ing gender. Does this finding also hold
for speech translation (ST) models? If so,
what are the implications for the speaker’s
gender assignment in translation? We ad-
dress these questions from an interpretabil-
ity perspective, using probing methods to as-
sess gender encoding across diverse ST mod-
els. Results on three language directions (En-
glish → French/Italian/Spanish) indicate that
while traditional encoder-decoder models cap-
ture gender information, newer architectures—
integrating a speech encoder with a machine
translation system via adapters—do not. We
also demonstrate that low gender encoding ca-
pabilities result in systems’ tendency toward
a masculine default, a translation bias that is
more pronounced in newer architectures.1

1 Introduction

Recent research in speech representation learning
shows that models capture phonetic and speaker-
related features in their internal representations
(e.g., Prasad and Jyothi, 2020; Cormac English
et al., 2022; Pasad et al., 2023; Yang et al., 2023;
Choi et al., 2024; Shen et al., 2024; Chowdhury
et al., 2024; Waheed et al., 2024). Building on
sociophonetic studies that show how sociocultural
and physiological factors shape voice production
and perception (e.g., Coleman, 1976; Fuchs and
Toda, 2010; Azul, 2013; Leung et al., 2018), re-
cent research has explored how speaker gender is
encoded in speech models. Studies have found evi-
dence of gender encoding in self-supervised mod-
els (Chowdhury et al., 2024; de Seyssel et al., 2022;
Guillaume et al., 2024) as well as in automatic
speech recognition systems (Krishnan et al., 2024;

1Code available under Apache 2.0 at https://github.
com/hlt-mt/speech-translation-gender .

Attanasio et al., 2024). Despite growing interest,
an analysis of gender encoding and its impact in
speech translation (ST) remains largely absent.

Gender plays a crucial role in ST, particularly
when translating from notional to grammatical gen-
der languages. Here, models must infer gender
from context and correctly apply inflections. Re-
search suggests that encoder-decoder ST systems
may use acoustic cues to assign grammatical gen-
der to words referring to the speaker (e.g., En: “I
was born in...” → Fr: “Je suis né/née à...”), yet mas-
culine defaults remain common (Bentivogli et al.,
2020; Gaido et al., 2020).2 Moreover, as the ST
field evolves, traditional encoder-decoder systems
are being supplemented by newer architectures that
integrate pretrained speech encoders into machine
translation models via adapters (speech+MT). This
raises key questions: whether gender information
is encoded and used by current ST systems, and
how architectural variations influence this pro-
cess. Addressing these questions can shed light
on gender-biased behaviors, such as the systematic
preference for masculine defaults.

We investigate these aspects using probing, an
established interpretability method (Conneau et al.,
2018; Belinkov, 2022). We train probes to predict
the speaker’s gender3 from hidden states in tradi-
tional encoder-decoder and speech+MT models.
Then, by analyzing translations from English into
Spanish, French, and Italian, we assess how gen-
der encoding influences the translation of gender-
marked terms referring to the speaker. Our results
demonstrate that encoder-decoder models encode
gender information, whereas speech+MT models
encode it minimally, or do not encode it at all.

2While inferring gender from acoustic cues is common—
even among humans—it should not be treated as the default.
This paper examines whether models exhibit similar behavior
(for further discussion, see §8).

3We limit our analyses to binary gender, though we recog-
nize that gender exists on a continuum (see §8).
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Moreover, the ability to extract gender from hid-
den states correlates with how accurately models
inflect gender in speaker-referred words. Strong
probing performance is a proxy for high gender
translation accuracy, while weak probing perfor-
mance correlates with translations defaulting to
masculine. These findings suggest that ST models
do not uniformly rely on acoustic cues to translate
speaker-referred expressions.

Our findings are compelling for several reasons.
On the one hand, they show that encoding gender
yields fairer systems for female users, challenging
the conventional understanding in NLP that scrub-
bing gender information leads to fairer outcomes
(Sun et al., 2019). On the other hand, relying on
biometric markers for automatic decision-making
contrasts broader and established ethical principles.
We discuss the matter in §8.

2 Gender Probing

The encoder of a speech model maps an arbitrary
audio signal into a sequence of d-dimensional hid-
den states X = ⟨x1,x2, . . . ,xL⟩, with xl ∈ Rd

being the model’s speech representation at position
l and L the output sequence length. To evaluate
whether and to which extent X encodes a specific
attribute, classification probes (Belinkov, 2022) can
be trained on states in X, with classification accu-
racy indicating how well the attribute is encoded.

To obtain a single classification label for the
whole sequence, previous works on gender encod-
ing reduce its length L using mean or max pooling
before training logistic probes (de Seyssel et al.,
2022; Chowdhury et al., 2024; Guillaume et al.,
2024; Krishnan et al., 2024) or non-linear probes
(Krishnan et al., 2024). However, pooling may
obscure positional variations in gender encoding,
potentially weakening classification performance.
Alternative approaches train separate probes on in-
dividual states xl at specific positions l, assuming
gender is not uniformly encoded across L. While
more fine-grained than pooling, these methods have
only considered a fixed, small set of relative posi-
tions (Krishnan et al., 2024) or do not support se-
quences of arbitrary length (Attanasio et al., 2024).

To avoid the limitations above, we design an
attention-based probe. We draw inspiration from
the Q-Former (Li et al., 2023), which maps a se-
quence of variable length into a fixed number of
vectors by means of an attention mechanism where
the query is a fixed sequence of learnable vec-

tors. Similarly, our probe leverages a single learn-
able query to selectively extract gender informa-
tion from hidden states. The sequence of hidden
states X is projected into key (K ∈ RL×d) and
value (V ∈ RL×d) matrices using learnable weight
matrices WK ∈ Rd×d and WV ∈ Rd×d, respec-
tively. We then compute scaled-dot attention using
K, V, and a learnable query vector q ∈ Rd. The
output representation o ∈ Rd is passed through a
linear layer to compute class logits, and final prob-
abilities are obtained via softmax.4 The attention
weights a ∈ RL instead indicate, for each input
sequence, which hidden states contribute most to
gender encoding. By using attention to selectively
extract gender information from the entire input,
followed by a single linear classification layer, the
architecture remains simple—an important prop-
erty for avoiding spurious correlations, as recom-
mended for probing classifiers (Belinkov, 2022).
At the same time, this attention-based design is
more expressive than basic linear models (Hewitt
and Liang, 2019), and serves as a proxy for how ST
decoders access encoder states—namely, through
the cross-attention mechanism. For a comparison
with probes from previous works, see Appendix A.

3 Experimental Setup

Models We evaluate one ST encoder-decoder
and two speech+MT models (full details in Ap-
pendix B) for en→es/fr/it translation. As encoder-
decoder model (enc-dec), we use a Transformer-
based model by Wang et al. (2020), trained on
ST data from MuST-C (Cattoni et al., 2021). The
speech+MT models are SeamlessM4T (Seamless—
Communication et al., 2023) and ZeroSwot
(ZeroSwot—Tsiamas et al., 2024). We probe the
model states at different locations. In enc-dec, we
use the encoder outputs. In speech+MT models,
to assess the impact of adapters—which compress
and map the speech encoder’s outputs to the MT
model’s embedding space—we probe hidden states
before (pre-ad) and after (post-ad) the adapters.

Data To train and evaluate probes, we use the
MuST-C corpus, which includes speaker gender an-
notations based on self-declared pronouns (He/She)
at the time of data collection (Gaido et al., 2020),
thereby avoiding the risk of misgendering (see
§8). For training, we randomly sample audio seg-
ments from the MuST-C training set (en→es sec-
tion) to create gender-balanced training (train)

4See Appendix B for implementation details.
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test-generic test-speaker
en→es en→fr en→it Avg.

All She He All She He All She He All All

Seamless
post-ad 59.76 90.41 24.30 51.72 86.18 29.55 54.51 85.98 32.14 55.63 53.95
pre-ad 75.53 85.61 51.41 67.32 81.25 54.64 67.52 83.76 58.57 70.58 68.47

ZeroSwot
post-ad 59.57 85.98 38.73 61.80 90.13 37.80 61.62 86.35 39.64 60.65 61.36
pre-ad 89.60 96.68 84.15 90.25 95.72 84.19 90.02 92.99 84.29 88.56 89.61

enc-dec 92.21 99.26 87.32 93.14 99.67 89.35 94.59 98.89 93.57 96.19 94.64

Table 1: Scores for gender probing (macro F1 for All, recall for She/He) across all configurations.

and validation (dev) sets. For testing, we use two
datasets.5 Test-generic consists of generic ut-
terances taken from the validation and test sets of
MuST-C. Since these sets are imbalanced across
gender classes, test-generic is also inherently
unbalanced. Test-speaker is drawn from MuST-
SHE (Bentivogli et al., 2020), a corpus specifi-
cally designed to evaluate gender translation re-
lated to human referents from English into Spanish,
French, and Italian. In MuST-SHE reference trans-
lations, each gender-marked word—corresponding
to a neutral expression in English—is annotated
with its opposite (wrong) gender form. We use
the portion of MuST-SHE containing first-person
references (e.g. En. “I was born” → Fr. “Je suis
néeF<néM>”), which is balanced across the two
genders. Through test-speaker, we test gender
encoding, gender translation, and their relationship,
as the only cue for determining gender translation
is the speaker’s voice characteristics.

Evaluation We use macro F1 for overall prob-
ing performance, and recall for individual balanced
classes. For overall ST quality, we use COMET
(Rei et al., 2020).6 For gender translation, we use
the MuST-SHE evaluation script. It calculates ac-
curacy as the percentage of speaker-referred words
generated with the correct gender, out of all gener-
ated speaker-referred words. Instances where the
model fails to predict the speaker-referred words—
regardless of gender—are excluded from the ac-
curacy calculation. The percentage of words in-
cluded in the accuracy computation is reported
as coverage (Gaido et al., 2020). Although out-
of-coverage instances are excluded from gender
accuracy computations, they can still convey gen-
der information—for example, when the generated
term is a gendered synonym. However, through

5No speaker overlaps exist across train, dev, and test sets.
For details on data statistics, see Appendix D.

6We use the Unbabel/wmt22-comet-da model.

manual analysis of MuST-SHE translations by ST
systems, Savoldi et al. (2022) demonstrated that
out-of-coverage cases are typically either gendered
synonyms that follow the same accuracy patterns
as in-coverage examples, or mistranslations, where
gender assessment is not applicable. We confirmed
that this pattern also holds for the ST models inves-
tigated in this study through a manual analysis of
out-of-coverage outputs, detailed in Appendix C.

4 Results

4.1 Gender Probing

Table 1 presents the macro F1 and single-class
recall scores for the probes on test-generic
and test-speaker. We first compare the re-
sults of probes tested on the final speech repre-
sentations of enc-dec and Seamless/ZeroSwot
post-ad. Overall, probes trained on the hidden
states of enc-dec achieve high accuracy, with F1
scores peaking at 96.19 on test-speaker (All
set, en→it) and scoring 92.21 on test-generic.
In contrast, probes trained on Seamless/ZeroSwot
post-ad yield significantly lower scores, not ex-
ceeding 59.76 on test-generic and 61.80 on
test-speaker (en→es), respectively. Focusing on
test-speaker, we note that ZeroSwot post-ad
retains slightly more gender information than
Seamless post-ad. Single-class recall scores
are higher for She than He across all probes, es-
pecially in the weakest probe trained on Seamless
post-ad. While this might suggest that the He class
is harder to extract, the strong skew toward the She
class in Seamless and ZeroSwot post-ad likely
results from the probes’ overall difficulty in extract-
ing gender from these hidden states. Overall, these
findings indicate that speaker’s gender encoding
capability is high in the speech representations
of the traditional encoder-decoder model, but
significantly lower in speech+MT models.

We now analyze the impact of the adapters in
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She He All
COMET Cov. Acc. COMET Cov. Acc. COMET Cov. Acc.

Seamless

en→es 80.81 70.37 12.09 81.69 70.56 90.55 81.26 70.47 53.62
en→fr 78.31 59.61 17.60 79.50 59.66 88.84 78.89 59.63 53.29
en→it 79.35 57.11 13.30 82.45 57.52 91.36 80.93 57.32 53.15
avg. 79.49 62.36 14.33 81.21 42.61 90.25 80.36 62.47 53.35

ZeroSwot

en→es 85.57 78.04 51.50 83.56 73.72 76.73 84.54 75.79 64.46
en→fr 82.99 65.52 54.38 82.20 64.55 70.11 82.60 65.03 62.20
en→it 84.62 65.23 46.18 84.71 60.19 77.87 84.67 62.66 61.75
avg. 84.39 69.60 50.69 83.49 66.15 74.90 83.94 67.83 62.80

enc-dec

en→es 77.03 66.93 81.47 75.64 65.69 90.94 76.32 66.29 86.45
en→fr 71.77 53.20 77.68 73.68 53.79 91.34 72.70 53.50 84.62
en→it 74.56 55.33 76.44 76.02 54.85 94.47 75.30 55.09 85.65
avg. 74.45 58.49 78.53 75.11 58.11 92.25 74.77 58.29 85.57

Table 2: Translation performance in quality (COMET), gender coverage, and accuracy on test-speaker for all
three language pairs, along with average scores.

Seamless and ZeroSwot. Looking at pre-ad re-
sults, ZeroSwot exhibits stronger probing perfor-
mance compared to Seamless (avg. 89.61 vs 68.47
on test-speaker). This difference may stem from
their training strategies: Seamless is jointly trained
on speech and text, while ZeroSwot trains only
the speech encoder, keeping the rest of the model
frozen. Comparing pre-ad and post-ad results,
we observe a substantial decrease in probing per-
formance, with a ∼ 21% drop in F1 for Seamless
and ∼ 32% for ZeroSwot after the adapters, across
both test sets. These results indicate that mapping
speech representation into the MT embedding
space via adapters significantly removes gender
information in the speech+MT models.

In summary, gender encoding varies across mod-
els. Speech+MT systems show lower encoding
capability, particularly after the adapters, while
the encoder-decoder model shows higher encod-
ing capability, similarly to speech models explored
in previous works. Additionally, we conducted
an analysis to examine how gender information
is distributed across the sequence length (see Ap-
pendix E). Interestingly, and consistent with prior
findings on ASR models, we observe that ST mod-
els primarily encode gender in the early positions
of the sequence.

4.2 Speaker’s Gender Translation
Table 2 presents translation scores on
test-speaker across the three ST models
and language directions. Overall, ZeroSwot
achieves the best translation quality, followed by
Seamless and enc-dec (avg. COMET scores are
respectively 83.94, 80.36, and 74.77). Coverage
scores align with COMET trends, indicating that

Figure 1: Correlation between overall gender probing
performance (macro F1) and gender translation accuracy
across models and languages on test-speaker.

higher translation quality increases the likelihood
that system outputs include the speaker-referred
words annotated in the reference. In all cases, more
than half of the annotated words can be evaluated
for gender translation.

Regarding gender translation accuracy, enc-dec
provides the highest scores (avg. 85.57), while
ZeroSwot and Seamless register lower average
scores of 62.80 and 53.35, respectively. Notably,
speech+MT models with stronger overall transla-
tion quality exhibit lower accuracy. Instead, as
shown in Figure 1, accuracy scores strongly cor-
relate with probing performance (R2 = 0.99, p
< 0.01). In other words, higher gender encod-
ing capability leads to more accurate gender
translation, supporting the idea that ST models
rely on acoustic cues to translate speaker-referred
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words when other signals are absent. When gender
information is minimal, translations skew mascu-
line. For instance, Seamless, for which gender
encoding is almost absent (low F1 scores in Table
1), strongly favors masculine forms, with feminine
score only peaking at 17.60 (en→fr). A similar
bias is observed in ZeroSwot, where average accu-
racy is 50.69 for the She class and 74.90 for the
He class. Even enc-dec exhibits a masculine skew:
although it achieves higher feminine accuracy com-
pared to the other models (avg. 78.53), this remains
significantly lower than its masculine score (avg.
87.62), despite clear evidence of gender encoding
(see Table 1). This suggests that an underlying lin-
guistic bias sometimes overrides acoustic cues (see
Appendix F for some examples).

All in all, ST models show variable performance
on gender translation, with gender encoding serv-
ing as a proxy for the agreement between transla-
tion and the speaker’s gender. When gender encod-
ing is low, a masculine bias emerges.

5 Conclusion

We investigated how diverse ST architectures en-
code speaker gender information. Using attention-
based probes, we found that while traditional
encoder-decoder models trained solely on ST data
retain this information, the adapters in newer
speech+MT architectures tend to erase it. More-
over, gender encoding is correlated with the ST
model’s ability to assign the correct grammatical
gender to words referring to the speaker. This find-
ing suggests that ST models can leverage acoustic
gender information when available. When such
information is weakly encoded, the models default
to masculine translations more frequently.

Our study sheds new light on how ST models en-
code and use gender information during translation,
opening avenues for further research. For exam-
ple, future work could explore which properties of
adapters—or aspects of their training—contribute
to the loss of gender information, and whether sim-
ilar patterns emerge for acoustic and paralinguistic
features that may be weakened during the mapping
to the text embedding space. These findings also
inform strategies to mitigate biases such as undue
masculine translations. One approach could in-
volve modifying the configuration of the adapters to
better preserve the notion of the speaker’s gender—
when appropriate—or integrating external knowl-
edge to avoid misgendering.
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7 Limitations

Models and Languages Our analysis focuses
on specific models and language directions. The
choice of models was driven by their performance
and widespread use in the selected language pairs.
The selection of languages was based on the need to
translate gender-neutral forms into gender-marked
ones and the availability of annotated ST data. As
more data becomes available, we plan to expand
our analysis to include additional translation sys-
tems and languages, as well as systems which inte-
grate speech into Large Language Models (Gaido
et al., 2024). Nevertheless, prior research (Guil-
laume et al., 2024; Attanasio et al., 2024) suggests
that gender encoding mechanisms are consistent
across languages, so it is likely that similar patterns
would emerge in other languages.

Probing While the probing paradigm (Conneau
et al., 2018) is intuitive and well-established, it has
been criticized for not directly confirming whether
the model uses the extracted information (Belinkov,
2022). For example, some studies have highlighted
a mismatch between probe performance and the
original model’s performance in NLP tasks (Be-
linkov and Glass, 2019; Ravichander et al., 2021;
Elazar et al., 2021). Our experiments demonstrate
a strong correlation between gender classification
through probes (as an auxiliary task) and a specific
translation aspect: gender assignment to words re-
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ferring to the speaker (the original subtask). Al-
though correlation does not imply causation, this
finding proves that ST models likely use acoustic
information for gender translation. To build on
this, in future work, we plan to explore further in-
terpretability techniques, such as amnesic probing
(Elazar et al., 2021) or other methods in the field of
mechanistic interpretability (Ferrando et al., 2024;
Saphra and Wiegreffe, 2024).

8 Ethics Statement

Following prior work (de Seyssel et al., 2022; Guil-
laume et al., 2024; Chowdhury et al., 2024; Krish-
nan et al., 2024; Attanasio et al., 2024), we use
the term “gender” as an approximation to account
for documented differences in voices and linguistic
expression of gender identity (She or He). Adopt-
ing this framework, we investigated how ST mod-
els encode gender-related vocal differences, which
may stem from both physiological factors—such as
anatomical differences in vocal tracts between male
and female speakers (Simpson, 2001; Hillenbrand
and Clark, 2009)—and sociocultural aspects—such
as vocal behaviors associated with masculinity or
femininity (Coleman, 1976; Nylén et al., 2024).
Accordingly, to analyze how gender encoding capa-
bilities affect ST systems’ bias, we adopted a binary
framework with only She/He class labels, primarily
due to the lack of extensive speech data featuring
non-binary voices. However, we recognize that
vocal differences related to gender exist on a con-
tinuum, just as gender identities do. Expanding
research to encompass non-binary identities is an
essential next step.

In the context of translation, gender bias refers
to the tendency of systems to favor one gender form
over another—typically masculine over feminine—
or to associate translations of specific roles and pro-
fessions with a particular gender based on stereo-
types (Savoldi et al., 2021). These biases can affect
users’ self-perception, as gendered language plays
a fundamental role in shaping personal identity
and representation (Stahlberg et al., 2007; Corbett,
2013; Gygax et al., 2019). As noted by Blodgett
et al. (2020) and Savoldi et al. (2021), gender bias
in translation technologies can lead to represen-
tational harms, such as reducing the visibility of
women or reinforcing negative stereotypes about
gender groups, as well as allocational harms, in-
cluding disparities in the quality of service received
by male and female users. Our experiments show

that some models exhibit a strong bias toward mas-
culine forms, posing a risk of such harms. We also
find that encoding vocal characteristics related to
gender can affect the accuracy of speaker gender
translation.

Leveraging acoustic information was a key mo-
tivation behind the shift from cascaded systems—
where vocal information was lost between ASR
and MT—to direct models aimed at improving ST
quality (Sperber and Paulik, 2020; Bentivogli et al.,
2021). Our study provides a concrete example,
demonstrating that accuracy of gender translation
improves when gender-related vocal differences
are encoded by the ST model. However, we do
not necessarily advocate leveraging vocal features
to assign linguistic gender markers, as such deci-
sions may not align with a speaker’s gender identity.
This concern is particularly relevant for transgen-
der individuals, children, and people with vocal im-
pairments (Matar et al., 2016; Pereira et al., 2018;
Villas-Bôas et al., 2021; Menezes et al., 2022). To
avoid the risk of misgendering in our evaluation, we
relied on self-declared gender identities. Although
vocal properties in real-world scenarios may lead
to misgendering and should be interpreted with
caution, we argue that our findings nonetheless
provide valuable insights. On one hand, our work
contributes to advancing the understanding of gen-
der bias in ST. On the other hand, raising aware-
ness of how ST models encode speaker-related
information—and how this influences translations—
can help stakeholders make informed decisions to
prevent harmful misgendering. It also empowers
developers to make deliberate choices regarding
model architecture and training strategies, as we
found that specific architectures affect how gender
information is encoded and used. Therefore, by
enhancing the interpretability of ST models, we
believe our work contributes to positive social im-
pact.
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A Probe Comparison

In our experiments, we use an attention-based
probe, introduced in §2. It is designed to predict a
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Seamless pre-ad ZeroSwot pre-ad Enc-Dec avg.

max pooling 61.37 54.46 65.48 60.44
mean pooling 62.17 76.44 90.10 76.24
positional sampling 71.45 64.96 83.37 73.26
attention-based 75.53 89.60 92.21 85.78

Table 3: F1 scores of probes on test-generic across different ST model states and probing strategies.

single label for each input sequence while preserv-
ing gender encoding across the temporal dimension.
Unlike traditional approaches, our method avoids
sampling or pooling mechanisms, which can under-
mine classification performance.

To assess its effectiveness, we compare our
attention-based probe with three probing meth-
ods from prior work: logistic classifiers trained
on hidden representations aggregated i) via max
pooling, ii) via mean pooling, and iii) positional
sampling of hidden states at relative positions.
In the latter case, we sample hidden states at ev-
ery 25% of the sequence length and train five
separate probes, each corresponding to one of
these positions. We train these probes on the
hidden states extracted from Seamless/ZeroSwot
pre-ad and enc-dec, as these representations
encode the speaker’s gender to a meaningful—
although variable—extent. Table 3 reports the
corresponding F1 scores on test-generic. For
positional sampling, we report the highest scores
among the five positions, which consistently corre-
spond to the first position. Interestingly, this aligns
with our analysis in Appendix E, where we show
that attention weight distributions tend to concen-
trate at early positions.

Our results show that the attention-based
probe consistently outperforms all other prob-
ing strategies across all considered settings. No-
tably, max pooling performs the worst (avg.
60.44), while mean pooling is the closest
to the attention-based solution (avg. 76.24
vs. 85.78, respectively). The positional
sampling method falls between mean pooling
and attention-based, even though it surpasses
mean pooling on Seamless pre-ad.

Overall, our approach proves to be more effec-
tive than traditional methods in our scenario. More-
over, our probe offers the additional advantage of
interpretability by providing attention weights that
reveal how gender information is distributed across
the sequence (see Appendix E).

B Experimental Details

ST Models Below, we describe the architectures
of the models used in our study (see §3), along
with the details for running inference operations
and training the probes.

• Transformer-based encoder-decoder model
(Wang et al., 2020): it employs a convolu-
tional downsampler to reduce the length of
speech inputs, followed by a Transformer
encoder—initialized from an ASR model—
and a decoder. The encoder output is used for
the enc-dec setting. Both the encoder and de-
coder are jointly trained for the ST task using
autoregressive cross-entropy loss.

• SeamlessM4T (Communication et al., 2023):
it uses a speech encoder based on the pre-
trained w2v-BERT 2.0 (Chung et al., 2021),
whose output is used in the Seamless pre-ad
setting. A length adapter, derived from the
M-adaptor (Zhao et al., 2022), processes the
speech encoder’s hidden states, and the result-
ing output is taken for the Seamless post-ad
setting. The speech encoder followed by the
length adapter is paired with a text encoder
based on the pre-trained No Language Left
Behind (NLLB) encoder (Team et al., 2022).
Both encoders share a common text decoder,
which is initialized from the NLLB decoder.
The entire model is jointly trained using cross-
entropy loss for speech-to-text and text-to-
text translation tasks, along with token-level
knowledge distillation from MT task (teacher)
to the ST task (student).

• ZeroSwot (Tsiamas et al., 2024): it encodes
speech using Wav2Vec 2.0 (Baevski et al.,
2020), with its representations used in the
ZeroSwot pre-ad setting. A CTC module
then predicts characters from these represen-
tations. The CTC probabilities and Wav2Vec
features are processed through an adapter to
produce a compressed acoustic representation.
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This representation is then enhanced with po-
sitional encodings to form the final speech
embedding, which is used in the ZeroSwot
post-ad setting. The Wav2Vec encoder, CTC
module, and adapter are fine-tuned by jointly
minimizing the CTC loss and the Wasser-
stein loss (Frogner et al., 2015) using Optimal
Transport (Peyré and Cuturi, 2019), to align
speech-derived representations with the text-
derived embeddings produced by the NLLB
encoder.

Audio data are normalized to float32 and
truncated at 60s. Inference for all models is
conducted using transformers 4.47.0 (Wolf
et al., 2020) on an NVIDIA A40 GPU (48GB
RAM). We use publicly available configu-
ration files and model checkpoints from the
HuggingFace Hub: https://huggingface.
co/facebook/seamless-m4t-v2-large
for SeamlessM4T, https://huggingface.
co/johntsi/ZeroSwot-Large_asr-mustc_
mt-mustc_en-to-8 for ZeroSwot,
https://huggingface.co/facebook/
s2t-medium-mustc-multilingual-st for
the Transformer-based encoder-decoder.

Probes We implemented our attention-based
probes using PyTorch 2.3.0 (Paszke et al., 2019).
For training, we use a batch size of 32 and a start-
ing learning rate of 0.0001, reduced by half if the
validation loss does not decrease for 3 consecu-
tive epochs. The weights of the classification layer
are initialized using Xavier initialization (Glorot
and Bengio, 2010). We use the Adam optimizer
and optimize the model with cross-entropy loss.
Training stops if the validation loss on the dev
set does not improve by at least 0.00001 for 20
epochs. All training and testing were conducted on
an NVIDIA Tesla K80 GPU (12GB RAM). For the
probes used in Appendix A, we used logistic classi-
fier implemented with scikit-learn 1.4.1 (Pe-
dregosa et al., 2011) (SGDClassifier class with
log loss and default values).

C Manual Evaluation

For the evaluation of gender translation, we adopt
the official metrics from MuST-SHE (Bentivogli
et al., 2020)—gender accuracy and coverage (see
§3). Coverage is the percentage of sentences for
which accuracy can be assessed. This number re-
lies on automatic string matching, i.e., by check-
ing whether the term annotated for gender appears,

in any gendered form, in the system output. Ac-
curacy is then measured only on the in-coverage
(IC) outputs by verifying the gender marking of the
word found. Therefore, coverage is complementary
to accuracy. However, IC accuracy offers only a
partial view, as out-of-coverage (OOC) instances—
excluded from gender accuracy calculations—can
still convey gender information, for example, when
the generated term is a gendered synonym. To
assess whether OOC instances exhibit trends that
align with or diverge from the accuracy scores ob-
served in IC cases, one of the authors manually
analyzed the OOC outputs for Italian translations
produced by the three ST models.

The manual analysis reveals that the OOC cases
include: (i) translations that avoid speaker-referred
gendered words by using paraphrases—which can
sometimes be incorrect—or epicene terms; (ii) gen-
dered synonyms; and (iii) gendered mistranslations
referring to the speaker. Gender accuracy evalu-
ation is possible only for cases of type (ii) and
(iii). Examples of all three categories are provided
below.

(i)
En. source: And to make sure [. . . ]
It. reference: Per essere sicuroM che
[. . . ]
Seamless output: E per assicurarmi
che [. . . ]
Note: The model uses the verb “assicu-
rarmi” (En. “to make sure”) instead of
the expression “essere sicuro” (En. “to
be sure”) found in the reference.

(ii)
En. source: [. . . ] I was amazed [. . . ]
It. reference: [. . . ] Ero stupefattoM.
[. . . ]
ZeroSwot output: [. . . ] Ero stupitoM.
[. . . ]
Note: The adjective “stupito” is a syn-
onym of “stupefatto”, both meaning
“amazed”.

(iii)
En. source: I’m exhausted, and I’m
numb.
It. reference: Sono esaustaF, e sono
paralizzataF.
Seamless output: Sono esaustaF e sono
sordoM.
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She He
Cov. Acc. Cov. Acc.

String Matching

Seamless 57.11 13.30 57.52 91.36
ZeroSwot 65.23 46.18 60.19 77.87
enc-dec 55.33 76.44 54.85 94.47

String Matching + Manual

Seamless 70.56 12.59 73.79 93.75
ZeroSwot 78.43 45.95 76.94 80.76
enc-dec 71.57 78.55 70.39 95.32

Table 4: Coverage and accuracy scores for the She and
He classes in the en→it direction. The upper three rows
report results based solely on automatic string-matching
evaluation (as in Table 2), while the lower three rows
also include OOC instances where gender translation
was manually evaluated.

Note: The adjective “sordo” (En. “deaf”)
is a mistranslation of “numb” in this con-
text.

Cases of type (ii) and (iii) account for 48.40%
of the OOC instances for Seamless, 43.17% for
ZeroSwot, and 64.64% for enc-dec. We incorpo-
rate these cases into the IC set and recompute the
scores. Table 4 reports both the scores obtained
using string-matching evaluation—as in Table 2—
and those combining string matching with man-
ual assessment of OOC instances. Coverage in-
creases in the latter due to the reduced number of
unassessable cases. More importantly, accuracy
scores remain largely consistent. Absolute differ-
ences between string-matching scores and those
including manual evaluation range from just 0.23
(for ZeroSwot, She class) to 2.89 (for ZeroSwot,
He class). This consistency confirms that gender
accuracy, when extended to include manually as-
sessed OOC instances, aligns closely with that ob-
served for IC cases, echoing findings by Savoldi
et al. (2022) in their analysis of other systems.

Overall, this manual evaluation suggests that, de-
spite the limitations of string-matching metrics, the
trends they reveal remain broadly reliable, and the
minor variations in gender accuracy introduced by
manual evaluation do not affect the main findings.

D Data Statistics

Table 5 summarizes the distribution of samples,
hours, and speakers across the dataset splits used
for training and testing our probes.

The train set consists of 5061 samples, cov-
ering 9.70 hours of audio, with a balanced gen-

der representation across 1417 speakers. However,
the number of speakers in the He class is higher
than in the She class (883 vs. 534), reflecting the
inherent imbalance in the MuST-C dataset (Cat-
toni et al., 2021). The dev set, approximately 20%
the size of train, contains 1078 samples and 2.08
hours of gender-balanced audio from 337 speak-
ers. The test-generic set includes 3702 sam-
ples spanning 6.69 hours, with a lower speaker-to-
sample ratio than train and dev. Unlike these
sets, test-generic is not gender-balanced, as
it was created by merging the original test and
validation sets of MuST-C, where male-speaker
samples are significantly more numerous. Finally,
the test-speaker set is the smallest, containing
over 550 samples and 1.30 hours of audio, with
small variations across language directions. Unlike
test-generic, this set maintains gender balance.

E Gender Encoding Across Sequence
Lengths

For each input sequence, our probes provide at-
tention weights a that indicate the positions in the
sequence where the probe primarily focuses when
predicting gender (see §2). These trends can serve
as a proxy for understanding how gender informa-
tion is distributed across the sequence length, par-
ticularly for probes that effectively extract gender-
related features. To analyze the overall weight dis-
tribution, we compute the average attention weight
distribution over all test instances. However, since
hidden state sequences vary in length depending
on input audio duration, we interpolate the atten-
tion weight sequences to a fixed length of 100 el-
ements. Figure 1 shows the average distribution
of these resampled attention weights for all consid-
ered probes.

In probes trained on the enc-dec, Seamless
pre-ad, and ZeroSwot pre-ad/post-ad repre-
sentations, we observe an initial peak in atten-
tion followed by a descending trend. However,
Seamless pre-ad shows a sharp peak at the very
beginning of the sequence, suggesting that only
the earliest portion is primarily used for classifica-
tion. In contrast, for Seamless post-ad, where
the probe performs worst, the initial positions ap-
pear to be the least relevant, although no clear pat-
tern emerges. This could be due to the absence
of gender encoding, leading to suboptimal probe
performance.

Overall, our findings suggest that the earliest
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# Samples # Hours # Speakers
All She He All She He All She He

train 5061 2514 2546 9.70 5.08 4.62 1417 534 883
dev 1078 539 539 2.08 1.10 0.98 337 132 205
test-generic 3702 1026 2676 6.69 1.89 4.80 38 11 27
test-speaker (en→es) 555 271 284 1.33 0.69 0.64 202 104 98
test-speaker (en→fr) 595 304 291 1.36 0.71 0.65 189 88 101
test-speaker (en→it) 551 271 280 1.31 0.68 0.63 147 69 78

Table 5: Statistics of number of samples, hours, and speaker for the data splits used.

(a) test-generic (b) test-speaker (average across language pairs)

Figure 2: Mean attention weights with standard deviations for the various attention-based probes.

positions in the sequence are particularly impor-
tant for predicting gender, especially when the
probe is highly effective. This aligns with pre-
vious work by Krishnan et al. (2024) and Attanasio
et al. (2024), who found that gender encoding is
predominantly concentrated at the beginning of the
sequence. However, it is important to note that the
specific positions attended to can vary depending
on the probe, which may develop ineffective strate-
gies, especially when performance is suboptimal.

F A Closer Look at Divergencies Between
Gender Probing and Translation

In §4.2, we show that gender encoding correlates
with the model’s gender translation ability. For
enc-dec, both gender encoding and gender trans-
lation achieve good accuracy, although the probe’s
accuracy is higher. As a result, some translations
are incorrect even when gender can be accurately

predicted from the hidden states.

To better understand these discrepancies, we plot
confusion matrices. Figure 3 shows the confu-
sion matrix comparing incorrect probe predictions
with the corresponding translations by the enc-dec
model, while Figure 4 displays the confusion ma-
trix for correct probe predictions alongside their
associated translations. First, we observe that in
Figure 3, the number of instances is low, as the
probes are generally effective at predicting gender
for enc-dec. Among the mismatches, the most fre-
quent pattern involves the probe incorrectly predict-
ing feminine while the model correctly translates
masculine—23 cases for en→es, 22 for en→fr, and
8 for en→it. In contrast, Figure 4 shows that most
discrepancies occur when the ST model translates
as masculine despite the probe correctly predicting
She: 33 cases for both en→es and en→fr, and 38
for en→it. The reverse case—feminine translations
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(a) en-es (b) en-fr (c) en-it

Figure 3: Confusion matrices showing the relationship between incorrect probe predictions (gender probing) and
corresponding gender translation.

(a) en-es (b) en-fr (c) en-it

Figure 4: Confusion matrices showing the relationship between correct probe predictions (gender probing) and
corresponding gender translation.

a. en-es She
SRC They have formed me as a democratic citizen and a bridge builder.
REF Me han formado como ciudadana democrática y constructora de puentes.
OUT Me han formado como ciudadana democrática y como un constructor de puente.

b. en-es He
SRC And just as the woman who wanted to know me as an adult got to know me, she turned into a [...].
REF Y así como la mujer que quería conocerme como adulto llegó a conocerme, se convirtió en una [...].
OUT Y así como una mujer que quería conocerme como adulta se conoció a mí, se convirtió en una [...].

c. en-fr He
SRC And I wound up getting involved with the space community, really involved with NASA, [...].
REF Et j’ai fini par être impliqué dans la communauté spatiale, réellement impliqué avec la NASA, [...].
OUT Et j’ai fini par m’impliquer dans la communauté spatiale, vraiment impliquée par la NASA, [...].

d. en-fr She
SRC My main sport was soccer, and I was a goalkeeper, which is [...].
REF Mon sport principal était le football et j’étais gardienne de but, ce qui est [...].
OUT Mon principal sport était le foot et j’étais un gardien, qui est [...].

e. en-it She
SRC And I want to say something a little bit radical for a feminist, and that is that I think that [...].
REF Vorrei dire qualcosa di abbastanza radicale per una femminista, cioè che credo [...].
OUT E voglio dire qualcosa di un po’ radicale per un femminista, e penso che [...].

f. en-it She
SRC As a researcher, a professor and a new parent, my goal is to [...].
REF Da ricercatrice, professoressa e adesso genitore, il mio obiettivo è [...].
OUT Da ricercatrice, professore e genitore nuovo, il mio obiettivo è [...].

Table 6: Transcribed source sentences (SRC) from test-speaker, accompanied by reference translations (REF) and
output translations (OUT) generated by enc-dec. Misgendered words in OUT, along with their correct counterparts in
REF and aligned terms in SRC, are shown in bold.

for the He class—is much rarer, with only 4 cases
each for en→es and en→fr, and 2 for en→it. This
asymmetry reflects the persistent gender bias in
translation, which affects even the enc-dec model
despite its overall strong performance on gender
translation.

To investigate why the ST model produces incor-
rect translations despite correctly encoding gender,

we manually examined the divergent cases from
Figure 4. We identified several patterns where the
model struggles, and provide examples in Table
6. In certain cases, stereotypical associations—
particularly involving professions—appear to in-
fluence the translations. For instance, in a), d), and
f) terms like “bridge builder”, “goalkeeper”, and
“professor”—often associated with men—are trans-
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lated as masculine even when referring to women,
despite other gendered words in the sentence be-
ing correctly translated as feminine. In other cases,
the model appears to struggle with complex agree-
ment resolutions. For example, in c), “involved”
may have been linked to “space community” due
to proximity, rather than the speaker. In e), “for a
feminist” may not have been correctly interpreted
as referring to the speaker. In b), the presence of
another gendered referent (“woman” and “she”)
may have led the model to misinterpret “adult” as
feminine.

Overall, these findings suggest that linguistic bi-
ases can sometimes override acoustic cues, limiting
the model’s ability to fully leverage gender infor-
mation. However, a more systematic analysis is
needed in future work, which is beyond the scope
of this paper.
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