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Abstract

Despite substantial research efforts evaluating
how well large language models (LLMs) han-
dle global cultural diversity, the mechanisms
behind their cultural knowledge acquisition,
particularly in multilingual settings, remain un-
clear. We study this question by investigat-
ing how cultural knowledge transfers across
languages during the language adaptation of
LLMs, a process where an LLM is continually
pre-trained to learn another language. We intro-
duce an interpretable framework to study this
transfer, ensuring training data transparency
and controlling transfer effects. Through a
study of four non-Anglophonic cultures, we
observe bidirectional cultural transfer between
English and other high-resource languages,
while low-resource languages primarily trans-
fer knowledge to English with limited reverse
flow. To explain this asymmetric phenomenon,
we propose a frequency-based hypothesis: cul-
tural knowledge appearing more frequently
in the pretraining data transfers more easily,
which is supported by empirical analysis of the
training corpora. We hope our findings could
inform future research on knowledge trans-
fer and promote the development of culturally
aware models, particularly for low-resource lan-
guages.

1 Introduction

Although large language models (LLMs) have
made significant progress in processing diverse lan-
guages (Huang et al., 2024; Dang et al., 2024),
they face the challenge of addressing the complex-
ity of global cultural diversity (Hershcovich et al.,
2022; Pawar et al., 2024; Liu et al., 2024; Pawar
et al., 2025). Existing research primarily evaluates
whether LLMs possess adequate cultural knowl-
edge of non-English-speaking or non-Anglophonic
communities (Yin et al., 2022; Fung et al., 2024;
Shi et al., 2024; Li et al., 2024). However, the
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Figure 1: LLMs might exhibit different patterns of cross-
lingual transfer of cultural knowledge when continually
pretrained in non-English languages. The transfer tends
to be bidirectional for cultural knowledge of communi-
ties using high-resource languages, but often remains
asymmetric for low-resource ones.

sources and mechanisms by which LLMs acquire
cultural knowledge, particularly in multilingual set-
tings, remain largely unexplored.

In this paper, we investigate the dynamics of cul-
tural knowledge acquisition in LLMs. We partic-
ularly focus on the mechanisms of cross-lingual
transfer, a widely observed phenomenon when
LLMs are adapted to new languages (Ye et al.,
2023; Hu et al., 2024; Zhao et al., 2024; Etxaniz
et al., 2024). This investigation faces two main
challenges. First, the opacity of LLMs’ training
data and procedures limits the feasibility of con-
ducting interpretable experiments, making it diffi-
cult to analyze the sources and influencing factors
of knowledge transfer. Second, when performance
improvements are observed on cultural knowledge
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questions for a given language, it is challenging
to disentangle whether these gains result from im-
proved language proficiency or from cross-lingual
knowledge transfer.

To address these challenges, we design a new
research framework that allows a more controlled
and interpretable study on the cross-lingual trans-
fer of cultural knowledge. Our framework has
three key features. First, it emphasizes the trans-
parency in training data, making it possible to
locate the source of cultural knowledge. Specif-
ically, we pretrain a base model from scratch using
carefully filtered English Wikipedia data, followed
by continual pretraining on corpora in other lan-
guages. Second, our framework isolates the ef-
fects of cross-lingual transfer from the improved
language proficiency. We employ two continual
pretraining settings, one that allows cross-lingual
transfer with explicit cross-lingual bridges of par-
allel co-occurrence and the other that minimizes
the chances of such transfer. The performance gap
between these two settings serves as an estimate of
cross-lingual transfer effects. Third, using bilingual
parallel probing questions, our framework can ana-
lyze the transfer in both directions: from English
to non-English languages and vice versa.

We apply this framework to study the cultural
transfer of four non-Anglophonic communities:
Koreans in South Korea, Han Chinese, Tibetans,
and Mongols in China, whose native languages
are Korean (ko), Chinese (zh), Tibetan (bo), and
Mongolian (mn), respectively. During continual
pretraining on these languages, we observe no-
table differences in cross-lingual cultural knowl-
edge transfer, as shown in Figure 1. Specifically,
for high-resource languages (Chinese and Korean),
knowledge transfer occurs bidirectionally between
English and the target languages. However, for
lower-resource languages (Tibetan and Mongolian),
we find an asymmetric transfer pattern: knowledge
transfer from low-resource languages to English is
more pronounced than the reverse direction.

Based on these observations, we hypothesize
that cultural knowledge that appears in the training
corpus more frequently is more likely to transfer
across languages, inspired by previous findings that
frequency of appearance during training is an im-
portant factor in the monolingual knowledge ac-
quisition of LLMs (Chang et al., 2024; Li et al.,
2025). To test this hypothesis, we analyze our
training data by estimating the number of occur-
rences for each cultural knowledge item in both

the English and non-English corpora. Our find-
ings reveal that for low-resource languages, cultural
knowledge appears significantly more frequently
in non-English corpora than in the English corpus,
potentially contributing to the observed asymme-
try in transfer. An instance-level analysis further
shows that cultural knowledge items that transfer
across languages tend to have higher-than-average
frequencies of occurrence in the corpus, providing
additional evidence for our hypothesis.

Our main contributions are as follows: (1) We in-
troduce a novel framework towards an interpretable
study of cross-lingual knowledge transfer, effec-
tively isolating transfer effects from other influ-
encing factors; (2) We investigate the dynamics of
knowledge transfer for four non-Anglophonic cul-
tural communities, revealing an asymmetric trans-
fer pattern for low-resource languages. (3) We
propose a frequency-based hypothesis to explain
the asymmetric transfer phenomenon, supported by
empirical analysis over pretraining data. Our data
and code are publicly available to the community1.

2 Methodology

As shown in Figure 2, our framework consists of
three steps: pretraining in English, controlled con-
tinual pretraining in non-English languages, and
bilingual evaluation on cultural questions. It em-
phasizes transparent training data, decoupling of
transfer effects, and bilingual parallel evaluation.

Transparent Pretrainining Instead of using
LLMs trained with closed-source training data, we
advocate training smaller models from scratch with
transparent data. In this way, we can clearly ob-
serve the process of knowledge transfer and trace
the sources of learned knowledge from the corpus.
Specifically, we train a 0.5B model from scratch
using an English Wikipedia that filters out all non-
Latin characters. Afterwards, we continually pre-
train it with corpora in other languages and track
how the cultural knowledge transfers throughout
the training process.

Decoupling of Transfer Effects in Continual
Pretraining To disentangle the effects of cross-
lingual transfer from improved language profi-
ciency, we systematically control contributing fac-
tors, including language similarities, lexical over-
laps, and parallel co-occurrences (Radford et al.,

1https://github.com/luciusssss/
cross-lingual-culture
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Figure 2: Our framework for studying the cross-lingual transfer of cultural knowledge. We use the transfer between
English and Tibetan (bo) as an illustrative example.

2019; Blevins and Zettlemoyer, 2022; Philippy
et al., 2023). We design two distinct settings for
continual pretraining: one that facilitates cross-
lingual transfer and the other that minimizes the
chances of transfer as much as possible. The perfor-
mance gap between these two settings can serve as
an indicator of the effect of cross-lingual transfer.

Specifically, we select languages using non-
Latin writing systems for study, which naturally
have little lexical overlap with English. We fur-
ther ensure that the English corpus contains no
non-Latin characters and the non-English corpora
contain no Latin characters, maximizing the isola-
tion between languages during pretraining.

To introduce bridges of cross-lingual transfer to
one of the settings, we incorporate parallel sen-
tences into the continual pretraining data, where
each pair of parallel sentences is concatenated and
mixed with other monolingual training data, as
illustrated in Figure 2. This approach has been
proven to be effective in helping LLMs learn cross-
lingual mappings during pretraining (Anil et al.,
2023; Wei et al., 2023; Lin et al., 2024). In con-
trast, the other setting without cross-lingual bridges
uses the same training data, but we purposely pre-
vent paired parallel sentences from co-occurring.
Instead, the two sentences in each parallel pair are
treated as independent documents, shuffled within
the training data. This eliminates the possibility of
learning cross-lingual alignment through bilingual
co-occurrence in a shared context.

Bilingual Parallel Evaluation For the check-
points throughout the continual pretraining process,
we evaluate them with cultural probing questions
in both English and non-English. When using the

non-English-version questions for evaluation, the
performance gap between the settings with and
without bridges indicates the transfer from English
to non-English languages. Similarly, the English-
version questions are used to probe the transfer
from non-English to English.

3 Experiments

Studied Cultures We select four cultural com-
munities, Koreans in South Korea, Han Chinese,
Tibetans, and Mongols in China, for our study.
Two of them are associated with high-resource lan-
guages (Korean and Chinese), and the other two
with low-resource languages (Tibetan and Mon-
golian). See more information about these com-
munities and their cultures in Appendix A. The
languages are deliberately chosen to minimize the
cross-lingual transfer with English, as discussed in
Section 2.

Pretraining We pretrain a model from scratch
with the architecture of Qwen-2.5-0.5B (Yang et al.,
2024) using English Wikipedia, amounting to 5B
tokens. We then continually pretrain it for each
non-English language for 1,500 steps. The batch
size is set to 0.5M tokens. See details of pretraining
corpora and implementation in Appendix C.1.

Evaluation Since small models trained from
scratch exhibit limited instruction-following capa-
bilities, we use cloze-style questions for evaluation.
For Korean culture, we sample cultural questions
from CLIcK (Kim et al., 2024) and convert them
into cloze-style format using GPT-4o. For the other
three cultures in China, we collect questions from
《中国少数民族》 (Ethnic Minorities in China; Na-
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Figure 3: Accuracy on the non-Anglophonic cultural questions with different continual pretraining (CT) steps under
different settings. We use EMA smoothing when plotting the figures, with the weight set to 0.8.

tional Ethnic Affairs Commission, 2009), a com-
prehensive resource on the history and customs of
ethnic minorities in China. Specifically, given each
paragraph of the book, we ask GPT-4o to gener-
ate multi-choice cultural questions, which are then
verified and translated by native speakers. In total,
we collect between 276 and 598 questions for each
culture. See details in Appendix B.

Results and Analyses In Figure 3, we illustrate
how the accuracy of probing questions related to
non-Anglophonic cultures evolves throughout the
continual pretraining process2. When the evalua-
tion questions are written in non-English languages
(the first row in Figure 3), the gaps between the two
settings, one with bridges (blue lines with circular
markers) and the other without (orange lines with
square markers), can be an estimation of knowledge
transferred from English, as opposed to knowledge
acquired through continual pretraining. For rela-
tively high-resource languages (Korean and Chi-
nese), we observe notable English-to-non-English
transfer (1a and 2a in Figure 3), while for low-
resource languages (Tibetan and Mongolian), such
transfer is less evident (3a and 4a in Figure 3).

Regarding the transfer from non-English to En-
glish (the second row in Figure 3), we observe clear
performance gaps between the settings with and
without bridges for all four cultures, indicating that
the knowledge of non-Anglophonic cultures flows
into English. Notably, for most languages (1b, 3b,

2Our main experiments study the transfer of non-
Anglophonic cultures. We additionally conduct experiments
on the transfer of knowledge exclusively appearing in the
Anglophonic culture. See Appendix D for details.

and 4b in Figure 3), this transfer appears to make
up for the forgetting of English abilities due to non-
English continual pretraining: the performance on
English-version questions in the with-bridge set-
tings continues to improve.

4 Inspection into Training Data

We hypothesize that the cross-lingual transfer of
cultural knowledge is largely influenced by its fre-
quency of occurrence in the training corpus, which
has been identified as an important factor in mono-
lingual knowledge acquisition (Chang et al., 2024;
Li et al., 2025). Specifically, cultural knowledge
that appears more frequently in the training corpus
of one language is more likely to be transferred
to another language. We test this hypothesis by
estimating the number of occurrences within our
training data for each cultural knowledge piece.

Setup For each cultural probing question, we first
retrieve the 50 most relevant documents from the
corpus. We then employ Llama-3.1-70B (Dubey
et al., 2024) to assess whether each retrieved docu-
ment entails the cultural knowledge in the question.
Given the substantial differences in corpus sizes
between English and non-English languages, we
introduce the metric of cultural density, normal-
izing the count of knowledge appearance by the
total number of documents in the corpus. See Ap-
pendix C.3 for implementation details.

Results As shown in Table 1, for cultures asso-
ciated with low-resource languages (Tibetan and
Mongolian), their densities in non-English corpora
are one order of magnitude higher than those in
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EN Corp. Non-EN Corp.

Koreans 2.86e-7 5.21e-7
Han Chinese 2.97e-7 2.84e-7
Tibetans 1.49e-7 9.19e-6
Mongols in China 1.55e-7 3.72e-6

Table 1: The cultural densities of different cultures in
the English and non-English corpora.

the English corpus. Thus, the knowledge transfer
from non-English to English is more evident than
that in the reverse direction. Meanwhile, for the
cultures of higher-resource languages (Korean and
Chinese), the cultural densities between English
and non-English corpora are in the same order of
magnitude. Accordingly, the extent of cross-lingual
transfer is similar for both transfer directions.

Beyond this culture-level comparison, we look at
individual data points, examining the subset of cul-
tural knowledge that is successfully transferred be-
tween English and non-English (see Appendix C.4
for selection criteria). We find that these trans-
ferred knowledge pieces occur more frequently in
the corpus than average. For cultural knowledge
transferred from English to non-English, the aver-
age occurrence in the English corpus is 9.0, sig-
nificantly higher than the overall average of 4.2.
Similarly, for cultural knowledge transferred from
non-English to English, the average occurrence in
the non-English corpus is 4.7, compared to the gen-
eral average of 2.2. These findings further support
our frequency-based hypothesis.

5 Conclusion

We investigate cross-lingual cultural knowledge
transfer during LLM language adaptation. With
an interpretable research framework, we observe
bidirectional transfer for high-resource languages
but an asymmetric pattern for low-resource lan-
guages. We propose a frequency-based hypothesis
to explain this phenomenon, with evidence from
the analysis of pretraining corpora. We hope that
our study could inspire more efforts to uncover the
dynamics of knowledge transfer and improve the
cultural awareness of LLMs, especially for low-
resource languages.

Limitations

Model Scale We only use 0.5B models for exper-
iments because our experiments involve pretraining
for 16 different settings, which requires consider-
able computational resources. We select our model

size as a compromise between the informativity of
results and computational cost.

Coverage of Cultures To control the factors of
cross-lingual transfer in the experiments, we need
to use non-Indo-European languages employing
non-Latin writing systems, which exhibit greater
typological divergence from English and have little
lexical overlap with English. This strict require-
ment significantly narrows the range of suitable
cultures for study. Additionally, the collection, veri-
fication, and translation of cloze-style cultural ques-
tions demand substantial human effort, as existing
cultural evaluation datasets are typically monolin-
gual and open-ended, which are not suitable for our
study.

Considering these constraints, we select four cul-
turally representative cases, ensuring a balance be-
tween well-represented and underrepresented cul-
tures for a more comprehensive analysis. Notably,
for the two underrepresented cultural communi-
ties, Tibetans and Mongols in China, no existing
NLP studies on cultural analysis have considered
them. Our evaluation dataset thus provides a valu-
able resource for investigating these low-resource
languages and their cultural representations.

Factors of Cross-Lingual Transfer In our re-
search framework, we try our best to control the
factors of cross-lingual transfer for explainable ex-
periments, including language similarities, lexical
overlaps, and parallel co-occurrences, which have
been identified as primary contributors to cross-
lingual transfer (Radford et al., 2019; Blevins and
Zettlemoyer, 2022; Philippy et al., 2023). Although
several studies find that model architectures (Dufter
and Schütze, 2020) and pretraining objectives (Liu
et al., 2020) are related to cross-lingual transfer,
their effects have been extensively validated at
scale. Also, these model-related variables remain
constant across different settings in our experi-
ments, minimizing their influence on our findings.

Retrieval Systems Our analysis of the training
data involves retrieving documents relevant to the
studied knowledge pieces, a common practice in
research on knowledge acquisition (Kandpal et al.,
2023; Li et al., 2025; Wang et al., 2025). However,
retrieval systems are not guaranteed to be perfect.
To mitigate potential inaccuracies, we carefully
design and optimize retrieval systems for each lan-
guage, ensuring robust performance and reliable
results. See details in Appendix C.3.
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A Information of Studied Cultures

In Table 2, we briefly introduce the four communi-
ties studied in this work, including regions, popula-
tions, languages, and writing systems.

B Collection of Cultural Questions

Collection of Questions for Koreans We use
the data from CLIcK (Kim et al., 2024), a bench-
mark evaluating LLMs’ knowledge of the Korean
language and culture. Each data point in it is a
multi-choice question.

From the culture subset of CLIcK, we select the
data points where the question length does not ex-
ceed 300 characters and the choice length does not
exceed 30 characters. In this way, we filter out
the lengthy questions requiring reading comprehen-
sion, which are not suitable for the evaluation of
small models such as the 0.5B ones in our experi-
ments.

As the questions in CLIcK end with a question
mark, we convert them into cloze-style questions
with GPT-4o. A cloze-style question ends with a pe-
riod and has a blank in itself, where the correct an-
swer fits, similar to the format of MLAMA (Kass-
ner et al., 2021). We further filter the questions
that do not meet this requirement after conversion.
These questions are further translated from Korean
to English by GPT-4o. We manually verify the
translation results. Our use of CLIcK is consistent
with its intended use.

Collection of Questions for Han Chinese, Ti-
betans, and Mongols in China For the other
three cultures in China, we construct probing ques-
tions from scratch, as there is no suitable data avail-
able.

We excerpt the chapter describing each group
from the book 《中国少数民族》 (Ethnic Minori-
ties in China; National Ethnic Affairs Commission,
2009), a book written in Chinese describing the his-
tory and custom of China’s ethnic minorities. We
then ask GPT-4o to generate multi-choice cultural
questions based on each paragraph of the chapter.
To facilitate the generation of distracting answers
to the questions, we additionally provide GPT-4o
with paragraphs that discuss the same topic but
describe other ethical groups.

After generation, we first ask native speakers
from each cultural community to check whether
the questions faithfully reflect their cultures. For
Chinese and Tibetan, all the questions pass the

check, while for Mongolian, 2% of the generated
questions are marked as misrepresenting their cul-
tures.

The collected questions are translated from Chi-
nese into English by GPT-4o. We manually verify
the translation results. For the questions related
to Tibetan and Mongolian cultures, we ask native
speakers to translate them from Chinese into Ti-
betan and Mongolian, respectively.

The annotators are recruited from universities,
who are native speakers of the low-resource lan-
guages and proficient in Chinese. They are in-
formed of how the collected data will be used. They
are paid approximately $1 for translating a ques-
tion, which is fair given the participants’ demo-
graphic.

Data Statistics In total, we collect 598 questions
for Koreans, 328 questions for Han Chinese, 268
questions for Tibetans, and 552 questions for Mon-
gols in China. See other statistics in Table 3.

C Implementation Details

C.1 Continual Pretraining

Data Regarding English pretraining, we use the
whole Wikipedia3 for pretraining, which amounts
to approximately 5B tokens. We remove all the
non-Latin characters in it, ensuring that during pre-
training, the model do not see contents written in
the four non-English languages of our study.

For the continual pretraining of four non-English
languages, we use both monolingual and parallel
corpora. Their ratio is 1:1. Regarding monolingual
pretraining corpora, we use Wikipedia for English,
Chinese, and Korean. For Mongolian and Tibetan,
we use MC2 (Zhang et al., 2024), as the sizes of
Wikipedia for these languages are too small for
pretraining. Regarding parallel corpora, we use
the data from Lego-MT (Yuan et al., 2023) for
Chinese and Korean. For Mongolian and Tibetan,
we use the parallel data from the National Basic
Science Data Center of China4. For the setting
with cross-lingual transfer bridges, we use the tem-
plates to concatenate each pair of parallel sentences
into a document. For example, the template for
concatenating English-Chinese parallel sentences
is English: {english_setentece} Chinese:
{chinese_sentence}.

3https://huggingface.co/datasets/wikimedia/
wikipedia

4https://cstr.cn/16666.11.nbsdc.vtfshbjs
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Region Population Native Language ISO 639-1 Writing System

Koreans South Korea 52M Korean ko Hangul
Han Chinese China 1.3B Chinese zh Chinese characters
Tibetans China 7.1M Tibetan bo Tibetan script
Mongols in China China 6.3M Mongolian mn Traditional Mongolian script

Table 2: Information of the cultural communities and their languages studied in our paper.

ko zh bo mn

Number of Questions 598 328 268 276
Avg. Len. of EN Questions 16.3 22.8 18.0 19.7
Avg. Len. of EN Options 4.1 3.6 3.0 3.2
Avg. Len. of Non-EN Questions 20.5 17.3 91.3 111.6
Avg. Len. of Non-EN Options 5.1 2.6 14.6 20.5

Table 3: Statistics of the cultural probing questions. The
average lengths are measured by the tokens produced
by the tokenizer of Qwen-2.5-0.5B.

Hyperparameters We use Deepseed5 for train-
ing. The model is trained for up to 1500 steps using
a batch size of 0.5M tokens, a learning rate of 1e-4,
and a warmup ratio of 0.01 on eight A100 GPUs.
A training step takes approximately 18 seconds.

C.2 Evaluation

The probing questions are in a cloze style, each
paired with four candidate answers. We put each
answer candidate into the blank in the question
and calculate the perplexity of the sentence. The
candidate with the lowest perplexity is chosen as
the final prediction. We use the evaluation scripts
from Qi et al. (2023).

C.3 Knowledge Retrieval

We adopt different methods for the knowledge
retrieval of high-pressure and low-resource lan-
guages, due to their differences in the availability
of mature retrieval techniques.

Retrieval for High-Resource Languages For
high-resource languages such as English, Chi-
nese, and Korean, we adopt competitive dense re-
trieval models that are available for these languages.
We use BAAI/bge-small-en-v1.56 (Xiao et al.,
2023) for English, BAAI/bge-small-zh-v1.57

for Chinese, and upskyy/bge-m3-korean8 (Chen
et al., 2024) for Korean. Before retrieval, the doc-

5https://github.com/microsoft/DeepSpeed
6https://huggingface.co/BAAI/bge-small-en-v1.

5
7https://huggingface.co/BAAI/bge-small-zh-v1.

5
8https://huggingface.co/upskyy/bge-m3-korean

uments in the corpora are split into chunks no
longer than 5,000 characters. After retrieval, we
use Llama-3.1-70B (Dubey et al., 2024) to deter-
mine whether a retrieved document can entail each
query.

Retrieval for Low-Resource Languages For
low-resource languages, i.e. Tibetan and Mon-
golian, no dense retrieval models are available,
and current LLMs perform poorly on the NLI task
in these languages. Therefore, we mainly adopt
lexical-based retrieval and translate queries and
documents into high-resource languages for NLI.

Specifically, we first retrieve the top 50 docu-
ments using BM25 (Robertson et al., 2009) method,
a language-agnostic retrieval algorithm. Before
retrieval, the documents are split into chunks no
longer than 5,000 characters. Then, we translate
both queries and retrieved documents into Chinese
using NLLB-200-3.3B9 (NLLB Team et al., 2024),
We then use Llama-3.1-70B (Dubey et al., 2024)
to determine the entailment relationship between
each query and its 50 retrieved documents.

C.4 Criterion of Successfully Transferred
Instances

In our instance-level analysis, we adopt a strict cri-
terion to identify the knowledge pieces successfully
transferred across languages.

For a knowledge piece successfully transferred
from non-English to English, its corresponding cul-
tural question should (1) be incorrectly answered
in the English version before continual pretraining
(CT), (2) be correctly answered in the non-English
version by the last three CT checkpoints of the no-
bridge setting, and (3) be correctly answered in the
English version by the last three CT checkpoints of
the bridged setting.

For a knowledge piece successfully transferred
from English to non-English, its corresponding cul-
tural question should (1) be correctly answered in
the English version before CT, (2) be incorrectly

9The model is further finetuned with Chinese-Tibetan and
Chinese-Mongolian parallel data to enhance its translation
capabilities.
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answered in the non-English version by the last
three CT checkpoints of the no-bridge setting, and
(3) be correctly answered in the non-English ver-
sion consistently by the last three CT checkpoints
of the bridged setting.

D Transfer of Knowledge from
Anglophonic Cultures

Data Collection It is untrivial to construct cul-
tural questions for English culture as English is
the native language of many countries or commu-
nities, whose cultures may differ greatly. As a
workaround, we study the information of celebri-
ties from the core Anglosphere (Australia, Canada,
New Zealand, the United Kingdom, and the United
States). This kind of information is more likely to
appear in the English corpus than in non-English
corpora.

Specifically, we sample 1,000 persons from
Wikidata who meet the following requirements:
(1) their nationality is in the core Anglosphere, (2)
they have only English Wikipedia pages and do not
have pages in the four languages of our study (Chi-
nese, Korean, Mongolian, and Tibetan). We then
obtain their attributes, including nationality, date
of birth, place of birth, occupation, and educational
background. We further ensure that their names
and attributes only appear in the English corpus,
and not in the corpus of other languages.

These person-attribute pairs are then con-
verted to multi-choice questions using templates
in different languages, such as {person} was
born in {birthplace} and {person}出生
在{birthplace}. We directly use the person
names and their attributes in their original English
forms, as translating them requires substantial hu-
man labor. In total, we collect 3,073 such ques-
tions.

Experiments and Results We investigate
whether Anglophonic cultural knowledge acquired
during English pretraining can be transferred
to other languages after continual pretraining.
Following the experimental setup outlined in
Section 2, we compare two settings: one with
cross-lingual transfer bridges and one without.
After 1,500 steps of continual pretraining, we
evaluate the models using non-English versions of
Anglophonic cultural questions.

Our results show that the setting with transfer
bridges achieves, on average, 20% higher accuracy
compared to the setting without bridges, indicating

that Anglophonic cultural knowledge can be trans-
ferred to non-English languages. This finding is
also in line with our frequency-based hypothesis
in Section 4: Anglophonic cultural knowledge ap-
pears more frequently in English pretraining data
than in non-English data, making it more easily
transferable to other languages.
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