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Abstract

With the popularity of multimodal techniques,
it receives growing interests to acquire useful
information in visual forms. In this work, we
formulate an emerging IR paradigm called Visu-
alized Information Retrieval, or Vis-IR, where
multimodal information, such as texts, images,
tables and charts, is jointly represented by a
unified visual format called Screenshots, for
various retrieval applications. We further make
three key contributions for Vis-IR. First, we
create VIRA (Vis-IR Aggregation), a large-
scale dataset comprising a vast collection of
screenshots from diverse sources, carefully cu-
rated into captioned and question-answer for-
mats. Second, we develop UniSE (Universal
Screenshot Embeddings), a family of retrieval
models that enable screenshots to query or be
queried across arbitrary data modalities. Fi-
nally, we construct MVRB (Massive Visual-
ized IR Benchmark), a comprehensive bench-
mark covering a variety of task forms and ap-
plication scenarios. Through extensive evalu-
ations on MVRB, we highlight the deficiency
from existing multimodal retrievers and the sub-
stantial improvements made by UniSE. Our
data, model and benchmark have been made
publicly available!, which lays a solid founda-
tion for this emerging field.

1 Introduction

Information retrieval has experienced tremendous
progresses in recent years, driven by breakthroughs
in foundation models. The growing capacity of lan-
guage models has enabled precise and generalized
text retrieval (Xiao et al., 2024; Wang et al., 2022,
2023), while the development in vision-language
models has extended information retrieval to a
broader range of data modalities (Wei et al., 2024;
Zhang et al., 2024a; Zhou et al., 2024b). With
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Figure 1: A use case of Vis-IR. Users take a screenshot
of their interested news by circling and selection, and
search for relevant news reports associated with “Nvidia”
based on a query conditioned on the screenshot.

the recent popularity of multimodal techniques (Li
et al., 2023; Liu et al., 2023; Team et al., 2023),
there is growing interest in uniformly represent-
ing multimodal data in visual forms and leveraging
these visual representations for diverse information
retrieval tasks (shown in Figure 1) (Faysse et al.,
2024; Ma et al., 2024; Zhang et al., 2024b). For ex-
ample, researchers can circle and select a part of a
paper, which may include texts, figures, equations,
and figures, and search for relevant literature to ad-
dress a specific question about the selected content.
Similarly, people take a screenshot of an advertise-
ment on their cellphones and retrieve descriptions
of the corresponding product’. These innovative
paradigms will greatly enhance the flexibility of in-
formation retrieval in real-world scenarios, leading
to a unified paradigm for search engines. In this
paper, we formally define these problems as Visu-
alized Information Retrieval, or Vis-IR for brevity.
We also define the visual representation for a mix-
ture of multimodal data as a screenshot, which is
treated as a unified entity in the retrieval process.
Despite that common multimodal retrievers can
be applied for Vis-IR in a zero-shot manner, and

2https://blog. google/products/search/google-circle-to-search-android/
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there are preliminary works focused on improving
representations of specific multimodal data, like
screenshots of Wiki webpages (Ma et al., 2024),
several fundamental challenges still persist for this
emerging problem. Particularly, there are no tai-
lored models which can offer unified, high-quality
support for various Vis-IR applications. Besides,
there is a lack of comprehensive benchmarks to
evaluate a retriever’s performance on Vis-IR tasks.
Finally, no specialized datasets are curated and pub-
lished for training competent Vis-IR models.

To address the above challenges, we present the
following three resources for Vis-IR.

First, we create a large-scale dataset, namely
VIRA (Vis-IR, Aggregation), which comprises a
vast collection of 13 million screenshot data from
diverse sources, like webpages from news websites,
shopping platforms, and Wikipedia, homepages
from GitHub, research papers from ArXiv, gen-
eral PDF documents, and various forms of charts.
Each screenshot is assigned with a fine-grained
caption by either extracting from meta data or an-
notating with sophisticated OCR tools. We fur-
ther produce two types of question-answer data
for the well-captioned screenshots: 1) g2s tuples,
which comprises a screenshot and a query about the
screenshot, 2) sq2s triples, which contain source
screenshots, conditioned queries about the source,
and target screenshots. Altogether, over 20 million
data samples are included by VIRA.

Second, we develop a family of embedding mod-
els, called UniSE (Universal Screenshot Embed-
dings), built on top of our created dataset. These
models enable screenshots to either serve as queries
or be queried by various data formats. For exam-
ple, using a screenshot to search for an image or
a document, or retrieving a screenshot based on a
textual question. We adopt two alternative model
architectures for UniSE: one based on CLIP (Rad-
ford et al., 2021), which is more efficient, the other
one leveraging MLLMs (Liu et al., 2023), which
is more expressive. This allows users to flexibly
choose the model that best suits their own needs.

Third, we construct MVRB (Massive Visual-
ized IR Benchmark) to evaluate multimodal retriev-
ers’ performance on general Vis-IR tasks. The
benchmark includes various task types, such as
screenshot-based multimodal retrieval (screenshot
to anything, anything to screenshot) and screenshot-
conditioned retrieval (e.g., searching for documents
using queries conditioned on screenshots). It also
covers a variety of important domains, including

news, products, papers, and charts. We conduct a
comprehensive experimental study using MVRB,
which highlights significant deficiencies in exist-
ing methods and uncovers key factors influencing
the development of Vis-IR retrievers. The results
also demonstrate the effectiveness of UniSE in both
in-domain and out-of-domain applications.

We’ve publicly released all resources at http://
huggingface.co/BAAI/BGE-VL-Screenshot to fa-
cilitate future advancements in this critical field.

2 Dataset: VIRA

In this section, we present the VIRA (Vis-IR Ag-
gregation) dataset, which offers diverse and large-
scale training data for developing Vis-IR models.
While creating the dataset, we emphasize two main
factors: 1. comprehensiveness of screenshots, 2.
utility of annotation. The creation’s outline is in-
troduced as follows. Due to the space limitation,
the entire details are provided in Appendix A.

2.1 Screenshot collection

We perform massive collection of screenshot data
spanning seven categories, which include News:
from popular websites like BBC, CNN, and Fox,
Products: from Amazon, Research Papers: from
ArXiv, General Documents: from PDF Association,
Charts: from ArXiv, Common Knowledge: from
Wikipedia; Project Homepages: from GitHub. The
data is evenly distributed across these categories,
leading to 13 million screenshots in total. The col-
lected data encompasses a rich variety of formats,
showing diverse combinations of text, figures, and
structures presented in various layouts. These fea-
tures substantially enhance the generalization for
models trained on corresponding data.

2.2 Screenshot Annotation

We perform two types of annotations for the col-
lected data. First, we assign each screenshot with
a fine-grained caption, which paraphrases its de-
tailed semantic. The caption is produced by in al-
ternative ways. For those associated with complete
meta data, e.g., project homepage from Github, we
apply proper data extraction pipelines to acquire
the captions. While for other free-form screenshots,
we obtain captions based on OCR methods. Sec-
ond, we create question-answering annotations for
the well-captioned screenshots, which closely align
with typical retrieval tasks. Specifically, we con-
sider the following forms of question-answering
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2. Captioning

SpaceX was founded by Elon Musk in 2002 with a
vision of decreasing the costs of space launches,
paving the way to a sustainable colony on Mars

3. Similarity mining
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Figure 2: Creation process of VIRA dataset, including 1) comprehenswe screenshot collectlon from various sources,
2) fine-grained screenshot captioning, 3) similar screenshots mining, 4) q2s annotation, and 5) sq2s annotation.

data. 1. q2s tuples, denoted as (g, s). For a screen-
shot s, we prompt a large language model (LLM) to
generate a question ¢ based on the screenshot’s cap-
tion. For example, given a screenshot with the title
“Nvidia posts record cap-loss due to DeepSeek”, a
question like “What’s the impact of DeepSeek on
Nvidia?” would be generated. 2. sq2s triplets, de-
noted as (s1, q, s2). Following MegaPairs method-
ology (Zhou et al., 2024a), for a pair of relevant
screenshots (s1, s2) mined from the corpus, we
prompt the LLM to analyze their relationship based
on their captions and generate a relational question.
For example, if sl is a breaking news screenshot
and s2 is a subsequent news report, a question like
“What’s the follow-up news to it?” is generated.
Finally, we create 13 millions screenshot-caption
samples and 7 millions question-answering sam-
ples from the above operations.

We supplement the above data with hard nega-
tives, which are crucial for training retrieval mod-
els. For each ¢2s tuple, we introduce hard negatives
based on either textual or visual similarity (using
off-the-shelf embedding models). For a ¢2s tuple,
a screenshot s’ is selected if it meets any of these
conditions: 1) s’ has a similar caption with s, 2) s’
is visually similar with s, 3) s is textually similar
with g. While for a s1¢2s» triplet, we use s’ as a
hard negative, if it enjoys a strong textual or visual
similarity with the retrieval target so.

3 Model: UniSE

We develop retrieval models based on VIRA dataset
called Universal Screenshot Embeddings (UniSE),
providing unified supports for general Vis-IR tasks.

3.1 Embedding

We adopt two structures for UniSE, allowing users
to make flexible selection based on their own needs.

UniSE-CLIP. The first type adopts the CLIP ar-
chitecture (Radford et al., 2021), which is more
time-efficient. In this form, the screenshot s and
text input ¢ are encoded by the visual and tex-
tual encoder of CLIP, respectively: es < ¢, (s),
e; < ¢(t). For a composed input of a screenshot
s and conditioned textual query ¢, the joint rep-
resentation is computed by linear combining the
screenshot and query’s embedding: e, ;, < es+eq.
Specifically, we utilize OpenAI's CLIP-Large?,
leveraging both its architecture and pre-trained
weights as the foundation for UniSE-CLIP.

UniSE-MLLM. The second type is back-ended
by MLLMs (multimodal large language models)
(Liu et al., 2023; Wang et al., 2024), which is more
expressive, especially in representing composed in-
puts. Without losing generality, a composed query
is presented by the following template:

[Task]: $task, [Query]: $s-tok, $g-tok, [EOS]

In this place, $task indicates the task type, $s-
tok stands for the visual tokens from screenshot,
while $g-tok represents the textual tokens from
query. The output embedding from the special to-
ken [EOS] is used to represent the composed input.
For UniSE-MLLM, we adopt Qwen2-VL-2B* and
initialize it with its pre-trained parameters.

3https://huggingface.co/openai/clip-vit-large-patch14
*https://huggingface.co/Qwen/Qwen2-VL-2B-Instruct
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3.2 Training

We propose a two-stage training workflow based on
the composition of VIRA dataset. First, we perform
pre-training using screenshots and their captions,
denoted as {(s;,c;)}n. In this stage, the model
aims to capture the fine-grained semantic about the
screenshot by learning to discriminate its relevant
caption from irrelevant ones. Thus, we employ
a bidirectional contrastive learning loss, ensuring
that the model can correctly match screenshots to
their captions and captions to their screenshots:

le - [fcon(e& ec) + Lcon(em 65) (l)

where es; and e. represent the embeddings of
screenshots and captions, respectively. The func-
tion Lcon (u, v) is formulated as:

e

ieB ]GB eXp(u vj /T>
2
where B represents the set of in-batch query sam-
ples, and 7 is the temperature parameter that con-
trols the strength of penalties on negative samples.
We continue to fine-tune the pre-trained model
based on the question-answering data, denoted as
{(¢i, si)} v (g; can either be a textual query for a
q2s tuple, or a combination of screenshot and its
conditioned query for a sq2s triplet.) With this
operation, the model is strengthened in handling
retrieval-related tasks. In this stage, the following
loss function is minimized:

ﬁsg = Econ(em es) 3)

exp(ul v;/T)

Leon(u,v) =

where e, and e represent the embeddings of
queries and screenshots, respectively. Additional
training details and the hyper-parameter settings
are provided in Appendix B.2.

4 Benchmark: MVRB

We create the Massive Vis-IR Benchmark (MVRB),
which comprehensively evaluate a retriever’s capa-
bility in handling general Vis-IR tasks. The outline
of MVRB and its creation process is presented be-
low, with more details provided in Appendix C.

4.1 Evaluation Tasks

Following the practice of popular retrieval bench-
marks, such as MTEB (Muennighoff et al., 2022)
and MMEB (Jiang et al., 2024b), we introduce four
task categories, each encompassing multiple tasks
relevant to critical application scenarios.

4.1.1 Screenshot Retrieval

Screenshot Retrieval (SR) consists of evaluation
samples, each comprising a textual query ¢ and its
relevant screenshot s: (g, s). The retrieval model
needs to precisely retrieve the relevant screenshot
for a testing query from a given corpus S. Each
evaluation sample is created in two steps: 1) sam-
ple a screenshot s, 2) prompt the LLM to generate
a search query based on the caption of screenshot.
We consider seven tasks under this category, includ-
ing product retrieval, paper retrieval, repo retrieval,
news retrieval, chart retrieval, document retrieval,
and slide retrieval.

4.1.2 Composed Screenshot Retrieval

Composed Screenshot Retrieval (CSR) is made up
of sq2s triplets. Given a screenshot s1 and a query
q conditioned on s1, the retrieval model needs to
retrieve the relevant screenshot s2 from the corpus
S. We define four tasks for this category, including
product discovery, news-to-Wiki, knowledge rela-
tion, and Wiki-to-product. All tasks in this category
are created by human annotators. For each task,
annotators are instructed to identify relevant screen-
shot pairs and write queries to retrieve s9 based on
s1. Further details on task definitions and the anno-
tation process are provided in Appendix C.2.

4.1.3 Screenshot Question Answering

Screenshot Question Answering (SQA) comprises
sq2a triplets. Given a screenshot s and a question
q conditioned on s, the retrieval model needs to re-
trieve the correct answer a from a candidate corpus
A. Each evaluation sample is created in three steps:
1) sample a screenshot s, 2) prompt the MLLM to
generate a question ¢, 3) prompt the MLLM to gen-
erate the answer a for ¢ based on s. The following
tasks are included in this category: product-QA,
news-QA, Wiki-QA, paper-QA, repo-QA.

4.1.4 Open-Vocab Classification

Open-Vocab Classification (OVC) is performed us-
ing evaluation samples of screenshots and their tex-
tual class labels. Given a screenshot s and the label
class C, the retrieval model needs to discriminate
the correct label ¢ from C based on the embedding
similarity. We include the following tasks in this
category: product classification, news-topic classi-
fication, academic-field classification, knowledge
classification. For each task, we employ human
labelers to create the label class and assign each
screenshot with its correct label.
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does Tokyo have than London
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‘What was the initial inspiration for the
tone of the Sailor Moon soundtrack?

Figure 3: MVRB benchmark. There are four task categories: screenshot retrieval, composed screenshot retrieval,
screenshot question answering, and open-vocab classification. Each category covers multiple concrete task scenarios.

4.2 Optimizations

We conduct the following operations to optimize
the quality and usability of the benchmark.

We first introduce quality-control while creat-
ing the evaluation samples. Our quality-control
framework comprises two main operations: auto-
matic assessment and human verification. We
employ multiple MLLMs to constitute a quality-
control committee, which make assessment based
on three criteria. 1) Clarify, whether the query con-
veys a concrete information need, 2) Reasonability,
whether the query is appropriate in practice, 3) Cor-
rectness, whether the query can be addressed by the
retrieval target (a screenshot or an answer). Each
evaluation sample is independently reviewed by the
MLLMs, and if it fails to meet any criterion, it is
removed. The remaining samples are then verified
by human labelers using the same principles. An
evaluation sample is successfully created only if it
passes both quality-control stages.

We then construct the corpus for each retrieval
task. On the one hand, a corpus needs to maintain
sufficient difficulty to effectively distinguish the ca-
pabilities of different retrievers. On the other hand,
its scale should be properly controlled to prevent ex-
cessive evaluation costs. Considering these factors,
the retrieval corpus is created in two steps. First, a
moderate number of retrieval candidates (around
5,000) are randomly sampled for each task>. Sec-

5This allows users to complete their evaluation in a few
hours using one A800-80G GPU, e.g., 3.5h for UniSE-MLLM.

ond, a group of hard negative samples are intro-
duced for each sample. For (composed) screenshot
retrieval, hard negatives are selected based on their
similarity to the query. For screenshot question an-
swering, hard negatives are generated by modifying
the correct answer using an LLM (see Appendix
C for details). The hard negatives also undergo
quality-control before being added to the corpus.

S Experiments

Our experiments focus on three main perspectives.
1. A comprehensive study for existing methods’
abilities in Vis-IR. 2. The value brought by VIRA
dataset. 3. The improvement achieved by UniSE.

5.1 Baselines

Our baseline methods fall into three main cate-
gories. (1) OCR + Text Retrievers, which leverage
advanced OCR tools® to extract text from screen-
shots, followed by textual retrieval. (2) General
Multimodal Retrievers, which are vision-language
embedding models fine-tuned on diverse multi-
modal retrieval tasks, such as image retrieval, com-
posed image retrieval, and visual question answer-
ing. In our experiments, these models process
screenshots in a zero-shot manner. (3) Screenshot
Document Retrievers. These models are built upon
MLLMs architectures and fine-tuned by screenshot-
based document retrieval data. Although these

®https://github.com/PaddlePaddle/PaddleOCR.
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Models ‘

#params ‘

Per Meta-Task Score ‘ Overall

Backbone
\ \ SR CSR SQA O0OVC \
number of datasets | = = | 7 4 5 4 20
OCR + Text Retrievers
BM25 (Robertson et al., 2009) - - 40.71 28.51 3846 6.23 30.81
DPR (Karpukhin et al., 2020) BERT-Base 109M 2498 18.73 27.35 22.08 23.74
BGE (Xiao et al., 2024) BERT-Base 109M 45.67 36.73 3629 4791 41.99
ES5-Mistral (Wang et al., 2023) Mistral-7B 7.11B 38.68 51.44 43.00 45.08 45.51
General Multimodal Retrievers
VISTA (Zhou et al., 2024b) BERT-Base 196M 5.21 11.29 25.78 16.61 13.85
Uni-IR (Wei et al., 2024) CLIP-Large 428M 12.35 3592 29.68 20.06 19.63
CLIP (Radford et al., 2021) CLIP-Large 428M 18.89 25.39 2390 30.40 23.75
SigLIP (Zhai et al., 2023) SOViT-400m 878M 38.33 3448 19.60 40.64 33.34
E5-V (Jiang et al., 2024a) LLaVA-1.6 8.35B 34,11 26.59 523 32.85 25.13
VLM2Vec (Jiang et al., 2024b) Phi-3.5-V 4.15B 1593 48.05 4942 2324 32.19
MM-Embed (Lin et al., 2024) LLaVA-1.6 7.57B 25.86 40.93 4283 32.67 34.48
Screenshot Document Retrievers

ColPali (Faysse et al., 2024) Paligemma 2.92B 61.73 35.00 3532 31.04 43.64
DSE (Ma et al., 2024) Phi-3-V 4.15B 61.54 37.78 39.24 31.51 4521
GME (Zhang et al., 2024b) Qwen2-VL 2.21B 61.62 37.68 37.78 47.98 48.14
UniSE-CLIP (ours) CLIP-Large 428M 3595 4338 28.13 40.62 36.41
UniSE-MLLM (ours) Qwen2-VL 2.21B 69.63 5449 4320 48.26 55.72

Table 1: Overall performance on MVRB (measure by Recall@1). The aggregation result for each task category and
the average score is reported for each method. Top scores are marked in bold while runner-ups are underlined.

models are trained on datasets involving screen-
shots, their effectiveness is severely constrained by
limited data and task diversity, making them insuf-
ficient for general Vis-IR tasks. We adopt multiple
popular methods for each category to ensure a thor-
ough comparison. Detailed specifications about the
baseline methods are provided in Appendix D.

5.2 Main Results

The overall performance of baseline retrievers and
our UniSE models are presented in Table 1. We
report the aggregation result for each task cate-
gory, leaving the detailed performance for each
task presented in Appendix E. We have identified
the following key observations from this table:

(1) Our UniSE models achieve the leading per-
formance across all task categories on MVRB.
Specifically, UniSE-MLLM surpasses the previous
best screenshot document retriever, GME (Zhang
et al., 2024b), by 7.6% in average score. Addition-
ally, the UniSE-CLIP model, with only 428 million
parameters, outperforms all baselines of no greater
sizes while delivering comparable performance to
MM-Embed (Lin et al., 2024), the strongest general
multimodal retriever, which has 7.57 billion param-
eters. The superiority of UniSE models verifies the
effectiveness of our VIRA dataset.

(2) The Vis-IR paradigm offers significant ad-
vantages over traditional text-based retrieval..
As shown in Table 1, even with a complex retrieval
workflow powered by advanced OCR tools and
powerful text retrievers (Xiao et al., 2024), tradi-
tional methods still fall significantly behind UniSE.
This suboptimal performance is likely due to the
loss of crucial layout and visual semantics, even
though OCR can accurately extract textual informa-
tion. This highlights the great potential of Vis-IR
as a unified approach for document retrieval.

(3) Zero-shot application of general multimodal
retrievers results in suboptimal performance for
Vis-IR. While these methods can be directly ap-
plied to screenshot data, most of them perform
worse than other baselines. For instance, the av-
erage score of MM-Embed and MLV2Vec falls
significantly behind that of GME and DSE, despite
using similar MLLM backbones and being fine-
tuned on massive datasets. This highlights a key
distinction between screenshots and common mul-
timodal data, as the latter lacks a rich combination
of data elements presented in visual forms.

(4) Existing screenshot document retrievers can-
not comprehensively address Vis-IR tasks. Al-
though baselines like ColPali, DSE, and GME
achieve substantial improvements in average score,
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Models | Domains

| Prod. News Wiki Paper Repo Others
#Datasets | 4 3 3 3 2 5
BM25 28.65 28.23 21.36 39.72 4567 34.65
DPR 17.28 33.64 2596 2147 33.08 27.07
BGE 38.08 4844 3477 41.11 51.81 47.66
VISTA 1449 19.76 1748 11.53 2039 6.39
Uni-IR 1934 2426 23.62 887 1854 21.56
CLIP 2596 3557 27.70 12.14 2175 2027
SIGLIP 41.46 3873 30.19 21.09 36.10 31.76
E5-V 18.09 2828 20.81 21.32 21.11 3537
VLM2Vec | 28.41 3856 39.60 20.74 37.97 31.50
MM-Embed | 31.72 4033 36.84 2352 4229 3522
ColPali 3624 41.83 2638 4796 5528 53.76
DSE 37.05 48.60 28.52 46.83 6047 5223
GME 3473 56.53 37.17 50.08 62.64 53.46
UniSE-CLIP | 37.92 43.37 36.10 2645 3828 36.44
Uni-MLLM | 49.33 64.30 44.50 54.12 70.17 57.61

Table 2: Average performance (SR, CSR, SQA, OVC)
on different domains. Recall@1 is the evaluation metric.

they still underperform other methods in CSR and
SQA tasks. Additionally, these methods exhibit
inconsistent performance across different domains,
as shown in Table 2. In contrast, UniSE-MLLM
maintains the leading performance across both task
categories and application domains, which demon-
strates its well-rounded Vis-IR capabilities.

5.3 Data Ablation

We perform extensive ablation studies to analyze
the value from VIRA dataset. First, we examine the
impact from captions and question-answering data,
which are used for pre-training and fine-tuning, re-
spectively. Next, we look into the roles of different
question-answering data, including the s2q tuples
and sq2s triplets. Finally, we assess the perfor-
mance gain from using hard negatives.

5.3.1 Two Annotations

We first explore the impact from the two types of
annotations within our VIRA dataset, as shown in
Table 3. We compare three approaches: the first
one relies solely on screenshot captions (first row),
the second one leverages only question-answering
data (second-row), the last one uses both captions
and question-answering data (last row). To ensure
a fair comparison, these methods are fine-tuned for
the same number of training steps.

We derive the following key observations from
the experiment results. First, UniSE demonstrates
strong Vis-IR capabilities solely with pre-training
on screenshot-caption data, already surpassing Col-
PaLl (Faysse et al., 2024) by 2.5% in overall score.
While the alignment between screenshots and cap-

tions differs significantly from downstream tasks,
it enables the model to capture fine-grained screen-
shot semantics, laying a solid foundation for further
training. Second, question-answering data alone
yields even stronger performance, surpassing the
caption-only method by 7.8%. Third, the combined
use of both captions and question-answering data
provides additional improvements, achieving per-
formance gains of 9.6% and 1.8% over methods
using only a single type of annotation data.

5.3.2 Composite QA Data

We further investigate the benefits of using com-
posite question-answering data, specifically q2s
tuples and sq2q triplets, as shown in Table 3. To
assess their individual contributions, we conduct
two ablation studies: one using only q2s tuples
(3rd row, w/o sq2q) and the other using only sq2q
triplets (4th row, w/o g2s). The results indicate that
both g2s tuples and sq2q triplets significantly en-
hance UniSE’s overall performance, improving the
average score by 6.8% and 8.6%, respectively, com-
pared to the screenshot-caption pre-trained model.
Besides, sq2q triplets provide an extra 1.8% gain
over q2s tuples alone. Finally, the effects of both
data types are complementary, as their joint usage
leads to the highest performance (6th row, use all).

5.3.3 Domain Diversity

We examine the detailed impact of using diverse
data from multiple domains. To this end, we intro-
duce an ablation approach that includes question-
answering data solely from Wikipedia while retain-
ing diverse caption data (5th row, w/o. diversity).
The experimental results indicate a clear advantage
of using diverse training data, as the default method
(6th row, use all) outperforms the ablation approach
by 2.2% in overall performance. This underscores
the value of domain diversity in providing uniform
support across various Vis-IR tasks.

5.3.4 Hard Negatives

Finally, we explore the impact of incorporating
hard negatives into the training data. In our experi-
ment, we use three ablation methods, as shown in
Table 4: 1) without hard negatives (1st row), 2) with
only sq2s hard negatives (2nd row), and 3) with
only s2q hard negatives (3rd row). Compared to the
method without hard negatives, introducing either
type of hard negatives leads to improved overall
performance. Furthermore, combining both types
of hard negatives results in the best performance.
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Caption | Instructions | Overall Score
| q2s sq2s | Diversity |
4 X X - 46.14
X v v 4 53.95
v v X v 52.94
4 X 4 4 54.72
4 v v X 53.53
v | v o v \ 55.72

Table 3: UniSE-MLLM’s performance from different
data, including 1. caption-only, 2. question-answer only,
i.e., q2s and sq2s, 3. w/o. sq2s, 4. w/o. g2s, 5. w/o.
diversity, using Wiki as the only source, 6. using all.

Hard Negatives \ Overall Score

q2s sq2s | UniSE-MLLM  UniSE-CLIP
X X 54.26 34.99

X v 54.68 36.19

v X 54.50 36.08

v v 55.72 36.41

Table 4: Impact from different hard negative configu-
rations. ¢2s: incorporate hard negatives for q2s tuples;
sq2s: incorporate hard negatives for sq2s triplets.

While the quality of hard negatives could be further
improved with more costly processing, the current
results offer valuable support for enhancing Vis-IR
models developed from the VIRA dataset.

6 Related Work

Neural Document Retrieval. Document re-
trieval is crucial for a wide range of problems, like
search engines, open-domain question answering,
and retrieval-augmented generation (Karpukhin
et al., 2020; Lewis et al., 2020; Yuan et al., 2023).
Traditionally, document retrieval primarily rely on
text-based methods, with significant advancements
propelled by pre-trained language and large lan-
guage models. These models have facilitated the
development of effective document retrieval sys-
tems (Ni et al., 2022; Wang et al., 2022; Xiao et al.,
2024, Li et al., 2024a). However, text-based re-
trieval methods require prior document parsing and
are incapable of handling unstructured information
within documents, such as complex layouts, charts,
and visual elements (Ma et al., 2024). This limita-
tion results in information loss and highlights the
need for new retrieval methods that go beyond text.

Multimodal Retrieval. The development of
vision-language models (VLMs) (Radford et al.,
2021; Jia et al., 2021; Liu et al., 2023) has signifi-

cantly advanced the capabilities of general-purpose
multimodal retrievers (Wei et al., 2024; Zhou et al.,
2024b; Jiang et al., 2024b; Lin et al., 2024), en-
abling them to perform massive multimodal re-
trieval tasks, such as text-to-image retrieval (Chen
et al., 2015), composed image retrieval (Wu et al.,
2021; Baldrati et al., 2023), and visual ground-
ing (Zhu et al., 2016), etc. However, these meth-
ods assume that multimodal documents are well-
preprocessed into interleaved image-text sequences,
which is unsuitable for the diverse and unstructured
nature of many real-world documents.

Recent studies (Ma et al., 2024; Faysse et al.,
2024; Zhang et al., 2024b) have explored the use
of document screenshots as unified input represen-
tations, i.e., visualized information retrieval (Vis-
IR). This approach eliminates the need for addi-
tional content extraction, preserves all information
within the document, and shows potential for ef-
fectively handling the complexity of real-world
documents. Despite these advancements, existing
Vis-IR datasets remain limited to specific domains
(e.g., Wiki-SS (Ma et al., 2024)) and primarily
evaluate performance by adapting existing docu-
ment visual question answering benchmarks to text-
to-screenshot retrieval tasks (Tanaka et al., 2023;
Mathew et al., 2021a, 2022; Zhu et al., 2022; Li
et al., 2024b). This narrow scope restricts the gen-
eralizability and applicability of current methods.
Therefore, there is a clear need for diverse datasets
and comprehensive benchmarks to advance this
field and enable more robust and scalable solutions.

7 Conclusion

In this work, we introduce Vis-IR, a novel paradigm
that enables multimodal search in a highly unified
manner. Our work makes three fundamental contri-
butions to this emerging field: (1) the creation of
VIRA, a large-scale, diverse, and well-annotated
dataset for developing Vis-IR models; (2) the devel-
opment of UniSE, a family of embedding models
designed for general Vis-IR applications; and (3)
the construction of MVRB, a comprehensive bench-
mark for evaluating Vis-IR performance. Our ex-
periments uncover the limitations of existing meth-
ods in performing Vis-IR tasks and demonstrate
the significant improvements brought by VIRA and
UniSE. To drive further advancements, we will pub-
licly release all resources and continue expanding
in key directions, such as increasing data diversity
and incorporating multilingual annotations.
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Limitations

While this work makes substantial progress over
existing methods, several limitations remain to be
addressed in the future. First, incorporating mul-
tilingual annotations would enhance the develop-
ment and application of Vis-IR across different
cultures. Second, the diversity of data sources can
be further improved. We plan to expand the dataset
with more critical sources and explore the use of
synthetic data. Third, we aim to train the model
on both screenshot and general multimodal data,
enabling it to serve broader applications.
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Appendix
A Details of VIRA Dataset Construction
A.1 Data Collection

We collect massive screenshots spanning seven cat-
egories. Based on the acquisition method, these
data primarily fall into two groups: those crawled
by us and those curated from publicly available
open-source datasets. For the crawled data, we use
the automated platform Playwright’ to scrape tar-
get websites and capture screenshots of the main
content pages. To ensure the completeness of the
captured images, we perform a verification process
using the built-in function of Playwright and dis-
card any incompletely rendered images. Our entire
crawling process adheres to the robots. txt regu-
lations of the respective websites. For the other cu-
rated, we have carefully curated the files to ensure
they can be converted into complete screenshots,
containing both visual and textual content.

Self-Crawled Datasets. The screenshots ob-
tained through crawling fall into four categories:
News, Products, Research Papers, and Project
Homepages. The details of the source and pro-
cessing steps for each category are as follows:

* News: We scrap news webpages from five
mainstream news websites, including BBC,
CNN, Fox, CGTN, and Global Times. For
each news page, we use Playwright to cap-
ture full-page scrolling screenshots and ex-
tract text content from the corresponding
HTML.

* Products: We primarily focus on product
detail pages from the Amazon e-commerce
website. Utilizing Playwright, we capture
screenshots of these pages, which typically
feature product images, titles, prices, cate-
gories, and other relevant details of the prod-
uct. Additionally, we extract textual informa-
tion from the HTML of each product web-

page.

* Research Papers: We collect research papers
from arXiv using the arXiv API® , spanning
from January 2018 to November 2024. For
each paper, we retain only the most recent
version. The original format of these papers
is PDF. We convert each page of every paper

"https://playwright.dev/python/
8https://info.arxiv.org/help/api/basics.html
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into an image and extract the text from each
page using the PyMuPDF® library.

* Project Homepage: We collect project
homepages from GitHub repositories. Ini-
tially, we filter out repositories that contain
a README.md file. Using Playwright, we
capture screenshots of the README region
from the homepages of selected repositories
and extract the relevant text from correspond-
ing HTML. Since some README files con-
tain minimal information (e.g., only the repos-
itory name), we discard screenshots with a
height of less than 300 pixels.

Curated Datasets. We curate open-source
datasets to obtain screenshots for three additional
categories: General Documents, Charts, and Com-
mon Knowledge. The details of the source and
collection process for each category are as follows:

* General Documents: We utilize the pub-
licly available PDFA!? dataset, a document
dataset filtered from SafeDocs. To construct
our dataset, we first filter out documents in
PDF format and convert each page into an
image using PyMuPDF. The source dataset pro-
vides OCR data for each document, which we
process by stitching together the extracted text
from top-left to bottom-right, forming a coher-
ent caption corresponding to each image.

* Charts: We utilize the publicly accessible
dataset ArxivCap (Li et al., 2024b), which
comprises image-caption pairs derived from
572,000 Arxiv papers. Each entry contains an
image, like a table or figure, and its caption,
initially provided as separate text-image pairs
rather than a cohesive screenshot. Therefore,
we render each image alongside its caption
into a single, unified screenshot.

* Common Knowledge: We used the publicly
available dataset Wiki-SS-Corpus (Ma et al.,
2024). This dataset is derived from screen-
shots of Wikipedia entry webpages and in-
cludes caption data for the first 500 words of
each page.

After collecting the data, we apply a filtering
process to ensure content quality and appropriate-
ness. Specifically, we perform keyword matching

*https://pypi.org/project/PyMuPDF/
Yhttps://hf-mirror.com/datasets/pixparse/pdfa-eng-wds

on the caption text to filter out NSFW content. Ad-
ditionally, we remove low-quality entries based on
aspect ratio and caption length, discarding screen-
shots with an aspect ratio exceeding 9 and captions
with fewer than 100 characters.

A.2 Data Annotation

The annotation of VIRA data is categorized into
two main types: caption and question-answering.
Caption is the text within the collected screen-
shots, which is annotated and generated during
the screenshot collection process, as detailed in
Appendix A.1. As for the question-answering, we
have developed two types of question-answering
annotations: q2s tuples and sq2s triplets. The de-
tailed process of creating these question-answering
annotations is as follows:

q2s tuples. A g2s tuple consists of a question ¢
and a corresponding screenshot s that can be used
to answer g. Given that we have access to cap-
tion for each screenshot, we leverage a large lan-
guage model (LLM) to generate question-answer
pairs closely related to the screenshot. Our ap-
proach is similar to the methodology used in con-
structing Docmatix (Laurencon et al., 2024). To
enhance annotation quality, we design domain-
specific prompts tailored to different categories of
screenshots, with the corresponding prompts illus-
trated in Figure 4. For the whole annotation pro-
cess, we employ the open-source model Qwen?2.5-
72B-Instruction (Team, 2024), which requires ap-
proximately 2,078 A800 GPU hours in total.

To enhance the effectiveness of g2s tuples, we
augment each tuple with hard negatives. This aug-
mentation process leverages both the text embed-
ding model BGE (Xiao et al., 2024) and the visual
embedding model EVA-CLIP (Sun et al., 2023).
Specifically, we first encode all captions to con-
struct a corpus embedding and separately encode
both the question and the caption of the target
screenshot to obtain their respective embeddings.
Based on these embeddings, we retrieve the top
15 and top 10 candidates from the corpus for the
question and the target screenshot, respectively. To
mitigate false negatives, we exclude the top-1 can-
didate for the question and the top-3 candidates for
the target screenshot.

For screenshots in the domains of of News, Prod-
ucts, and Common Knowledge—where natural im-
ages frequently appear—we further employ EVA-
CLIP to encode the target screenshot and retrieve
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the top-10 candidates from the corpus, excluding
the top-2 to reduce potential false negatives. Fi-
nally, we merge all remaining candidate sets and
randomly sample 8 candidates to serve as hard neg-
atives for the q2s tuple.

sq2s triplets. An sq2s triplet consists of two rele-
vant screenshots—a query screenshot and a target
screenshot—along with a conditional query. The
target screenshot is used to respond the query con-
ditioned on the query screenshot. To construct
an sq2s triplet, we first mine a pair of relevant
screenshots from the corpus. Following a simi-
lar approach used for augmenting q2s tuples with
hard negatives, we employ BGE and EVA-CLIP
to retrieve the top-10 candidates and randomly se-
lect one as the relevant screenshot for each given
screenshot. For each pair of relevant screenshots,
we prompt LLM to analyze their relationship based
on their captions and generate a relational query.
To enhance annotation quality, we design domain-
specific prompts tailored to different categories of
screenshot pairs, with the corresponding prompts
are illustrated in Figure 5 . We utilize the open-
source model Qwen2.5-72B-Instruction, and the
entire annotation process requires approximately
1002 A800 GPU hours.

Additionally, we augment each sq2s triplet with
hard negatives. The conditional query, query
screenshot, and target screenshot are used to re-
trieve candidates from the corpus, following the
same methodology applied in augmenting q2s tu-
ples with hard negatives. From the retrieved candi-
dates, 8 candidates are randomly sampled to serve
as hard negatives for each sq2s triplet.

A.3 Statistics of VIRA

The VIRA is an extensive dataset, comprising a
total of 20 million data entries. Of these, approxi-
mately 12.96 million are caption data, and around
7.11 million are question-answering data, which
includes 5.97 million g2s tuples and 1.14 million
sq2s triplets. A detailed breakdown of the data
for each type in different domains is provided in
Table 5.

B More Details of UniSE Models

B.1 Preprocessing Strategies for Screenshot
Images

For the UniSE-CLIP model, all input screenshot
images are resized to 224 x 224 during both training
and evaluating, following the default settings of

Type Domain Number
News 1.85M
Products 1.24M
Caption  Research Papers 2.39M
Project Homepage  2.38M
General Documents  1.82M
Charts 2.01M
Knowledge 1.27M
News 1.24M
Products 787.5K
s2q Research Papers 997.4K
Project Homepage 1.0M
General Documents  1.09M
Knowledge 850.2K
News 248.0K
Products 496.1K
Research Papers 89.8K
as2s Project Homepage 69.7K
General Documents ~ 87.5K
Knowledge 155.4K

Table 5: Detailed data counts for each domain in VIRA

the original CLIP model. In contrast, the UniSE-
MLLM model employs a smart resize strategy for
both training and evaluation, which preserves the
original aspect ratio of the screenshot images while
maximizing their resolution to retain visual quality.
Specifically, the maximum image size is set as M X
28 x 28, where M denotes the maximum number
of image tokens. For an image with height 4 and
width W exceeding this limit, its dimensions are
adjusted to H' = L%J x 28 and W' = L%J X 28,

where 5 =,/ %. In our UniSE-MLLM, M
is set to 2500.

B.2 Training Details

For both UniSE-CLIP and UniSE-MLLM mod-
els, training is conducted in two stages: pre-
training and instruction fine-tuning. In the pre-
training stage, both models are trained on VIRA’s
screenshot-caption subset, which contains approx-
imately 13 million screenshot-caption pairs. In
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the instruction fine-tuning stage, the pre-trained
models are further refined using VIRA’s question-
answering subset, comprising approximately 6 mil-
lion items. For all models and training stages, the
initial learning rate is set to 5 x 1079, with a lin-
ear decay schedule applied during training. Other
training details are shown below.

UniSE-CLIP Model. In the pre-training stage,
the UniSE-CLIP model is trained with a batch size
of 8192 for a single epoch. During the instruction
fine-tuning stage, the model uses a batch size of
4096 for one epoch, where each query is paired
with one positive screenshot and one hard negative
sample. All model parameters are updated during
both stages of training.

UniSE-MLLM Model. In the pre-training stage,
the UniSE-MLLM model is trained with a batch
size of 2048 for one epoch. During the instruction
fine-tuning stage, the model uses a batch size of
1024 for one epoch, with each query paired with
one hard negative sample. Unlike UniSE-CLIP,
UniSE-MLLM employs LoRA (Hu et al., 2022) to
fine-tune the language model component of Qwen,
while all other layers remain frozen throughout the
training process. The LoRA rank is set to 32.

C Details of MVRB Benchmark Creation

We construct our benchmark through machine an-
notation, human annotation, and filtering and re-
organizing other publicly available datasets. Ex-
amples of tasks in our benchmark are presented
in Figure 9 and Figure 10. The specific number
of queries and the corpus for each subtask of our
benchmark are listed in Table 6. Below, we provide
detailed information on our construction process
for each meta task.

C.1 Screenshot Retrieval

Screenshot Retrieval (SR) tasks are con-
structed through machine annotation and
filtering/restructuring of publicly available datasets.
Tasks constructed by machine annotation include
product retrieval, paper retrieval, repo retrieval,
and news retrieval. For these tasks, we use captions
of screenshots to generate question-answer pairs
using LLMs with the questions serving as queries.
To ensure quality, we implement a two-stage
quality control process involving automatic assess-
ment and human verification. First, each sample

is assessed by three MLLMs (LLaVA1.6-34B!!,
Molmo-72B'2, Llama-3.2-90B-Vision-Instruct!?)
across three dimensions: 1) Clarity : whether the
query expresses a concrete information need, e.g.,
filtering out vague queries like "a sports car", 2)
Reasonableness: whether the query is realistic,
e.g., filtering out "a horse that can swim"), and 3)
Correctness: whether the query can be answered
by the retrieved screenshot, e.g., filtering out "what
is the citation count of this paper" since it cannot
be answered solely from the screenshot, with
the corresponding prompts detailed in Figure 6.
Each evaluation sample is independently reviewed
by the MLLMs, and any sample failing any
criterion is discarded. The remaining samples are
further verified by human labelers using the same
principles. An evaluation sample is successfully
created only if it passes both stages of quality
control.

Tasks derived from filtering and restructuring
publicly available datasets include chart-retrieval,
document-retrieval, and slide-retrieval. We se-
lected test sets from ChartVQA (Masry et al.,
2022), DocVQA (Mathew et al., 2021b), and Slide-
VQA (Tanaka et al., 2023), using their questions as
queries and corresponding images as target screen-
shots. To refine the evaluation dataset, we re-
move cases where a single query matches multiple
images, such as in SlideVQA. We also filter out
context-dependent questions, like "What is the con-
tent of Section 3.4.5?", ensuring that each query is
tailored for retrieving a single screenshot.

To increase task difficulty, we introduce hard
negatives based on the query and target screenshot,
following a method similar to the hard negatives
augmentation approach for q2s tuples and sq2s
triplets (Appendix A.2). To prevent false nega-
tives, we use MLLM filtering to ensure no relevant
screenshots are mistakenly included in the hard
negatives, with the corresponding prompt shown in
Figure 7.

C.2 Composed Screenshot Retrieval

We construct these tasks through human annota-
tion, encompassing four subtasks: product discov-
ery, news-to-Wiki, knowledge relation, and Wiki-to-
product. These tasks are not only challenging but
also hold significant real-world relevance. Anno-

https://huggingface.co/liuhaotian/llava-v1.6-34b

Phttps://huggingface.co/allenai/Molmo-72B-0924

Bhttps://huggingface.co/meta-llama/Llama-3.2-90B-
Vision-Instruct
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tators are guided to gather query screenshots from
appropriate platforms, generate realistic and high-
quality queries, and acquire the matching target
screenshots. To enhance both the complexity and
the discriminative aspect of the task, each annotator
also identifies 8~10 similar screenshots as difficult
negatives for each original screenshot. Below, we
outline the construction process for each specific
CSR task:

e Product Discovery: This task simulates a
real-world shopping scenario where users
search for a related product based on specific
needs such as price, color, brand, or acces-
sories. Annotators browse Amazon, search
for products from a predefined category set,
capture screenshots, and then generate queries
based on the information in the screenshots.
They then retrieve another product screenshot
that satisfies the query.

News-to-Wiki: This task mirrors a scenario
where users read news articles and seek addi-
tional details on people, events, locations, or
causes, available in Wikipedia entries. Anno-
tators explore news platforms like BBC, Fox,
and CNN, develop queries from the content,
and find relevant Wikipedia entries, capturing
screenshots that answer the query.

L]

Knowledge Relation: This task simulates a
scenario where users browsing Wikipedia are
interested in exploring related topics. When
looking at one entry, they often seek addi-
tional information, which is available in an-
other Wikipedia article. Annotators search
Wikipedia, capture relevant screenshots, for-
mulate queries based on the screenshot con-
tent, and find another entry screenshot that
fulfills the query.

* Wiki-to-Product: This task captures the sce-
nario where users reading Wikipedia articles
about products may wish to purchase them.
Annotators are given Wikipedia entries related
to products and retrieve corresponding screen-
shots from Amazon and Wikipedia to create
query-target pairs.

C.3 Screenshot Question Answering

Screenshot Question Answering (SQA) tasks are
constructed through machine annotation and in-
clude product-QA, news-QA, Wiki-QA, paper-QA,

and repo-QA. For these tasks, we utilize collected
screenshots and generate question-answer pairs us-
ing MLLMs, with the corresponding prompts pro-
vided in Figure 8. To ensure quality of each evalu-
ation example, we follow the same automatic as-
sessment and human verification process used in
creating SR tasks, assessing the evaluation example
based on clarity, reasonableness, and correctness.
To further increase task difficulty, we leverage large
language models (LLMs) to generate hard nega-
tive answers—plausible yet incorrect answers that
closely resemble the correct one—thereby making
the task more challenging.

C.4 Open-Vocab Classification

For Open-Vocab Classification (OVC) tasks, we
start by constructing a mutually orthogonal and
well-organized category corpus. Labels are then
manually annotated on screenshots. The details of
the taxonomy creation for each task are listed as
follows:

* Product Classification: Categories are
sourced from Amazon product pages and use
hierarchies like "Arts, Crafts & Sewing - Knit-
ting & Crochet - Crochet Hooks". A word
tree is used to refine these categories to ensure
exclusivity.

News Topics: Categories are collected from
CNN, BBC, and Fox News and are manually
consolidated to form a mutually exclusive and
comprehensive set that covers a wide range of
real-world scenarios.

Academic Fields: Predefined categories are
obtained from the Arxiv homepage'.

Knowledge Classification: Categories are de-
fined based on the Wikipedia category page'’
and are manually combined to create an exclu-
sive and comprehensive classification set for
Wikipedia entries.

D Baselines and Evaluation Setup

We select retrieval models that are widely adopted
in practice and academic research, which can be
divided into three main categories: OCR + Text
Retrievers, General Multimodal Retrievers, and
Visualized Document Retrievers. In the OCR +

“https://arxiv.org/
Shttps://en.wikipedia.org/wiki/Wikipedia:Contents/Categories
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Task SubTask #Query #Corpus
Product Retrieval 496 5436
Paper Retrieval 503 5021
SR Repo Retrieval 510 5024
News Retrieval 491 5401
Chart Retrieval 200 5000
Doc Retrieval 200 5000
Slide Retrieval 200 5000
Product Discovery 107 1012
CSR News-to-Wiki 101 1010
Knowledge Relation 100 1011
Wiki-to-product 100 969
Product-QA 498 2988
SOA News-QA 500 3000
Wiki-QA 500 3000
Academic-QA 481 2886
Repo-QA 489 2934
Product Classification 500 5000

ovC News Toptics 584 74
Academic Fields 500 142
Knowledge Classification 480 46

Table 6: The specific number of queries and the corpus
for each subtask

Text Retrievers category, we used Paddle OCR to
extract text from the image part and performed text
concatenation in the order from the top-left to the
bottom-right. For evaluation metrics, we used the
Recall metric and recorded the Recall@1 for each
task.

D.1 OCR + Text Retrievers

BM25 (Robertson et al., 2009) is a classical in-
formation retrieval algorithm improved from TF-
IDF, which optimizes relevance scoring through
document length normalization (parameter b) and
term frequency saturation mechanisms (parameter
k1). For evaluation, we use the code of dorian-
brown/rank_bm?25.

DPR (Karpukhin et al., 2020) employs dual BERT
encoders for dense retrieval, mapping queries and
documents into a shared vector space via con-
trastive learning. Trained with an “in-batch nega-
tives” strategy for efficiency. For evaluation, we
use the weight of facebook/dpr-question_encoder-
single-ng-base.

BGE (Xiao et al., 2024) is a widely used BERT-

based text embedding model. It is trained on a large
text corpus and optimized using contrastive learn-
ing. For evaluation, we utilize the base version of
BGE with weights from BAAI/bge-base-en-v1.5.
ES-Mistral (Wang et al., 2023) is a large language
model-based embedding model derived from the
Mistral-7B architecture. It uses the last hidden state
of the [EOS] token as the embedding for the input
text. For evaluation, we utilize the weights from
intfloat/e5-mistral-7b-instruct.

D.2 General Multimodal Retrievers

VISTA (Zhou et al., 2024b) is a universal multi-
modal retriever based on general text embedding
models, such as pre-trained BERT models (Devlin
et al., 2018; Xiao et al., 2024). It processes in-
put images by converting them into sequences of
patches, which are then fed into the pre-trained text
embedding model alongside text tokens in an inter-
leaved manner. Although VISTA was trained on
natural images, we evaluated its performance on
the MVRB by directly inputting document screen-
shot images.

Uni-IR (Wei et al., 2024) is a single retriever to
accomplish any multimodal retrieval task. UnilR
can follow the instructions to take a heterogeneous
query to retrival from a heterogeneous candidate
pool with millions of candidates in diverse modali-
ties. We use the weight of TIGER-Lab/UnilR.
CLIP (Radford et al., 2021) is a multimodal con-
trastive learning model comprising a ViT image
encoder and Transformer text encoder. Pretrained
on 400 million image-text pairs, CLIP maps cross-
modal content into a shared vector space, enabling
zero-shot image classification and cross-modal re-
trieval. It processes an image as 14*14 patches
and outputs the 1+196 (CIS token and 196 patch
tokens) sequence to represent the image. We use
openai/clip-vit-large-patch14 for evaluation.
SigLLIP (Zhai et al., 2023) is a multimodal model
based on SoViT-400m (Alabdulmohsin et al., 2023)
architecture with a better contrastive loss fuction.
The sigmoid loss operates solely on image-text
pairs and does not require a global view of the
pairwise similarities for normalization. This al-
lows further scaling up the batch size, while also
performing better at smaller batch sizes. It pre-
trained on WebLi (Chen et al., 2022) at resolu-
tion 384*384. We use the weight of google/siglip-
s0400m-patch14-384.

ES5-V (Jiang et al., 2024a) is a unified multimodal
embedding framework that maps text/image inputs
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https://huggingface.co/google/siglip-so400m-patch14-384
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into a shared semantic space via prompt mecha-
nisms. Innovatively trained with text-only pairwise
data through single-modality contrastive learning.
We use the weight of royokong/e5-v for evaluation.
VLM2Vec (Jiang et al., 2024b) builds upon the
multimodal large language model Phi-3.5-V (Ab-
din et al., 2024). For any given input, it leverages
the last hidden state of the [EOS] token to generate
embeddings. VLM2Vec was trained on 20 diverse
multimodal datasets, encompassing a range of tasks
such as classification, visual question answering, re-
trieval, and visual grounding. Although the primary
focus of its training corpus is on natural images, it
also includes several document question answering
datasets, such as DocVQA (Mathew et al., 2021a).
This extensive training enables VLM2Vec to ex-
hibit strong performance in the Screenshot Ques-
tion Answering (SQA) tasks within our MVRB
benchmark, outperforming other models, including
our own UniSE, which are zero-shot for these tasks.
Despite its competitive performance in SQA tasks
due to this specialized training, VLM?2Vec is classi-
fied as a general-purpose retriever in our taxonomy
because of its limited exposure to document data,
both in terms of quantity and the narrow focus on
question answering tasks. For evaluation, we use
the weight of TIGER-Lab/VLM2Vec-Full.
MM-Embed (Lin et al., 2024) is a multimodal
dual-encoder model addressing vision-text bias
through modality-aware negative sample mining. It
supports hybrid-modality queries (e.g., text+image
combinations) and enhances retrieval precision in
complex scenarios via large language model rerank-
ing. We use the weight of nvidia/MM-Embed.

D.3 Screenshot Document Retrievers

DSE (Ma et al., 2024) is a bi-encoder model de-
signed to encode document screenshots into dense
vectors for document retrieval. It trained on Wiki
pages and documents. We use the weight of
Tevatron/dse-phi3-docmatix-v2.

ColPali (Faysse et al., 2024) is an advanced docu-
ment retrieval model designed to leverage vision-
language models (VLMs) to generate high-quality
contextual embeddings from document page im-
ages. The model is based on PaliGemma-3B (Beyer
et al., 2024) and employs the ColBERT (Khattab
and Zaharia, 2020) strategy to create multi-vector
representations of document page, thereby enhanc-
ing the accuracy and efficiency of retrieval. We use
the weight of vidore/colpali-v1.3-hf for evaluation.
GME (Zhang et al., 2024b) is based on the Qwen2-

VL model, and utilizes a contrastive learning ap-
proach to integrate diverse data into a unified se-
mantic space. The GME has been trained on the vi-
sual document dataset Docmatix (Laurengon et al.,
2024), which makes it have a great power to han-
dle the visual document. For evaluation, we use
the weight of Alibaba-NLP/gme-Qwen2-VL-2B-
Instruct.

E Detailed Results for Each Task

The detailed results of different retrievers for each
task on MVRB are presented in Table 7 (A) and
Table 7 (B).
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BM25 DPR BGE ES5-Mistral CLIP SIGLIP VISTA Uni-IR

SR

Product 59.27 29.44 62.70 69.75 34.88 55.24 10.48 24.19
Paper 70.38 23.66 50.89 69.18 6.96 26.24 0.60 1.19
Repo 4471  30.78 53.92 60.20 15.69 47.65 3.14 7.84
News 38.08 26.48 43.18 47.45 24.24 33.20 4.28 11.20
Chart 9.00 8.50 21.50 33.00 4.50 24.00 0.50 4.50
Document 19.00 19.00 30.50 29.00 7.50 21.00 2.50 6.00
Slide 44,50 37.00 57.00 51.50 38.50 61.00 15.00 31.50
Avg 40.71 2498 45.67 51.44 18.89 38.33 5.21 12.35
CSR

Knowledge Relation 19.00 15.00 18.00 23.00 18.00 30.00 6.00 23.00
News2Wiki 20.79 10.89 17.82 31.68 16.83 21.78 6.93 18.81
Product Discovery 25.23  28.04 27.10 33.64 32.71 55.14 25.23 29.91
Wiki2Product 49.00 21.00 84.00 92.00 34.00 31.00 7.00 47.00
Avg 28.51 18.73 36.73 45.08 25.39 34.48 11.29 29.68
SQA

Repo-QA 46.63 35.38 49.69 33.33 27.81 24.54 37.63 29.24
News-QA 38.40 3540 38.80 57.60 31.80 19.80 24.00 22.20
Product-QA 2249 10.04 26.31 27.71 15.26 16.06 15.46 12.85
Paper-QA 46.78 30.15 32.85 52.18 22.45 21.62 31.60 21.62
Wiki-QA 38.00 25.80 33.80 44.20 22.20 16.00 20.20 21.20
Avg 3846 27.25 36.29 43.00 23.90 19.60 25.78 21.42
ovcC

Product Classification 7.6 1.60 36.20 41.00 21.00 39.40 6.80 10.40
News Topics 8.22 39.04 63.35 59.42 50.68 63.18 30.99 39.38
Knowledge Classification ~ 7.08  37.08 52.50 42.08 4291 44.58 26.25 26.67
Academic Fileds 2.00 10.60 39.60 12.20 7.00 15.40 2.40 3.80
Avg 6.23 22.08 47091 38.68 30.40 40.64 16.61 20.06

Overall Score
All 30.81 23.74 41.99 45.51 23.75 33.34 13.85 19.63

Table 7 (A): Detailed performance results for each task of different retrievers on MVRB (Recall@1).
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VLM2Vec ES5-V MM-Embed DSE Colpali GME UniSE-CLIP UniSE-MLLM

SR
Product 2359 3346 28.83 71.17 7250  57.80 53.02 75.40
Paper 775 3936 18.09 78.02 8031  74.55 34.19 90.26
Repo 1765  36.08 30.59 7401 6823 7647 40.98 83.33
News 1752 26.88 24.03 5061  41.10  57.00 39.92 75.96
Chart 1150 23.00 11.00 29.00 24.00  39.00 11.00 36.50
Document 1200 26.00 18.50 4750  59.50  51.00 17.00 50.50
Slide 2150 54.00 50.00 80.50 8650  75.50 55.50 75.50
Avg 1593 34.11 25.86 6154 6173  61.62 35.95 69.64
CSR

Knowledge Relation 4700 18.00 26.00 2292 1600  20.00 29.00 41.00
News2Wiki 4950  37.62 41.58 2188 1680 19.80 2772 44.55
Product Discovery 3271 34.58 41.12 2404 2520  28.90 45.79 51.40
Wiki2Product 63.00  30.00 55.00 8229 8200  82.00 71.00 81.00
Avg 4805 3005 40.93 3778 3500  37.68 43.38 54.49
SQA

Repo-QA 5828 3681 53.99 4693 4233 48.80 35.58 57.00
News-QA 5140 3620 50.20 40.52 4040  43.00 33.00 47.60
Product-QA 3655 19.68 30.12 2298 17.67 18.80 19.68 25.10
Paper-QA 4378 34.10 38.46 46.67 4698 4530 25.36 46.70
Wiki-QA 5700 30.20 41.40 39.11 2920  33.00 27.00 39.60
Avg 4942 31.40 42.83 3924 3532 3778 28.13 43.20
ovC

Product Classification 2080 1420 26.80 3000  29.60  33.40 33.20 45.40
News Topics 4675 5257 46.75 56.68  44.00  69.60 57.19 69.34
Knowledge Classification ~ 14.79  45.42 43.13 2354 3395  58.50 52.29 5291
Academic Fileds 1060 19.20 14.00 1580  16.60  30.40 19.80 25.40
Avg 2324 32.85 32.67 3151 3104  47.98 40.62 48.26

Opverall Score
All 32.19 32.37 34.48 48.14  43.64 13.3 34.99 55.72

Table 7 (B): Detailed performance results for each task of different retrievers on MVRB (Recall@1).
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/You are an advanced assistant specializing in generating question-answer pairs \
according to news articles. Based on the provided **Passage**, generate a
question and answer.

Follow these guidelines:
1. The question should be:
Specific: Focus on a key detail, event, or fact from the **Passage**.
Relevant: The query must focus directly on the content of the news articles and
should not introduce any irrelevant or external information.
Clear: The query should be specific and clear, avoiding vague or overly broad
expressions.
2. The answer should be:
Concise: Provide a direct answer to the query without unnecessary information.
Accurate: Ensure the answer is based solely on the provided **Passage**.
3.The question and answer should be returned in the following format:
{"question™: <Generated question>, "answer": <Generated answer>}

Note: If no relevant query can be generated from the text, return an empty
dictionary.

The provided **Passage** is as follows:

CPassage> /

Figure 4: The prompt used for q2s annotation. This prompt is designed for the news domain. For other domains, the
word in blue can be substituted with the appropriate term for that domain.

KYou are an expert in creating technical question-answer pairs designed for effective arXiv \
paper retrieval.

You will be given a **Query Text** (a passage from one section or page of a paper) and a
**Candidate Text** (a passage from another related section or page of a paper). Your task is
to generate QA pairs where:

- The question must combine contextually with the query text to retrieve the candidate text.
- The answer should be derived exclusively from the candidate text, with no external
information added.

Before generating the QA pairs, you should summarize the relation between the two passages
from the perspectives of methodology, experiments, insights, and so on.

Your output must adhere to the following JSON format:
{"question": <Generated question>, "answer": <Generated answer>}

Note: If no relevant question can be generated from the text, return an empty dictionary.
The provided query text and candidate text are as follows:

**Query Text**: <Query Text>

Q*Candidate Text**: <Candidate Text> J

Figure 5: The prompt used for sq2s annotation. This prompt is intended for the paper domain. For other domains,
the word in blue can be substituted with the appropriate term for that domain.
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@# Instruction: Evaluate the given sample, consisting of a QA pairs and an image, using\

the following three dimensions. Output acceptance decisions with detailed rejection reasons
in JSON format.

## Evaluation Dimensions
1. Clarity
- Requirement: Question clearly and specifically expresses an information need.
- Reject if: The question uses vague, overly general, or ambiguous expressions.
2. Plausibility
- Requirement: Question is realistic and makes sense in the context of the provided image.
- Reject if: The question contains impossible scenarios/actions.
3. Validity
- Requirement: The answer must be derivable from the image itself.

- Reject if: The question requires external knowledge or information not present in the
image.

## Output Format
{
"accept": <boolean>,
"reject_reasons": [
{"dimension"; "clarity"”, "detail": "specific explanation"},

{"dimension": "plausibility”, "detail": "..."},
{"dimension"; "validity", "detail": "..."}
]
}
## Input

Question: <Question>
Answer: <Answer>
Image: <Image>

%# Output j

Figure 6: The prompt used for qulatiy control. We employ MLLMs to evaluate the clarity, plausibility, and validity
of the evaluation examples.

( )
## Instruction: You are an expert in Visual Question Answering (VQA). Given a question and

an image, determine if the question can be answered based solely on the information in the image.

## Input:
Question: <Question>
Image: <Image>

## Output:

If the question can be answered using only the information from the image, output True.
I the question cannot be answered using only the information from the image, output False.

J

Figure 7: The prompt used for filtering out false negatives.
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## Instruction: You are a professional data annotator tasked with generating a high-quality question-

answer pair based on the input text-rich document screenshot image. The generated question must

align strictly with the input content, and all outputs must meet the defined requirements.

- A single, natural language question that is closely related to the content of the input image.

- A corresponding answer that directly and concisely addresses the generated question based on the
input image.

## Requirements :

The question must be:

- Relevance: Be directly based on the input image and avoid introducing irrelevant or external
information.

- Singularity: Contain only a single question, not a compound or multi-part question.

- Hard: The generated question should have a certain level of difficulty and not be simple extraction-
based questions.

- Vision Centric: The question should reference the visual content of the image, such as charts,
diagrams, tables, or figures. If no such visual references exist, base the question on the text of the
image.

## Input and output example: <Demonstration>

## Your task: The input image is <Input Image>

- J

Figure 8: The prompt used for creating screenshot question answering task.
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Task Subtask Query Text Query Image Target

What are the dimensions of the
Product Retrieval Baosha Women’s Small Sling Cross- — i
body bag?

What are the four foundational
Screenshot codes that explain Trump’s tumul-
Retrieval News Retrieval tuous path through his life, accord- —
ing to the judge’s ruling in the New
York fraud case?

What is the *mass twins’ scenario in

Paper Retrieval
P the context of compact stars?

. What percentage of the prize pool
Chart Retrieval did eSports team devils.one receive?

Document Who is the staff representative men-
Retrieval tioned in the document?

How many more skyscrapers does
Slide Retrieval Tokyo have than London according —
to the slide?

What are the prerequisites for suc-
Repo Retrieval cessfully completing the Knowledge —
Mining Solution Accelerator?

Product I need a larger size of the same =
Discovery brand.
l‘l LR B N I ) ;(..
Composite Knowledge Which temple is the‘ Buddha statue ? i
Screenshot Relation in the image located? -~
Retrieval :z.:l

I need information about the politi- =

-to-Wiki ) O
News-to-Wiki cal party of this man in this event.

Wiki-to-Product E:’;;Ch the most relevant product :

Figure 9: Examples of tasks in Screenshot Retrieval and Composite Screenshot Retrieval in MVRB.
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Task Subtask Query Text Query Image

What type of chain is used in :
Product-QA the S925 Circle of Life Cremation © |
Memorial Necklace?

Screenshot News-QA ‘What did Jeffrey Garten accidentally
Question send to Ina Garten’s publicist?
Answering
‘What was the initial inspiration for
Wiki-QA the tone of the Sailor Moon sound-

track?

What is the key feature of the opti-
Paper-QA mal contingent debt contract accord-
ing to Proposition 5?

[ —

‘What does the Mastodon-hashtag- s
Repo-QA collector API method /hash- . . . . -.
tag/:hashtag return? g —

" e

S——

Product
Classification

Open-Vocab )
Classification News Topics

Arxiv Fileds

Knowledge
Classification

Figure 10: Examples of tasks in Screenshot Question Answering and Open-Vocab Classification in MVRB.
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