
Proceedings of the 63rd Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers), pages 1840–1857
July 27 - August 1, 2025 ©2025 Association for Computational Linguistics

Self-Instructed Derived Prompt Generation Meets In-Context Learning:
Unlocking New Potential of Black-Box LLMs

Zhuo Li*1,2,3*, Yuhao Du*1,2,3, Jinpeng Hu4, Xiang Wan1,2, Anningzhe Gao1,2†

1 Shenzhen International Center for Industrial and Applied Mathematics,
2 Shenzhen Research Institute of Big Data,

3 The Chinese University of Hong Kong, Shenzhen,
4Hefei University of Technology,

Abstract

Improving prompt quality is crucial for enhanc-
ing the performance of large language mod-
els (LLMs), particularly for Black-Box models
like GPT4. Existing prompt refinement meth-
ods, while effective, often suffer from semantic
inconsistencies between refined and original
prompts, and fail to maintain users’ real intent.
To address these challenges, we propose a self-
instructed in-context learning framework that
generates reliable derived prompts, keeping se-
mantic consistency with the original prompts.
Specifically, our framework incorporates a re-
inforcement learning mechanism, enabling di-
rect interaction with the response model during
prompt generation to better align with human
preferences. We then formulate the querying
as an in-context learning task, combining re-
sponses from LLMs with derived prompts to
create a contextual demonstration for the origi-
nal prompt. This approach effectively enhances
alignment, reduces semantic discrepancies, and
activates the LLM’s in-context learning ability
for generating more beneficial responses. Ex-
tensive experiments demonstrate that the pro-
posed method not only generates better derived
prompts but also significantly enhances LLMs’
ability to deliver more effective responses, par-
ticularly for Black-Box models like GPT4.

1 Introduction

The emergence of Large Language Models (LLMs)
has significantly advanced the field of Natural Lan-
guage Processing (NLP), achieving remarkable re-
sults across various tasks (OpenAI et al., 2023;
Srivastava et al., 2022; Brown et al., 2020; Touvron
et al., 2023; Devlin, 2018; Hu et al., 2023). The
success of these models is highly dependent on the
quality of the input prompts, as ambiguous or inse-
cure prompts can lead to low-quality and unreliable
responses (Zhou et al., 2022; Zamfirescu-Pereira
*Equal contributions, {zhuoli3,yuhaodu}@link.cuhk.edu.cn.
†Corresponding author, anningzhegao@gmail.com.

et al., 2023; Liu et al., 2023; Du et al., 2025b). Ad-
ditionally, the high training costs associated with
the large parameter sizes of these LLMs make it
challenging to fine-tune for alignment when han-
dling downstream tasks. In particular, for Black-
Box LLMs, training is impossible. Therefore, uti-
lizing better prompts to guide the models in gener-
ating the desired outputs has been an effective and
promising approach in applying LLMs to various
tasks.

To this end, several approaches are proposed to
find the optimal prompts that can generally promote
LLMs across various tasks. A popular approach is
to refine the prompts with manually designed tem-
plates (Tam et al., 2021; Reynolds and McDonell,
2021), which, however, is limited in specific sce-
narios, resulting in a high manual workload and
constrained usability (Webson and Pavlick, 2021).
Therefore, some automated methods are proposed
to rewrite prompts, which usually leverage the pow-
erful capabilities of LLMs by directly asking the
model to refine the prompts (Zhou et al., 2022;
Fernando et al., 2023; Madaan et al., 2023), or by
training a dedicated prompt refinement model to
enhance prompt quality (Cheng et al., 2023; Deng
et al., 2022; Kong et al., 2024; Zheng et al., 2024b).
While effective, several challenges may limit their
practical use on downstream tasks. For example,
previous methods often require a labor-extensive
data collection or complex template design, and
the lack of interaction with the queried model (e.g.,
response model) that is used in downstream tasks
during rewritten can result in prompts not fully
compatible with it. Moreover, the prompt rewriting
process may introduce several semantic inconsis-
tencies between the refined and original prompts,
potentially leading to less effective responses, as
shown in Tab. 1. Given these considerations, we
raise the following question:

Is there a more effective way to prompt the re-
sponse model (e.g., Black-Box GPT4) than solely
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Table 1: Failed refined prompt cases. Case 1 is from directly asking Llama3-8B-Instruct (Touvron et al., 2023) for a
prompt refinement. Both Case 2 and Case 3 are from BPO (Cheng et al., 2023). Justification provides an analysis
from GPT4 on how the refined prompts fail to serve as an effective evolution compared with the original ones.

Case 1

Original Prompt Human knowledge is a collection of definitions and observations. What is your opinion about this proposition ?
Refined Prompt What is the foundation of human knowledge and how do we acquire and organize it?

Justification The refined prompt diverges significantly from the original prompt by altering the focus and depth of inquiry.

Case 2

Original Prompt Describe the health benefits of green tea.
Refined Prompt Discuss the antioxidant properties of green tea and its role in preventing cancer.

Justification
The refined prompt loses context. The original prompt asks about the health benefits of green tea in general,
while the refined one focuses only on its antioxidant properties and role in cancer prevention, ignoring other benefits.

Case 3

Original Prompt Generate a product idea for a mobile application.
Refined Prompt Generate a product idea for a mobile application that helps users meet dietary goals through personalized nutrition and meal planning.

Justification
The refined prompt overly narrows the focus compared to the original prompt. It limits the potential product ideas to only those related
to a specific topic, neglecting other innovative possibilities within the mobile application space.

generating a refined prompt?
Building on the successes of in-context learn-

ing (ICL) in enhancing LLM performance through
additional relevant demonstrations (Dong et al.,
2022), we introduce a novel framework to stimulate
LLMs into generating more helpful and reliable re-
sponses by automatically constructing an informa-
tive in-context environment for the original prompt.
Specifically, we develop a derived prompt gener-
ation model that will be optimized through a self-
instructed reinforcement learning (RL) objective.
By integrating the response model into the RL train-
ing process, our approach avoids extensive training
data collection and ensures a closer alignment be-
tween the derived prompt and the response model.
Crucially, instead of replacing the original prompt,
we utilize the derived prompt-response pair as a se-
mantically relevant ICL demonstration (Liu et al.,
2021), thereby preserving the original prompt’s in-
tent while leveraging the benefits of ICL and effec-
tively stimulating the LLM’s inherent knowledge to
produce higher-quality responses. Extensive exper-
iments across various downstream datasets demon-
strate significant improvements in response quality
compared to existing prompt refinement methods,
including enhancements in Black-Box models such
as GPT4. Our approach presents a promising and
interpretable paradigm for aligning LLMs without
modifications, offering the following advantages:

• A novel framework for aligning LLMs with hu-
man preferences based on prompt improvement,
applicable to Black-Box LLMs like GPT4.

• A data collection-free way for prompt refinement
via a self-instructed RL objective.

• Automatic construction of informative ICL envi-
ronments through high-quality demonstrations.

• Significant enhancements in response quality
across various downstream datasets.

2 Background

SFT. Supervised Fine-Tuning (SFT) with anno-
tated text descriptions is widely used to adapt
LLMs into downstream tasks. Given prompt-
response pairs (x, y) sampled from a distribution
D, SFT objective function is defined as:

LSFT = −E(x,y)∼D

[∑

i

log πSFT(yi|x, y<i)

]
, (1)

where π indicates a LLM policy and y<i refers
to all tokens before the i−th token in response y.
In prompt rewritten task, x and y usually indicate
original and refined prompt, respectively. For ex-
ample, Cheng et al. (2023) and Zheng et al. (2024b)
collect various (x, y) pairs generated from GPT4
and design a prompt refinement system by mini-
mizing Eq. 1.

RLHF. Reinforcement Learning from Human
Feedback (RLHF) is another effective tuning
method for improving the alignment of LLMs with
human preferences, which typically involves two
steps: reward modeling and RL training. In re-
ward modeling, a reward model R is designed
to measure response quality to an input prompt:
LReward = −E(x,yc,yr)∼D[log(σ(R(x, yc) −
R(x, yr)))], where yc and yr indicate good and
bad response, respectively. σ is the sigmoid func-
tion. Generally, RL training uses the PPO algo-
rithm (Schulman et al., 2017) with an additional
Kullback–Leibler (KL) regularization as below:

LRLHF = E(x∼D,y∼πθ(y|x))

[
R(x, y)− β log

πθ(y|x)
πSFT(y|x)

]
,

(2)

where β > 0 is a hyper-parameter that controls the
influence of the KL penalty. Training a prompt
rewritten model using Eq. 2 is still impractical
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Figure 1: (a) Previous methods directly replace the
original prompt with the refined one, potentially risk-
ing semantic inconsistencies and ineffective responses.
(b) Our method uses a derived prompt to create an in-
context demonstration, ensuring high-quality responses
while maintaining the integrity of the original prompt.

because it requires collecting a dataset of origi-
nal prompts and refinements, for obtaining a basic
rewriter πSFT and a specific reward model which
can evaluate the quality of refined prompt.

3 Motivation

As shown in Fig. 1(a), previous methods that di-
rectly replace the original prompt with a refined
prompt to query LLMs often overlook valuable in-
formation contained in the original prompt, leading
to ineffective responses due to essential semantic
inconsistencies between the original and rewrit-
ten prompts. Fig. 1(b) gives a illustration to our
method, which addresses this issue by generating a
derived prompt that is used to query the response
model. The derived prompt-response pair is then
employed to construct a semantically similar, high-
quality demonstration for the original prompt. This
in-context query process promotes the model’s ICL
capabilities more effectively, ensuring more useful
responses while consistently querying the original
prompt, thereby avoiding ineffective results.

4 Methodology

4.1 Task Formulation

We begin with the definition of a derived prompt
and its generation process. A derived prompt x′

is a transformation of the original prompt x that
maintains close relevance and shows improved ex-
pression, without necessarily being a rewritten or
refined prompt. Our goal is to train an effective gen-
eration model π that is initialized by a LLM and
can reliably produce a derived prompt x′ ∼ π(x′|x)
given an original prompt x. Consequently, a higher-
quality response y′ can be generated by query a
response model M, serving as more effective reply
for x, due to their similar semantics. Generally, π
can be a frozen Black-Box model (e.g., GPT4) or

Algorithm 1: Self-instructed RL for de-
rived prompt generation model training.

Input :Training Dataset D, DPG instruction xDPG, a
LLM initialized π, frozen response model
M and reward modelR.

Output :Derived Prompt Generation Model πθ .
1 Initialize πθ ← π;
2 Initialize πref ← π;
3 for Random Sample a x in D do
4 Obtain X = Concat([xDPG, x]);
5 Prompt πθ to obtain derived prompt

x′ ∼ πθ(x
′|X);

6 PromptM to generate response y′ ∼M(y′|x′);
7 Compute reward value byR(x′, y′);

8 Compute KL penalty by β log πθ(x
′|X)

πref(x
′|X)

;
9 Update derived prompt generation model πθ by

maximizingR(x′, y′)− β log πθ(x
′|X)

πref(x
′|X)

;
10 end

a learnable model. In this research, we focus on
optimizing a trainable model π parameterized by
θ ∈ Rd, with the goal of x′ to be more semantically
derived to x and better aligned with M.

4.2 Self-instructed RL for Derived Prompt
Generation Model

As mentioned in Sec. 2, directly using Eq. 1 and 2
to optimize a derived prompt generation model πθ
typically introduces onerous data collection and
lacks of alignment between derived prompts and re-
sponse model, leading to suboptimal compatibility
with downstream tasks. To address these issues, we
propose a self-instructed RL objective for effective
refinement model training.

Let D = {xi}Ni=1 denote a training data set of
length N , which only includes original prompts.
Assume that we have a reliable reward model R,
which measures the response quality of the re-
sponse model M when using the derived prompt
x′. Instead of utilizing pre-collected x′ to optimize
the model πθ in an offline mode, we aim to lever-
age the reward for M response to x′ to direct the
optimization, which can further generate desirable
x′ that is better aligned with M (We freeze M dur-
ing πθ training since the parameters of M may be
inaccessible). To this end, we design to maximize
the following objective:

E x∼D
x′∼πθ(x

′|x)
y′∼M(y′|x′)

[
R(x′, y′)− β log

πθ(x
′|x)

πref(x′|x)

]
, (3)

where x′ ∼ πθ(x
′|x), y′ ∼ M(y′|x′) and πref is

the reference model identically initialized by π and
β is a hyper-parameter for stable model training.

1842



It is important to note that Eq. 3 relies on the
πθ model having a basic derived prompt genera-
tion capability. Given an original prompt x, πθ
can directly rewrite it instead of performing the
task in x (e.g., answering the question posed by x).
Therefore, previous methods (Kong et al., 2024;
Huang et al., 2024) necessitate an SFT stage to
transform the pre-trained π into a prompt rewriter
πSFT, which initializes both πθ and πref, demanding
extensive data collection of (x, x′) pairs.

Note that a well pre-trained LLM πθ should in-
herently possess basic capabilities of instruction-
following (Ouyang et al., 2022) and paraphrasing.
Therefore, we propose to use a derived prompt gen-
eration (DPG) instruction xDPG to overcome the
necessity of SFT. Specifically, we manually design
a xDPG as shown below:

### Instruction: Please provide a more
comprehensive, easily understandable, and
answerable version of the following
question. Ensure that necessary contextual
information is added during the rewrite,
but do not limit the understanding and
response to the question. Avoid confining
the question to just a few aspects, allowing
the responder to think from multiple angles.
Only return the refined question and do not
explain. Here is my original question:".

### Question: {Original Prompt x}.

As expected, πθ should generate a reasonable
derived prompt x′ based its instruction-following
capability:

X = Concat([xDPG, x]),

x′ ∼ πθ(X).
(4)

With the help of xDPG, our method can effectively
eliminate the need for data collection and additional
training costs introduced by SFT. Additionally, by
strategically leveraging the M into the training
process of πθ, the generated derived prompts will
be more in line with the preferences of the response
model. Our final training objective is shown below:

E x∼D
x′∼πθ(x

′|x)
y′∼M(y′|x′)

[
R(x′, y′)− β log

πθ(x
′|x)

πref(x′|x)

]
. (5)

We summarize the training process in Alg. 1.

Algorithm 2: Intent-consistency oriented
in-context query framework for inference.

Input :Inference prompt x, DPG instruction xDPG,
derived prompt generation model π and a
LLM to be quried.

Output :Final response to user.
1 Obtain X = Concat([xDPG, x]);
2 Generate refined prompt x′ ∼ π(x′|X);
3 Prompt LLM to obtain response y′ ∼ LLM(y′|x′);
4 Fulfill the in-context query template with (x, x′, y′);
5 Query LLM and obtain final response;

4.3 Intent-Consistency Oriented In-context
Query Framework for Inference

Although the derived prompt generation model op-
timized by Eq. 5 can produce higher-quality, se-
mantically rich, and more compatible x′ with the
response model M, there still remains a risk of
semantic inconsistency and intent shift due to the
uncontrollability of the generation process. Con-
sequently, directly replacing the original prompt
with the derived prompt would not be the optimal
solution to make full use of it, even for our method.

To address the mentioned issue and better acti-
vate the LLM’s inherent knowledge, we propose
a general in-context query framework to mitigate
potential semantic discrepancy, where we leverage
high-quality, relevant in-context demonstrations de-
rived from the original prompt. Therefore, this
approaches can effectively enhance LLM ability
to better respond to the user’s original query. As
shown in Alg. 2, we construct an intent-consistent
in-context query by filling the following template
using (x, x′, y′), where x, x′, y′ indicates the origi-
nal prompt, its corresponding derived prompt and
the LLM response to the derived prompt, respec-
tively. This in-context query requires the better
LLM respond to the original question x by emu-
lating the quality, style, and level of detail of the
response y′ given to x′:

### Question: {Derived Prompt x′}.
### Response: {Response y′}.

Given the above Question and Response as an
example, emulate the way it responds to the question
to reply to the following question:

### Question: {Original Prompt x}.

This in-context query framework ensures that
the final response aligns more closely with the orig-
inal intent included in x, while maintaining the
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enhanced response characteristics corresponding
to the derived prompt. Therefore, it mitigates po-
tential discrepancies between the refined prompt
and the original prompt, leading to responses that
are more helpful, reliable, and consistent with user
expectations.

5 Experiments

In this section, we conduct extensive experiments
on various downstream datasets to comprehen-
sively evaluate our method when compared with
baseline methods. Ablation studies demonstrate
the superior and necessity of our proposed self-
instructed RL method for derived prompt genera-
tion, and also shows that ICL can serve as a flexible
play-and-plug module to generally boosting exist-
ing methods to achieve better performance. We
also conduct human evaluations and efficiency anal-
ysis. Detailed training settings are in Appendix B
and we conduct experiment for two runs.

5.1 Experimental Setup

Datasets. To train a derived prompt generation
model by Eq. 5, we utilize the BPO training dataset
by following previous work (Huang et al., 2024;
Cheng et al., 2023), which is constructed from
four meticulously selected datasets and comprises
14K diverse samples. In order to comprehensively
evaluate the performance of our method, we adopt
wide-used instruction datasets for assessment, in-
cluding Dolly Eval (Conover et al., 2023), Vicuna
Eval (Chiang et al., 2023), Self-Instruct Eval (Wang
et al., 2022) and BPO test Eval (Cheng et al., 2023).
We provide detailed description in Appendix B.

Derived Prompt Generation Model. We partic-
ularly focus training an effective πθ based on the
popular LLMs such as LLaMA (Touvron et al.,
2023) and Qwen (Yang et al., 2024a). Specifically,
considering that our method relies on an instruction-
following capability for derived prompt generation,
we apply our method to Llama2-chat (Touvron
et al., 2023), Llama3-8B-Instruct (Touvron et al.,
2023) and Qwen2-7B-Instruct (Yang et al., 2024a),
which are all abbreviated as Llama3, Llama2 and
Qwen2, respectively.

Reward Model R. Recall that we employ a RL
objective to optimize πθ by maximizing Eq. 5. To
effectively evaluate the quality of generated pairs
(x′, y′), we employ a popular and SOTA reward

model1 trained on hh-rlhf helpful dataset (Bai et al.,
2022a) and proven effective in various works by
matching other larger reward models.

Queried Model M. A queried model is an
frozen model used to generate responses to var-
ious prompt inputs and in the training process of
the derived prompt generation model, we require
an M that generates a response y′ to the derived
prompt x′ to maximize Eq. 5. Here, we experimen-
tally employ both Black-box LLMs like GPT3.5-
turbo (GPT3.5) and GPT4o (GPT4), and white-box
LLMs like Llama2-7B-chat (Llama2-7B), Llama3-
8B-Instruct (Llama3-8B) and Qwen2-7B-Instruct
(Qwen2-7B).

Baselines and Evaluation Metrics. To demon-
strate the effectiveness of our approach in helping
LLMs generate more effective responses within the
scope of being adaptable to Black-box LLMs, we
conduct a comprehensive comparison with existing
SOTA prompt refinement methods: BPO (Cheng
et al., 2023), PAS (Zheng et al., 2024b), and Self-
Refine (Madaan et al., 2023). We provide a de-
tailed introduction to baselines in App. B.2. Fol-
lowing common practices of serving LLM as a
judge (Zheng et al., 2024a; Wang et al., 2023), we
utilize GPT4 for assessment, using prompts from
the MT-bench (Zheng et al., 2024a). To ensure
fairness and mitigate position bias, we implement
random shuffling in each evaluation round. We
also report Win Rate (WR), which is computed by
(A Win − B Win)%.

5.2 Main Results
We use the name of method to denote the responses
obtained by the LLM from the correspond method.
For example, OP indicates that of Original Prompt,
where BPO, PA, SR and OD indicates that of BPO,
PAS, Self-Refine and Our Derived prompt, respec-
tively. ICL represents the ICL formulation. OURS
indicates OD + ICL. As shown in Tab. 2, our
method shows an overall performance improve-
ment than baseline methods across various settings,
highlighting the following advantages:

Generalizability Across Datasets: Our method
demonstrates excellent performance across all four
evaluation datasets compared to baselines. The ICL
queries generated by our method effectively pro-
mote the LLM to produce higher-quality and more
comprehensive responses to the original questions,
1
https://huggingface.co/Ray2333/gpt2-large-helpful-reward_
model
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Table 2: A comprehensive comparison of OURS method, BPO PAS, SR (Self-Refine) and OP (Orginal Prompt) for
different πθ across four evaluation datasets. Query Model indicates the LLM used to response to the input prompt.

πθ Query Model
Method Vicuna Eval BPO-test Eval Dolley Eval Self-Instruct Eval

A B A Win B Win Tie A Win B Win Tie A Win B Win Tie A Win B Win Tie

Llama3

GPT4 OURS
OP 90.0 3.8 6.2 71.0 24.5 4.5 80.5 15.5 4.0 76.2 5.6 18.3

BPO 88.8 7.5 3.7 74.0 25.5 7.5 71.0 27.0 2.0 71.4 21.0 7.6

GPT3.5 OURS
OP 93.8 2.5 3.7 77.5 19.5 3.0 79.5 6.0 4.5 84.5 9.9 5.6

BPO 85.0 11.3 3.7 71.0 14.5 4.5 77.0 20.0 3.0 86.1 9.9 4.0

Llama3-8B OURS
OP 82.5 15.0 2.5 65.5 30.0 4.5 59.0 34.0 7.0 78.9 15.1 6.0

BPO 81.3 35.0 1.2 63.0 34.0 3.0 51.0 47.0 2.0 75.8 22.2 2.0
SR 96.2 2.5 1.3 68.0 28.5 3.5 79.0 17.0 4.0 88.1 10.7 1.2

Llama2-7B OURS
OP 82.5 15.0 2.5 76.0 21.5 2.5 69.5 28.5 2.0 78.1 17.5 4.4

BPO 81.3 17.5 1.2 68.0 28.5 2.5 67.5 28.5 4.0 73.4 24.6 2.0

Qwen2-7B OURS
OP 91.3 5.0 3.7 85.0 10.5 4.5 82.5 13.0 4.5 90.8 9.2 0

BPO 92.5 7.5 0.0 81.5 13.5 5.0 82.5 16.0 1.5 81.0 17.8 1.2

Llama2

Llama3-8B OURS
OP 85.0 12.5 2.5 67.5 28.0 4.5 61.5 35.0 3.5 77.0 13.9 9.1

BPO 78.8 21.2 0.0 66.0 30.0 4.0 53.0 40.5 1.5 73.8 21.4 4.8
PAS 63.8 20.0 16.2 55.0 44.0 6.0 64.5 27.0 8.5 66.3 27.4 6.3

Llama2-7B OURS

OP 86.3 12.5 1.2 74.5 22.0 3.5 74.5 23.0 2.5 84.1 13.0 2.9
BPO 85.0 10.0 5.0 66.0 29.5 4.5 67.5 32.0 0.5 72.2 25.9 9.9
PAS 70.0 30.0 0.0 67.0 26.5 6.5 79.0 16.5 4.5 71.0 22.2 6.8
SR 75.5 14.0 10.5 82.0 13.5 4.5 83.0 13.0 4.0 91.7 6.7 1.6

Qwen2-7B OURS
OP 91.3 8.7 0 83.0 13.0 4.0 85.0 11.0 4.0 92.1 7.5 0.4

BPO 85.0 15.0 3.0 79.0 17.5 3.5 78.5 20.5 1.0 84.5 14.7 0.8
PAS 81.2 16.3 2.5 54.0 42.5 3.5 69.0 25.5 5.5 78.9 20.0 1.1

Qwen2

Llama3-8B OURS
OP 81.3 17.5 1.2 74.5 23.0 2.5 59.5 36.5 4.0 77.8 12.7 9.5

BPO 78.8 21.2 0.0 69.5 26.0 4.5 54.5 42.5 3.0 69.8 27.8 2.4

Llama2-7B OURS
OP 92.5 7.5 0.0 74.0 23.5 2.5 71.0 23.0 6.0 84.1 11.1 4.8

BPO 78.8 21.2 0.0 67.0 29.5 3.5 73.0 23.5 3.5 77.4 21.0 1.6

Qwen2-7B OURS
OP 96.3 2.5 1.2 86.5 8.0 5.5 82.0 13.0 5.0 84.5 14.7 0.8

BPO 95.0 3.8 1.2 67.0 15.0 4.0 78.0 19.0 3.0 91.7 8.0 0.3
SR 97.5 1.3 1.2 72.0 25.5 2.5 80.5 13.5 6.0 93.3 5.9 0.8

showcasing its robustness in handling various tasks,
whether complex or simple.

Consistency Across Models: Our method
shows consistent performance improvement be-
tween different families of models. For example,
based on the Llama2 model as πθ, the average WRs
of our method on Llama3, Llama2 and Qwen2 for
BPO are 39.63%, 48.3% and 64.3%, while those
for more powerful method PAS are 32.8%, 47.9%
and 44.7% respectively. These consistent higher
results demonstrate that our method maintains high
performance and robustness across a variety of un-
derlying models, ensuring reliable results indepen-
dent to models.

Cross-Model Transferability: Tab. 2 also
shows that the πθ trained on Llama3 and con-
structed ICL queries can achieve better response
quality on other models (e.g., Llama2 and Qwen2).
For example, the model trained on Llama2 based
on Dolley Eval has a WR of 26.5% on Llama3
and 74.0% on Qwen2 compared with OD, and that
are 12.5% and 58.0% compared with BPO. This

suggests that our method has good cross-model
transferability and can maintain high performance
across different models.

Improved Black-Box Model Performance:
Our method significantly improved the response
quality of GPT4 and GPT3.5. For instance, when
training on Llama3, the average WRs of OURS
on GPT4 compared with OP and BPO are 67.1%
and 56.1%, respectively. And thoese on GPT3.5
are 74.3% and 69.9%, respectively. The significant
improvement indicates that our method effectively
promote Black-Box LLM generate high-quality re-
sponse. Similarly, in other datasets, the WRs of our
method on GPT series models are also significantly
higher than those of SOTA methods.

5.3 Ablation Study

To further illustrate the advantages of our proposed
self-instructed RL (OD) and the importance of
the ICL environment (ICL), we use our derived
prompts generated by Llama3-8B to query GPT4,
where the generated response are then evaluated
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by GPT4. We compare various combinations of
OD and ICL with other methods on two evaluation
datasets: Vicuna Eval and Self-Instruct.

Table 3: Analysis on our self-instruct RL objective.

Method Vicuna Eval Self-Instruct
A B A Win B Win Tie A Win B Win Tie

OD OP 78.8 11.2 10.0 66.3 15.5 18.2
OD BPO 72.5 21.3 6.2 42.1 8.7 49.2
OD PAS 57.2 27.4 15.4 45.1 27.2 27.7

Is our RL objective effective in performance
improvement? Tab. 3 demonstrates that, from
the perspective of prompt refinement, our OD al-
ready exhibits higher quality than BPO and PAS,
thereby promoting LLMs to generate more helpful
responses. When compared with BPO, the WR of
OD is 51.2% in Vicuna Eval and 33.4% in Self-
Instruct, which is 29.8% and 17.9% on PAS. These
results consistently suggest that even without ICL,
our OD has already been more effective in better
promote LLMs and thus obtaining more helpful
responses, emphasizing the robustness and effec-
tiveness of our proposed RL objective.

Can our proposed ICL formulation boost other
methods? Tab. 4 shows that our proposed auto-
matic construction of ICL can significantly boost
BPO and PAS by achieving an increased WRs in
Vicuna Eval and Self-Instruct, compared with OP
or themselves. For example, when equipped with
ICL, BPO obtains 7.15% average WR gain than
OP. And BPO + ICL achieves 59.0% WR com-
pared with BPO, demonstrating our proposed ICL
query formulation is a general framework suitable
with various prompt refinement methods.

Equally equipped ICL, can our method fairly
outperform SOTA methods? Finally, Tab. 5 sup-
ports that even all equipped with ICL, our method
still outperforms BPO and PAS with average WRs
of 63.9% and 33.9% in Vicuna Eval, 47.5% and
29.2% in Self-Instruct, suggesting that the OD +
ICL combination consistently provides stable and
superior performance improvements across differ-
ent environments.

In summary, our derived prompts enhanced by
self-instructed RL are more effective than BPO
and PAS prompts, in promoting LLMs to produce
high-quality responses. Additionally, our proposed
ICL querying formulation is a flexible, effective,
and general framework that can enhance various

Table 4: Analysis on our automatic construction of ICL.

Method Vicuna Eval Self-Instruct
A B A Win B Win Tie A Win B Win Tie

BPO OP 68.8 15.0 16.2 66.3 21.4 12.3
BPO + ICL OP 76.3 11.3 12.4 69.4 21.4 9.2
BPO + ICL BPO 68.8 2.5 28.7 71.1 19.4 9.5

PAS OP 71.2 22.3 6.5 61.0 25.5 13.5
PAS + ICL OP 76.8 17.1 6.1 72.2 13.4 14.4
PAS + ICL PAS 59.3 3.5 37.2 63.3 28.9 7.8

Table 5: Results when equally equipped with ICL.

Method Vicuna Eval Self-Instruct
A B A Win B Win Tie A Win B Win Tie

OURS BPO + ICL 75.0 11.3 13.7 68.9 21.4 10.7
OURS PAS + ICL 57.2 23.3 19.5 59.9 30.7 9.4

prompt refinement methods in obtaining better re-
sponses to the original queries.
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Figure 2: WRs comparison in Vicuna Eval among w/o
training, SFT and RL.

5.4 Necessity and Efficiency Analysis
In this section, we mainly focus on indepen-
dently analyzing how our proposed self-instructed
RL and ICL query framework perform. Fig. 2
shows: 1) Necessity of ICL framework: With-
out training, directly using LLM to generate de-
rived prompts combined with ICL (OD + ICL)
has already achieved excellent results, achieves
39.1% WRs improvement. This supervising perfor-
mance indicates that our proposed ICL framework
is highly general and effective even without ad-
ditional optimization, showing a potential in low
computation consuming. 2) Effectiveness of self-
instructed RL: After optimization with RL, our
method achieves a higher WRs increasing from
17.6% to 67.6% on OD vs OP, and that from 39.1%
to 86.2% on OD + ICL vs OP, which is also better
than using SFT. This highlights the significant ad-
vantage of our proposed RL in generating higher

1846



Describe the health benefits of green tea.Original Prompt

Discuss the antioxidant properties of green tea and its role in preventing cancer.BPO Prompt

Explore the multifaceted health advantages of green tea, delving into its rich antioxidant profile, impact on cardiovascular well-being, potential in weight 
management, cognitive enhancements, cancer risk reduction, dental health support, diabetes management aid, anti-inflammatory properties, skin health 
benefits, and liver health promotion. Emphasize the importance of integrating green tea into a holistic healthy lifestyle for optimal effectiveness.

Derived Prompt

Green tea is a popular beverage known for its numerous health benefits. Here are some of the key advantages associated with drinking green tea: Rich in 
Antioxidants, Heart Health, Weight Management, Brain Function, Cancer Prevention, Improved Dental Health.

Original 
Response

Green tea is renowned for its potent antioxidant properties, primarily attributed to the presence of polyphenols, particularly catechins like epigallocatechin 
gallate (EGCG). These antioxidants play a crucial role in protecting cells from damage caused by free radicals, which are unstable molecules that can lead to 
oxidative stress and contribute to various diseases, including cancer. Here's how the antioxidant properties of green tea, particularly its catechins, may help in 
preventing cancer: 1. Neutralizing Free Radicals… 2. Anti-Inflammatory Effects… 3. Apoptosis Induction… 4. Inhibition of Tumor Growth… 5. DNA Repair.. 
6. Protection Against Ultraviolet Radiation…. 7. Enhancing Immune Function…

BPO Response

Green tea, a popular beverage originating from China, has gained global recognition not only for its delightful taste but also for its numerous health benefits. 
Let's explore the multifaceted advantages of green tea across various aspects of health:
1. Antioxidant Richness: Green tea is abundant in antioxidants… 2. Cardiovascular Well-being: Studies suggest that regular consumption of green tea may help 
lower the risk of cardiovascular diseases… 3. Weight Management: Green tea is often touted for its potential in aiding weight management… 4. Cognitive 
Enhancements: The caffeine content in green tea can provide a mild stimulatory effect, promoting alertness and focus…5. Cancer Risk Reduction: Several 
studies have suggested that the antioxidants in green tea may help reduce the risk of certain types of cancer… 6. Dental Health Support: Green tea has 
antibacterial properties that can help inhibit the growth of harmful bacteria in the mouth… 7. Diabetes Management Aid: Research indicates that green tea may 
help regulate blood sugar levels and improve insulin sensitivity… 8. Anti-inflammatory Properties: The polyphenols in green tea possess anti-inflammatory 
properties…9. Skin Health Benefits: Green tea's antioxidant and anti-inflammatory properties can benefit the skin … 10. Liver Health Promotion: Green tea 
may support liver health by promoting detoxification processes… 11. Holistic Integration: To reap the full benefits of green tea, it's crucial to integrate it into a 
holistic healthy lifestyle…

ICL Response

Figure 3: Detailed cases study. We compare quality of different types of responses by querying GPT4.

quality derived prompts.
In addition to the performance, we also conduct

an efficiency analysis from the perspective of both
training and inference. As shown in Tab. 6, al-
though our method requires additional query of
LLM for automatically generating ICL demonstra-
tions and longer generation time in inference, our
method eliminates the requirement of data collec-
tion in training process, which, however, serves as
the foundation of both BPO and PAS. Overall, re-
garding the significant performance improvement,
our method could show an acceptable trade-off be-
tween efficiency and performance.

Table 6: Efficiency comparison among OP, BPO, PAS
and our method.

Method Data-Collection Free Generation Length Inference Second

OP - 383.8 12.06
BPO % 439.1 14.14
PAS % 465.3 15.13

OURS ! 521.6 16.18

5.5 Case Study and Human Evaluation

As shown in Fig. 3, BPO significantly alters the
original prompt’s intent, restricting the response
to the relationship between green tea and cancer
while neglecting other benefits. In contrast, our de-
rived prompt maintains consistency with the orig-
inal prompt’s content and expands upon it. Con-
sequently, the comparison between the original re-
sponse and the ICL response reveals that our ap-
proach not only effectively covers the information
present in the original response, but also stimu-
lates the LLM’s intrinsic knowledge, resulting in

more comprehensive and detailed descriptions. We
provide human evaluation in Appendix B.5.

6 Related Work

Prompt Refinement. Prompts are crucial for
guiding LLMs to produce better response, lead-
ing to extensive research on improving their qual-
ity. Initially, prompt optimization relied on man-
ually crafted templates (Reynolds and McDonell,
2021), a labor-intensive process with interpretation
challenges (Webson and Pavlick, 2021). Recent
studies automate this process using techniques like
gradient-based search (Shin et al., 2020; Pryzant
et al., 2023), paraphrasing (Haviv et al., 2021;
Jiang et al., 2020) and leveraging LLMs to gen-
erate prompts (Zhou et al., 2022; Fernando et al.,
2023; Yang et al., 2024b; Cheng et al., 2023). Ad-
ditionally, RL based methods are designed to op-
timize a prompt rewritten model through reward
functions and task-specific templates (Deng et al.,
2022; Kong et al., 2024; Zhang et al., 2022; Huang
et al., 2024).

RLHF. RLHF has been widely explored to align
LLMs with human preferences (Stiennon et al.,
2020; Ouyang et al., 2022; Bai et al., 2022b; Lee
et al., 2023). Common approaches include building
a reward model using maximize likelihood estima-
tion (MLE) and optimizing it with the Proximal
Policy Optimization (PPO) algorithm (Schulman
et al., 2017). However, replicating PPO’s success
has proven challenging for the open-source commu-
nity due to the high resource demands. To address
this, some research has shifted to offline direct pref-
erence learning (Zhao et al., 2023; Rafailov et al.,
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2024; Li et al., 2023), which bypasses reward mod-
eling and directly optimizes a loss target using an
offline dataset. On the other hand, Du et al. (2025a)
designs to align LLM with the optimal solution of
RLHF by minimizing their KL divergence in an
offline manner.

Improving In-Context Learning. Several ap-
proaches have been introduced to enhance in-
context learning (ICL) performance by improving
the selection of in-context examples. Some meth-
ods focus on refining template selection (Yin et al.,
2023), while others aim to enhance the choice of
examples (Liu et al., 2021; Rubin et al., 2021).
Additionally, Wan et al. (2023) introduces a crite-
rion for evaluating examples based on some crite-
ria. Other recent innovations include flipped learn-
ing (Ye et al., 2022) and noisy channel prompt-
ing (Min et al., 2021). Hu et al. (2022) designs
to extract graphs from input text to facilitate the
understanding and summarization of the current
input and Li et al. (2025) can also be used to select
in-context examples of high-quality automatically.

7 Conclusion

This paper introduced an innovative method for
enhancing LLM performance using an automati-
cally generated in-context learning framework. By
creating derived prompts through a self-instruct
RL mechanism, our approach enriches the context
of the original prompts. Extensive experiments
reveal that our framework significantly improves
response quality, even for Black-Box models like
GPT4. Excellent performance suggests that our
method offers a promising paradigm for aligning
LLMs without modifications, improving their us-
ability and effectiveness in various applications.
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9 Limitations and Ethical Statement

In this research, we propose a novel approach that
utilizes a self-instructed RL objective for prompt re-
finement. To better leverage the information within
user prompts, we introduce the automatic Construc-
tion of ICL to preserve user intent. Although our
method achieves better results compared to the
SOTA methods and eliminates the requirement of
data collection, it employs RL for model training,
incurring a certain computational cost. Moreover,
our method depends on additional queries to the
LLM during the construction of ICL demonstra-
tions. In our experiments, we analyze and find that
our method can be integrated as a plug-and-play
framework with existing methods to enhance them.
Additionally, our current exploration is now limited
to the one-shot demonstration setting. In addition,
we applied our method in the domains of mathe-
matics and programming. However, we found that
it is challenging for the model to automatically gen-
erate high-quality examples that are semantically
similar to the current input question, indicating that
our current method is not yet directly adaptable to
tasks in math and coding.

In the future, we will investigate better and more
effective n-shots settings to further improve per-
formance. Moreover, we will also explore the ap-
proach of sharing demonstrations to increase effi-
ciency and reduce the cost of generating examples,
and explore how to adapt to math and reasoning
tasks. During the design of our method, we have
carefully considered the potential generation of
harmful and unethical content. We are committed
to actively contributing to the community and so-
ciety and avoiding any negative impacts caused by
AI technology.
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Appendix
A More failed Refined Prompt Cases

Original Prompt Compose a rap verse about a topic of your choosing.
Refined Prompt Compose a rap verse about the topic of Artificial Intelligence (AI).

Original Prompt
Write a tweet that is opinionated and captures the essence of the following text: The use of artificial intelligence
is fundamentally changing the way that business is done.

Refined Prompt Write a tweet that expresses an opinion about how artificial intelligence is revolutionizing business.

Original Prompt What was the average house price in San Francisco?
Refined Prompt What was the average house price in San Francisco in 2020?

Original Prompt Open up a discussion about a given topic.

Refined Prompt
Let’s discuss the current and future impact of artificial intelligence (AI) on society. Consider its applications,
potential benefits, drawbacks, and ethical considerations.

Original Prompt why do people from barcelona talk so weird?
Refined Prompt What are some characteristics of the Barcelona accent?

Original Prompt what is the Adam
Refined Prompt Who is Adam in the Bible?

Original Prompt Tell me about Hong Kong

Refined Prompt
Tell me about Hong Kong’s response to COVID-19. (Please provide specific information on measures taken
by the government, such as border control, mask mandates, and vaccination efforts.)

Original Prompt Who is JFK?
Refined Prompt Who is JFK?Who is the current president of the United States? Provide accurate and detailed responses.

Table 7: More failed refined prompt cases. Please refer to our uploaded experiment record file for more cases.

B Experiments

B.1 Datasets

By following Cheng et al. (2023), we also adopt the BPO dataset for our model training, which is designed
for optimized prompts and has its origin in four instruction-tuning datasets that are annotated with human
preferences. The collection process involves gathering these datasets and then reformulating them. Low-
quality instances are identified and eliminated based on manually devised rules, such as discarding overly
short instructions. Additionally, a strict diversity filtering is carried out using self-bleu. Through this
comprehensive process, a total of 14k diverse samples are obtained. This dataset mainly concentrates on
single-turn response generation.

To attain a more accurate and refined evaluation of the alignment quality, we deliberately chose to
employ a multiplicity of instruction datasets for the assessment endeavor. They are:

• The Dolly Eval constitutes a subset that consists of 200 instances randomly sampled from the dolly
dataset (Conover et al., 2023). This dataset, which is crafted by human efforts, embraces eight
discrete categories of tasks.

• The Vicuna Eval (Chiang et al., 2023) encompasses 80 variegated questions distributed among 8
distinct classifications.

• The Self-Instruct Eval is a human evaluation dataset devised by Wang et al. (2022). It incorporates
252 user-centered instructions that were meticulously composed by experts and spurred by real-world
application scenarios.

• The BPO-test Eval (Cheng et al., 2023) represents a partition of BPO dataset, enclosing 200 samples
extracted from the four datasets that were utilized during the assemblage of the training set.
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B.2 Introduction to Baseline Methods

To provide a clearer understanding of the baseline methodologies used in our paper, we offer a brief
explanation of each approach, highlighting their definitions, characteristics, and limitations, as well as the
targeted advantages of our method.

Original Prompt (OP): The original prompt is the initial query or instruction provided by the user to
the LLM without any modifications or enhancements. It is straightforward and relies solely on the LLM’s
ability to understand and respond to the query as given. However, OP often lacks the specificity or context
needed for the LLM to generate high-quality, relevant responses, especially for complex queries. As a
result, several prompt refinement methods are proposed to improve the quality of the input prompt, thus
obtaining a better response.

Black-Box Prompt Optimization (BPO): BPO (Cheng et al., 2023) is designed to optimize user
prompts to better align with the LLM’s input understanding, by learning to optimize a refinement model.
BPO requires collecting large amounts of original prompt, refined prompt pairs distilled from ChatGPT,
which is resource-intensive based on a human-collected dataset. Besides, BPO relies solely on SFT for
training the prompt refinement model, which is less effective compared to RL and can not significantly
reduce the overall cost due to the requirement of collecting data. Moreover, BPO directly replaces the
original prompt with the refined prompt, which can lead to changes in user intent and result in unusable
responses, as shown in Table 1 of our paper.

Self-Refine: Self-Refine (Madaan et al., 2023) is an iterative refinement method that uses the LLM’s
own feedback to improve the quality of its responses, which allows the model to iteratively correct and
refine its responses, leading to significant improvements in tasks requiring multiple attempts to achieve
the desired output. However, the effectiveness of Self-Refine can vary depending on the task and the
initial quality of the LLM’s responses, which lacks of the additional necessary supervision and thus may
not be as enough effective as possible.

Plug-and-Play Prompt Augmentation System (PAS): PAS(Zheng et al., 2024b) is a plug-and-play
system that enhances prompts using high-quality, automatically generated complementary datasets. While
PAS shows significant improvements over baseline models like OP and BPO, it still requires the human-
intensive data collection. Moreover, PAS relies on a systematic framework to improve the prompt by
strategically incorporating prompt data selection and complementary dataset generation. As a result, PAS
achieves better performance than BPO with the help of several complex and onerous modules. On the
other hand, PAS also suffers from the same issue with BPO, which they can not keep the user original
intent perfectly.

B.3 Training Settings.

For training settings, we use ReMax (Li et al., 2023) to train the derived prompt generation model
facilitated by DeepSpeed ZeRO-2 (DeepSpeed, 2024). We set the temperature parameter to τ = 0.0 and
use nucleus sampling with a parameter of topp = 0.9 for all models. The maximum length for derived
prompt generation and response model is set to 1024 tokens. We conduct experiments on 4 NVIDIA
A100 GPUs. All experiments are trained with a learning rate of 1× 10−6 for 2 epoch with decay, where
the KL penalty β is set to 0.05 for all models. Our batch size is set to 1.

B.4 Evaluation on Reward Model

In addition to GPT4 as an evaluator for comparing the quality of response promoted by different methods,
we also adopt Reward Score into quantitative evaluation, which provides a more comprehensive under-
standing of our method. Therefore, we train a Llama3-8B-Instruct LLM as a derived prompt generation
model and then query GPT4. As shown in Tab. 8, we can observe our method can promote GPT4 to
generate more useful and higher quality responses in the view of Reward Score, except for Dolley Eval.

B.5 Human Evaluation

In this section, we conduct a human evaluation regarding two crucial questions: Q1) Is semantic inconsis-
tency between the refined and original prompts prevalent? Q2) Do the responses generated by our method
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Dataset Method Reward Score δ

Vicuna val
OURS 3.97 -

OP 3.72 ↑ 0.25
BPO 3.83 ↑ 0.14

BPO-Text Eval
OURS 3.19 -

OP 1.89 ↑ 1.30
BPO 2.42 ↑ 0.77

Dolley Eval
OURS 3.24 -

OP 2.05 ↑ 1.19
BPO 3.25 ↓ -0.01

Self-Instruct Eval
OURS 2.79 -

OP 0.72 ↑ 2.07
BPO 1.78 ↑ 1.01

Table 8: Comparison of different Black-Box optimization methods across Vicuna Eval and Self-Instruct based on
querying GPT4.

align more closely with human preference? We engaged four human experts to conduct this evaluation
based on BPO-test Eval.

For Q1, we primarily considered: 1) whether the refined prompt maintained the intent of the original
prompt; 2) whether the refined prompt predefined the angle of AI assistance’s response; 3) if the refined
prompt introduced any unintended biases or assumptions.

Table 9: Performance of BPO, PAS, and Our Method on Q1 Evaluation Metrics

Metric BPO PAS Our Method

Maintain Original Intent 75.2% 82.5% 86.3%
Predefined Response Angle 23.7% 22.1% 16.4%

Introduced Bias or Assumption 24.6% 25.8% 17.9%

The results in Tab. 9 indicate that Our Method consistently outperforms both BPO and PAS across
all metrics. In terms of maintaining the original intent, Our Method achieves an 86.3% success rate,
surpassing PAS at 82.5% and BPO at 75.2%. This demonstrates its superior capability to preserve the
original meaning of prompts. Additionally, Our Method shows a significant advantage in minimizing
predefined response angles, with only 16.4% compared to BPO’s 23.7% and PAS’s 22.1%. This suggests
that Our Method is less constrained by rigid response frameworks.

Moreover, Our Method excels in reducing introduced bias or assumptions, achieving the lowest
percentage at 17.9%. In contrast, BPO and PAS have higher rates of bias introduction, at 24.6% and
25.8%, respectively. These findings highlight Our Method’s effectiveness in generating responses that
align more closely with human preferences, offering greater accuracy and neutrality. Overall, these results
suggest that Our Method is a more reliable approach for producing high-quality, unbiased responses, with
potential for further refinement and application in diverse contexts.

Additionally, for Q2, we assessed whether the responses generated by our method were more coherent,
relevant, and satisfactory compared to original prompt, BPO, PAS and Self-Refine. The experts reviewed
50 prompt-response pairs to ensure a comprehensive evaluation. Their insights were invaluable in
determining the effectiveness of our approach in aligning AI outputs with human expectations.

The average scores in Tab. 10 indicate that out method consistently achieves the highest ratings across
coherence, relevance, and satisfaction, outperforming all other methods. The progression from Original
Prompt, through Self-Refine and BPO, to PAS, and finally to Our Method, illustrates a clear improvement
in aligning AI-generated responses with human expectations. This demonstrates the effectiveness of Our
Method in producing superior quality outputs across all evaluated metrics.
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Table 10: Average Scores by Human Experts on Coherence, Relevance, and Satisfaction

Metric OP Self-Refine BPO PAS OURS

Coherence 2.1 2.5 2.8 3.2 3.8
Relevance 2.3 2.7 2.4 3.1 3.9

Satisfaction 2.0 2.2 2.6 3.3 4.0

C Prompt-based Justification Prompt for GPT4

In this section, we give a GPT4 based pair-wise justification prompt shown as below.

System message:
Please act as an impartial judge and evaluate the quality of the responses provided by two AI
assistants to the user question displayed below. You should choose the assistant that follows the
user’s instructions and answers the user’s question better. Your evaluation should consider factors
such as the helpfulness, relevance, accuracy, depth, creativity, and level of detail of their
responses. Begin your evaluation by comparing the two responses and provide a short explanation.
Avoid any position biases and ensure that the order in which the responses were presented does
not influence your decision. Do not allow the length of the responses to influence your evaluation.
Do not favor certain names of the assistants. Be as objective as possible. After providing your
explanation, output your final verdict by strictly following this format: ’[[A]]’ if assistant A is
better, ’[[B]]’ if assistant B is better, and ’[[C]]’ for a tie.
Prompt template:
{User Question}
{Original Prompt}

The Start of Assistant A’s Answer
{answer a}
The End of Assistant A’s Answer

The Start of Assistant B’s Answer
{answer b}
The End of Assistant B’s Answer

D More Case Study

In this section, we provide two more examples shown as below. More cases can be found in our uploaded
experiment result file.
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number one song pickOriginal Prompt

Please recommend a number one song.BPO Prompt
What is the most iconic, influential, and enduring song in music history, and what cultural, historical, and artistic factors 
contribute to its status as the most beloved and widely recognized single song among music lovers of all ages and genres?Derived Prompt

Of course! I'd be happy to recommend a number one song for you. However, I would need some more information from you 
to make a recommendation that suits your taste. Could you please tell me what kind of music you enjoy listening to? For 
example, pop, rock, hip-hop, electronic, or something else? This will help me give you a more accurate and personalized 
recommendation.

Original Response

Of course! I'd be happy to help you with that. Can you please provide me with some more details or preferences regarding 
the number one song you would like me to recommend? For example, are you interested in a particular genre, era, or mood?

BPO Response

Ah, an intriguing question! The most iconic, influential, and enduring song in music history is a subjective matter, but there 
are several candidates that stand out for their cultural, historical, and artistic significance. Here are some of the most notable 
contenders:\n\n
1. \"Happy Birthday to You\" - Written in 1893 by Patty Hill and Mildred J. Hill, this song has become the most widely 

recognized and beloved birthday song in the world, sung on countless birthdays across generations and cultures. Its 
widespread popularity can be attributed to its simplicity, catchiness, and the sentimental value it holds for people of all 
ages.\n

2. \"Yesterday\" by The Beatles - Released in 1965, this Paul McCartney-penned ballad is one of the most covered songs in 
history, with over 2,200 recorded versions. Its timeless melody and poignant lyrics have made it a classic that crosses 
genres and generations, resonating with people of all ages and musical tastes.\n

3. \"Stairway to Heaven\" by Led Zeppelin - This epic rock ballad, written by Jimmy Page and Robert Plant, is widely 
considered one of the greatest songs ever written. Its soaring guitar riffs, poetic lyrics, and powerful vocals have made it a 
staple of classic rock radio and a cultural touchstone for generations of music fans.\n

4. \"Bohemian Rhapsody\" by Queen - This operatic rock anthem, penned by Freddie Mercury, is a masterclass in 
songwriting and vocal performance, with its complex structure, memorable chorus, and iconic music video. Its enduring 
popularity has made it a cultural phenomenon, with references in popular culture ranging from \"The Simpsons\" to \"The 
Muppets.\"\n

5. \"Imagine\" by John Lennon - Released in 1971, this powerful ballad has become an anthem for peace and unity, with its 
haunting melody and poignant lyrics resonating with people around the world. Its enduring popularity and political 
relevance have cemented its status as one of the most iconic and influential songs in music history.\n\nSo, what cultural, 
historical, and artistic factors contribute to the status of these songs as the most beloved and widely recognized single 
songs among music lovers of all ages and genres? Here are some possible factors:\n\n1. Cultural significance: These 
songs have become ingrained in popular culture, with references in movies, TV shows, and everyday life. They have also 
been adopted by different generations, reflecting the shared cultural experiences and values of their respective eras.\n2. 
Memorability: These songs have catchy melodies and lyrics that are easy to remember, making them stick in people's 
minds and becoming a part of their personal and collective memory.\n3. Emotional resonance: These songs often tap into 
universal emotions and experiences, such as love, loss, and hope, which resonate with people across different cultures 
and generations.\n4. Innovation and experimentation: These songs represent innovation and experimentation in their 
respective genres, pushing the boundaries of what is possible in music and inspiring future generations of musicians.\n5. 
Timelessness: These songs have stood the test of time, remaining popular and relevant even decades after their release. 
They have also adapted and evolved over time, reflecting the changing cultural and social landscape.\n\nIn conclusion, 
these five songs are just a few examples of the most iconic, influential, and enduring songs in music history. Their cultural, 
historical, and artistic significance, combined with their memorability, emotional resonance, innovation, and timelessness, 
have cemented their status as the most beloved and widely recognized single songs among music lovers of all ages and 
genres."

ICL Response

Figure 4
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List uses of AI.Original 
Prompt

List one specific and impactful use of AI in any field.BPO Prompt
What are some examples of artificial intelligence being used in various industries and aspects of daily life?Derived Prompt
Sure, here's an example of a use of AI:\n\n
1. Virtual Personal Assistants: Virtual personal assistants, powered by AI, can help individuals manage their daily tasks and 
schedules, such as setting reminders, sending emails, and even making appointments. Examples of virtual personal assistants 
include Amazon's Alexa, Google Assistant, and Apple's Siri. These assistants can learn and adapt to a user's preferences and 
habits over time, making them increasingly useful and efficient.",

Original 
Response

Sure! Here's an example of a specific and impactful use of AI in the field of healthcare:\n\n
1. Medical Imaging Analysis: AI algorithms can be trained to analyze medical images such as X-rays, CT scans, and MRIs to 
detect diseases and abnormalities. For instance, AI-powered systems can identify breast cancer from mammography images 
with a high degree of accuracy, allowing doctors to make more accurate diagnoses and provide more effective treatments. 
According to a study published in the journal Nature Medicine, AI-powered breast cancer detection systems have been shown 
to be more accurate than human radiologists in detecting breast cancer. This technology has the potential to revolutionize the 
way breast cancer is diagnosed and treated, and could potentially save thousands of lives each year.

BPO Response

Sure, here are some examples of artificial intelligence (AI) being used in various industries and aspects of daily life:
1. Healthcare:\n\t* Diagnostic tools: AI-powered diagnostic tools are being used to diagnose diseases such as cancer, 

diabetes, and heart disease by analyzing medical images and patient data.\n\t* Personalized medicine: AI is being used to 
create personalized treatment plans for patients based on their genetic profiles, medical history, and lifestyle.\n\t* Drug 
discovery: AI is being used to analyze large amounts of data to identify potential new drugs and drug targets, potentially 
leading to faster and more effective drug development.\n

2. Finance:\n\t* Fraud detection: AI-powered fraud detection systems are being used to identify and prevent fraudulent 
transactions in banking, insurance, and e-commerce.\n\t* Portfolio management: AI is being used to analyze financial data 
and make investment recommendations based on market trends and individual investor preferences.\n\t* Personal financial 
management: AI-powered personal financial management tools are being used to help individuals manage their finances, 
create budgets, and make investment decisions.\n

3. Transportation:\n\t* Autonomous vehicles: AI is being used to develop autonomous vehicles that can drive themselves, 
potentially reducing accidents and improving traffic flow.\n\t* Predictive maintenance: AI-powered predictive maintenance 
systems are being used to monitor and maintain vehicles, predicting when maintenance will be required and reducing 
downtime.\n\t* Route optimization: AI is being used to optimize delivery routes for companies such as FedEx and UPS, 
reducing fuel consumption and lowering emissions.\n

4. Retail:\n\t* Personalized marketing: AI-powered personalized marketing tools are being used to create targeted marketing 
campaigns based on individual customer preferences and behavior.\n\t* Recommendation systems: AI-powered 
recommendation systems are being used to suggest products to customers based on their past purchases and browsing 
history.\n\t* Inventory management: AI-powered inventory management systems are being used to optimize inventory levels 
and reduce waste by predicting demand and adjusting inventory accordingly.\n

5. Education:\n\t* Personalized learning: AI-powered personalized learning tools are being used to tailor educational content to 
individual students based on their learning style, pace, and progress.\n\t* Grading and assessment: AI-powered grading and 
assessment tools are being used to automate the grading process, freeing up teachers to focus on more important 
tasks.\n\t* Student support: AI-powered chatbots are being used to provide students with rapid support and answers to 
common questions, such as course schedules and assignment due dates.\n

6. Manufacturing:\n\t* Predictive maintenance: AI-powered predictive maintenance systems are being used to monitor and 
maintain manufacturing equipment, predicting when maintenance will be required and reducing downtime.\n\t* Quality 
control: AI-powered quality control systems are being used to analyze products and detect defects, improving product 
quality and reducing waste.\n\t* Supply chain optimization: AI is being used to optimize supply chain operations, predicting 
demand and adjusting inventory and shipping schedules accordingly.\n

7. Energy:\n\t* Energy management: AI-powered energy management systems are being used to optimize energy 
consumption and reduce waste by predicting energy demand and adjusting energy usage accordingly.\n\t* Renewable 
energy: AI is being used to optimize the performance of renewable energy sources such as wind and solar power, improving 
their efficiency and reducing their cost.\n\t* Energy storage: AI-powered energy storage systems are being used to optimize 
energy storage and reduce waste by predicting energy demand and adjusting energy storage accordingly.\n

8. Home and security:\n\t* Smart homes: AI-powered smart home systems are being used to control lighting, heating, cooling, 
and security systems, improving energy efficiency and home safety.\n\t* Security systems: AI-powered security systems are 
being used to detect and prevent intruders, improving home security and reducing the need for physical security staff.\n\t* 
Home maintenance: AI-powered home maintenance systems are being used to detect and prevent maintenance issues, 
such as leaks and faulty appliances, improving home safety and reducing the need for costly repairs.\n

9. Agriculture:\n\t* Crop yield prediction: AI-powered crop yield prediction systems are being used to predict crop yields based 
on weather patterns, soil conditions,"

ICL Response

Figure 5
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