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Abstract

Reliable multilingual evaluation is difficult,
and culturally appropriate evaluation is even
harder to achieve. A common practice to
fill this gap is to machine-translate English
evaluation sets, but this introduces language
bias and carries over cultural assumptions,
often testing knowledge irrelevant to the
target audience. In this work, we highlight
the extent and impact of these biases and
present a multilingual evaluation framework
that aims to mitigate them through improved
translation and annotation practices. Through
a large-scale study involving professional
and community translators and annotators,
we show that state-of-the-art models excel
primarily by learning Western-centric con-
cepts. Notably, we find that model rankings
on full MMLU change when evaluated on
a subset of questions marked as culturally
sensitive. We release Global-MMLU, a
multilingual extension of MMLU across 42
languages, with improved translation quality,
expanded language coverage, and designated
subsets labeled as culturally sensitive
and culturally agnostic to enable a more
comprehensive and equitable benchmark for
evaluating language models across diverse
linguistic and cultural contexts.
Global-MMLU: https://hf.co/
datasets/CohereForAI/Global-MMLU
Global-MMLU Lite: https:
//huggingface.co/datasets/
CohereForAI/Global-MMLU-Lite

1 Introduction

Despite the global reach of state-of-the-art gen-
erative AI, most evaluations still rely on English

benchmarks (Zellers et al., 2019; Hendrycks et al.,
2020; Suzgun et al., 2022; Zhang et al., 2023b),
reflecting a primarily Western cultural perspec-
tive. This raises a pressing question: How can
we develop large language models (LLMs) that
effectively serve the full spectrum of languages
and cultures?

Many widely used multilingual benchmarks
rely on translations of English datasets, such as
the Massive Multitask Language Understanding
(MMLU) dataset (Hendrycks et al., 2020). Origi-
nally composed of English-language questions
across 57 subject areas, MMLU is frequently
machine-translated for multilingual assessment,
forming what we term transMMLU (Lai et al.,
2023; Üstün et al., 2024; OpenAI, 2024; Dubey
et al., 2024; Bendale et al., 2024). However, such
translations do not ensure cultural inclusivity and
risk overrepresenting Western-centric knowledge.
Many MMLU subsets, such as US History and US
Law, reflect American perspectives, which may
skew multilingual evaluation results. Optimizing
AI models for these datasets risks reinforcing cul-
tural biases. Additionally, machine translation
introduces artifacts known as translationese (Biz-
zoni et al., 2020; Vanmassenhove et al., 2021;
Koppel and Ordan, 2011), further compromising
evaluation quality (Luccioni and Viviano, 2021;
Kreutzer et al., 2022; Ferrara, 2023).
Our core contributions to address the above are:

Cultural Bias Analysis: We assess the cul-
tural biases in MMLU, finding that 28% of sam-
pled questions require Western-centric knowl-
edge, with 84.9% of geographic references fo-
cusing on North America or Europe.
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Figure 1: Overview of Global-MMLU preparation, incorporating professional and community annotators to
refine translations and to provide rich meta-data for what questions in MMLU require Culturally-Sensitive (CS)
knowledge such as 1) Cultural, 2) Geographical or 3) Dialect Knowledge to answer correctly.

Introducing Global-MMLU: We release a
new multilingual MMLU test set spanning
42 languages, including English. Global-
MMLUexpands the original MMLU samples
through a combination of professional trans-
lations with post-edits (14 languages), crowd-
sourced translations (11 languages), and ma-
chine translations (16 languages). Our cul-
tural bias study, offers two splits for eval-
uations, the Culturally-Sensitive (CS) and
Culturally-Agnostic (CA) subsets. While
Global-MMLUmitigates certain biases through
translation improvements and cultural annota-
tions that help differentiate model behavior on
culturally sensitive versus culturally agnostic
questions, it retains the original English-centric
samples and does not introduce new culturally-
specific questions.

Re-evaluation of state-of-the-art models: We
evaluate the impact of cultural biases on multilin-
gual models. Among 14 tested models, rankings
on CA datasets shifted by an average of 3.7 posi-
tions compared to their performance on a uniform
subsample of the MMLU dataset (MMLU Anno-
tated). In contrast, CS datasets showed greater
variability, with an average shift of 7.3 positions
across languages.

Role of data quality improvements: Our
analysis highlights notable performance differ-
ences between human-translated and machine-
translated datasets for both high-resource and low-
resource languages. Human-translated datasets
are essential for accurately assessing model per-
formance, especially on low-resource languages.

To improve multilingual evaluations, we rec-
ommend: (1) Prioritizing Global-MMLU over
direct MMLU translations: Global-MMLU
provides a more accurate and culturally inclu-
sive benchmark. (2) Separately reporting CA
and CS performance: Given significant ranking
variations across subsets, evaluating them inde-
pendently enhances transparency in multilingual
model evaluations.

2 Evaluating Cultural Bias in MMLU

2.1 Data Annotation Process
We annotated a subset of the MMLU dataset to
identify unintended cultural, regional, and lin-
guistic sensitivities, referring to this annotated
subset as MMLU Annotated (MA). In total, 200
professional and community annotators reviewed
2,850 samples from the original English MMLU
dataset, comprising 50 uniformly randomly se-
lected questions from each of the 57 exam sub-
jects. Annotators were asked whether correctly
answering each question required any of the fol-
lowing: (1) cultural knowledge, (2) geographic
knowledge, or (3) dialect knowledge (detailed in
Appendix B).

To understand the prevalence of these at-
tributes, we labeled questions as Culturally-
Sensitive (CS) if they required any form of cul-
tural, geographic, or dialect knowledge. Other-
wise, they were classified as Culturally-Agnostic
(CA). This enables us to track the proportion of
the dataset that requires CS knowledge at an ag-
gregate level. Further details on the annotation
process are provided in Appendix I.
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A person in the pseudoindependent stage of 
White racial identity is currently ___________.

Which of the following statements does NOT 
accurately describe voting behavior in 
the United States?

1 Registered voters between the ages of 35 and 45 are more 
likely to vote than are those under the age of 21.

2 A registered voter who has attained his or her GED
is less likely to vote than a high school dropout.

3 Registered voters are more likely to vote in general
elections than they are in primary elections.

4 More women than men have voted in every 
presidential election since 1980.

Opportunity costs or implicit costs of a 
"Mom & Pop"-owned business are:

1 equal to accounting costs.

2 equal to accounting profits.

3 equal to earnings or profits that could have occurred
using resources elsewhere.

4 equal to earnings or profits that occurred for 
Mom & Pop's business.

1 Developing an awareness of the role of Whites in 
perpetrating racism

2 Unaware of race and racism

3 Exploring what it means to be White and confronting 
own biases

4 Attempting to resolve moral dilemmas associated 
with an awareness of race and racism
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Figure 2: Examples of MMLU questions requiring cultural, regional, or dialectal knowledge.
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Figure 3: Proportion of samples containing cultural, regional, or dialect-specific references per subject in the
MMLU dataset. All samples in World Religions and Moral Scenarios include at least one such reference. (12
subjects with no culturally sensitive samples are excluded.)

2.2 Analysis of MMLU Cultural Biases

Figure 3 summarizes the results of this exten-
sive annotation process. Our analysis reveals
that 28% of MMLU requires CS knowledge
– defined as requiring either geographic, cul-
tural or dialect knowledge – to be answered cor-
rectly. Geographic knowledge was the most fre-
quently tagged bias, at 54.7%, followed by cul-
tural (32.7%) and dialect (0.5%). 10.6% needed
both cultural and geographic knowledge, and
1.5% required all three.

Western-centric culture dominates. Among
the samples identified as requiring CS, a signif-
icant 86.5% were tagged as specific to Western
cultural knowledge. A similar trend is observed
for geographic knowledge: 64.5% of CS samples
were tagged as needing regional knowledge of
North America, followed by 20.4% tagged as re-
quiring knowledge of Europe. This concentration
indicates that progress on MMLU predominantly
reflects knowledge of Western-centric cultural
and regional knowledge.

Culture-specific knowledge is overrepre-
sented for certain countries. Figure 4 shows the
distribution of cultural and regional tags across
countries in the CS dataset. Our analysis reveals
that 73.9% of Western culture-related questions

require knowledge of the U.S., followed by the
U.K. at 8%. Similarly, 59% of Asian culture tags
are tied to India, while China and Japan account
for 17.9% each. Despite this, Asian cultures re-
main underrepresented, with only 4.0% of ques-
tions covering South Asia and 3.1% addressing
East Asia. Middle Eastern culture is also under-
represented, accounting for just 2.7%. These find-
ings underscore the dataset’s heavy bias towards
the U.S. For a deeper analysis of culture-region
relationships and country-level breakdowns, see
Appendix H.

Cultural sensitivity varies considerably
across subjects. The MMLU dataset includes
57 subjects spanning four categories: STEM, Hu-
manities, Social Sciences, and Other. We further
categorized relevant Other subjects into Medical
and Business. Figure 5 shows the distribution of
the CA subset, revealing significant variation in
cultural and regional references across subjects.
Humanities and Social Sciences frequently re-
quire cultural or regional knowledge, with 68% of
Humanities questions labeled CS. Some subjects,
like Philosophy, Moral Scenarios, High School
US History, and High School Government and
Politics, exceed 80% CS. In contrast, STEM sub-
jects showed minimal cultural bias, with only 30
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Figure 4: (Top) Region and culture distribution in the CS dataset, with most Region tags (64.5%) linked to North
America and Culture tags (86.5%) classified as Western. (Bottom) Cultural and regional tag distribution across
countries, showing each country’s dataset representation. Samples without tags are excluded.
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Figure 5: Proportion of samples retained per subject, after excluding those requiring cultural, geographic and
dialectic knowledge (selected based on majority agreement).

of 950 samples (3.15%) classified as CS. Some
subjects, such as Clinical Knowledge, Computer
Security, and Econometrics, contained no CS
questions. As shown in Figure 5, certain sub-
jects inherently reflect more cultural and regional
biases. Examples of CS and CA questions are
provided in Appendix M.

Characteristics of CS and CA subsets. Our
annotation process resulted in two aggregated an-
notated subsets of MMLU: CS, containing ques-
tions requiring dialect, cultural, or geographic
knowledge, and CA, comprising those without
such dependencies. Table 2 in Appendix F details
subject and sample distributions.

Significant differences emerge in subject repre-
sentation. Social Sciences account for 21.1% of
the MMLU Annotated, but are over-represented
in CS at 26.3%. Conversely, STEM, which
makes up 33.3% of MMLU Annotated, is under-
represented in CS, contributing just 2.9%. These
shifts reflect how the nature of the CS subset em-
phasizes cultural and contextual knowledge over
technical or scientific content. Overall, STEM,
Medical, and Business categories are more preva-
lent in CA due to their globally relevant content,
whereas Humanities and Social Sciences domi-
nate CS due to frequent cultural or regional ref-
erences. These trends are critical to model eval-
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uations (Section 4), demonstrating how cultural
biases in MMLU shape dataset composition and
influence model performance.

3 Introducing Global-MMLU

Many multilingual evaluations rely on translated
MMLU, with the most widely used dataset trans-
lated into 26 languages using ChatGPT (GPT-
3.5) (Lai et al., 2023). We introduce Global-
MMLU, an improved benchmark with higher-
quality translations and dedicated CS and CA
subsets for deeper analysis.

To enhance translation quality, we incorporate
professional annotator edits and native speaker
translations for 25 languages, expanding total
coverage to 42 languages by including higher-
quality machine translation. We incorporated pro-
fessional human translations from the MMMLU
dataset1 for 14 languages. We prioritize human-
verified translations to ensure reliability and re-
duce biases, particularly those introduced by
translationese, which can be more pronounced in
machine translation (Bizzoni et al., 2020; Van-
massenhove et al., 2021; Koppel and Ordan,
2011). Alongside these improvements, we pro-
vide CS and CA metadata to enable comprehen-
sive subset analysis. Below, we detail our ap-
proach to improving MMLU quality, compensat-
ing human annotators for translation verification,
and identifying CS and CA subsets.

3.1 Translation Process
We first translated the English MMLU dataset
into 41 languages using the Google Translate
API.2 Despite its cost, we selected Google Trans-
late due to its superior performance, as demon-
strated in comprehensive evaluations spanning
102 languages (Zhu et al., 2024). It significantly
outperforms alternatives like NLLB (NLLB-
Team et al., 2022), GPT-4, and ChatGPT for
low-resource languages (Robinson et al., 2023).
While LLMs are improving in high-resource
translations (Kocmi et al., 2024), they tend
to favor their own generations (Panickssery
et al., 2024; Shimabucoro et al., 2024). To
avoid bias, we used Google Translate uniformly
across all languages. A comparison with GPT-
3.5-turbo (previously used for MMLU transla-
tions (Lai et al., 2023)) confirmed this choice,

1https://huggingface.co/datasets/openai/
MMMLU

2https://cloud.google.com/translate

as Google Translate achieved higher ChrF++
scores (Popović, 2017) with lower variance across
languages (see Figure 20 in Appendix J.1). After
translation, native speakers reviewed and refined
the outputs for accuracy and fluency. Edits were
performed by professional annotators and native
community annotators (details in Appendix J.2).

MMMLU Translations. As detailed in the
OpenAI-o1 system card,3 MMMLU is a pro-
fessionally human-translated dataset available in
14 languages. To maximize human-translated
content in Global-MMLU, we incorporated this
dataset wherever applicable. Since MMMLU
overlaps with our Gold Set (edited by profes-
sional annotators), we incorporated the remain-
ing 10 languages: Bengali, Chinese, German, In-
donesian, Italian, Japanese, Korean, Portuguese,
Swahili, Yoruba – alongside Arabic, French,
Hindi, Spanish from the Gold Set. Figure 19
in Appendix J illustrates edits by profession-
als and community contributors. Professionals
edited 789 samples per language (38.5% of the
Gold Set), while community members edited 362
(17.7%). With 7,565 edits in total, 36.9% of
samples were reviewed. Differences in edit rates
likely reflect variations in available time and re-
sources rather than differences in translation qual-
ity across languages. Appendix J provides further
analysis on translation quality and other factors.

3.2 Data Composition of Global-MMLU

Global-MMLU is our comprehensive test set in-
cluding MMLU’s 14K samples in 42 languages,
totaling 589,764 samples. It covers human-
translated, machine-translated, and original En-
glish MMLU samples. Throughout the Model
Evaluations section, we report on different sub-
sets of Global-MMLU, such as MMLU Anno-
tated, Culturally-Sensitive (CS) and Culturally-
Agnostic (CA) subsets. A detailed breakdown of
these subsets is provided in Appendix C.

Global-MMLU Lite is a “lite” version of
Global-MMLU covering 15 languages which are
fully human translated or post-edited, along with
English. It includes 200 CS and 200 CA samples
per language, totaling 6,000 samples. Further
details on its preparation are in Appendix E.

3https://openai.com/index/
openai-o1-system-card/
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4 Model Evaluations

Section 2.2 highlights MMLU’s strong bias to-
ward CS knowledge. Here, we assess how these
biases impact the evaluation of both open-weight
and closed models. To do so, we analyze changes
in model rankings across three subsets: Global-
MMLU Annotated, Global-MMLU Culturally-
Agnostic (CA) and Global-MMLU Culturally-
Sensitive (CS). By comparing model performance
across these subsets, we aim to answer: (1) How
do models perform when culturally-sensitive sam-
ples are included? (2) How do models perform on
culturally-agnostic samples, ensuring consistent
evaluation across languages and regions?

Experimental Setup. We evaluated 14 recent
state-of-the-art language models from 9 model
families, focusing on those known for their high
multilingual performance. These include small
models like Aya Expanse 8B, Gemma2 9B, SEA-
LION v3 (9B), Llama 3.1 8B, Mistral Nemo 12B,
and Qwen 2.5 7B; mid-size models, comprising
Aya Expanse 32B, CommandR (34B), Gemma2
27B, and Qwen 2.5 32B; large models, such as
Llama 3.1 70B and CommandR+; and closed-
weight models, specifically GPT-4o and Claude
Sonnet 3.5. A more detailed description of the
models covered is mentioned in the Appendix K.1

We categorize the languages into two main
groups for reporting the results. The first group
consists of human-translated data only, which
includes 10 languages from OpenAI’s human-
translated MMLU test set and 4 Gold Set lan-
guages from our professionally translated set.
The second group includes all our data, combin-
ing professional, community, and machine trans-
lations. Languages are categorized as high-,
mid-, and low-resource, following Joshi et al.
(2019) and Singh et al. (2024). See Table 7 in
Appendix L for details.

4.1 Evaluations on Human-Translated Data
We evaluate model performance on high-quality,
human-translated data, focusing on CA and CS
subsets to analyze how models handle tasks with
and without cultural context. Figure 6 presents
results across 14 languages.

We note that the focus of this evaluation is not
to compare model performances directly but to
analyze their behavior on CA and CS datasets.
Direct comparisons between proprietary models
and open-weight models are not feasible due to

significant differences in model sizes (the parame-
ter sizes of proprietary models have not been offi-
cially disclosed) and different evaluation methods.
However, the results show that proprietary mod-
els consistently outperform smaller open-source
models. Interestingly, the performance gap be-
tween these models is narrower on CS datasets.

Additionally, we assess mid-size and large
open-weight models on Global-MMLU Lite, a
fully human-translated (or post-edited) subset
evenly balanced between CS and CA samples.
Unlike the full Global-MMLU, this balance en-
ables clearer comparisons. Figure 7 shows that
overall, models perform better on the CA portion.

Performance on CS is higher but more vari-
able. On average, models achieve higher accu-
racy on CS datasets than CA, likely because CS
samples are drawn primarily from Social Sci-
ences and Humanities, where models perform
well. In contrast, CA datasets contain more chal-
lenging categories, such as Medical and STEM
(see Figure 23 in Appendix K.3.1).

However, performance on CS data exhibits
greater variance across languages due to several
factors. Culturally sensitive tasks demand deeper
contextual understanding, making them more sus-
ceptible to translation quality variations. Addi-
tionally, nuanced cultural, regional, or dialectal
references amplify sensitivity, as differing transla-
tions can impact performance. Many models are
also trained primarily on high-resource or West-
ern centric data, introducing biases that cause
inconsistencies in less-represented contexts. On
Global-MMLU Lite, the pattern shifts: CS tasks
have lower average accuracies and greater vari-
ance than CA tasks. This highlights how cul-
tural specificity increases performance instability,
when the CS and CA samples are balanced.

4.2 Evaluations by Language Resource
Availability

We analyzed model performance on CA and
CS subsets across high-, mid-, and
low-resource languages (see Figure 25 in Ap-
pendix K.3. This evaluation provides insights
into how models handle linguistic diversity and
cultural nuances across different resource levels.

For both CA and CS datasets, high-resource
languages consistently achieve the highest ac-
curacy. As expected, performance declines sig-
nificantly for low-resource languages due to
limited high-quality training data, which also in-
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Figure 6: Model evaluations on CA and CS samples across 14 human-translated languages. Error bars indicate
standard deviation across languages.
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Figure 7: Model evaluations on CA and CS samples in Global-MMLU Lite. Error bars indicate standard
deviation across languages.

creases performance variability. Standard devia-
tion rises for mid-resource languages and even
more so for low-resource languages, particu-
larly on CS datasets.

The average standard deviation for high-
resource languages is 3.21 on CA datasets and
3.86 on CS. For mid-resource languages, these
values increase to 3.42 and 4.6, respectively.
Low-resource languages exhibit the highest vari-
ability, with averages of 6.37 on CA and 6.78
on CS – increases of 98% and 75% compared
to high-resource languages. This underscores
the increased sensitivity of low-resource settings,
where a deeper understanding of regional and
dialectal nuances is essential.

4.3 Model Rank Changes

We analyze how model rankings shift between
CA and CS datasets relative to MA across all lan-
guages. Table 1 shows how model rankings shift
for human-translated languages. Organized by
resource level, it reveals the impact of dataset
type, resources, and model size. For more de-
tails, including rankings for all languages, see

Appendix K.3.3. The rank changes reveal three
key findings:

1) Models perform differently on CA and CS
datasets, with greater variation in CS. CA
datasets show minimal ranking changes, with
an average of 3.4 rank and 3.7 position changes.
CS datasets, however, exhibit greater volatility,
with an average of 5.7 rank and 7.3 position
changes. Chinese, Hindi, French, German, Ital-
ian, Japanese, and Portuguese are particularly
sensitive to CS knowledge. Notably, models from
Aya Expanse and CommandR families tend to
show positive trends on CS datasets, particularly
for these languages.

2) Performance differences between CA and
CS datasets are smaller in low-resource lan-
guages. High-resource languages demonstrate
relatively stable rankings on CA datasets, with
an average of 3.3 rank changes and a maximum
shift of 3 positions. However, on CS datasets,
these rise to 6.8 rank changes and 9.1 position
shifts. Mid-resource languages show moder-
ate variation, with rank changes averaging 3.7 on
CA and 4.7 on CS, with corresponding position

18767



Language Dataset Ay
a

Ex
p.

8B

Ay
a

Ex
p.

32
B

C
om

m
an

dR

C
om

m
an

dR
+

G
em

m
a2

9B

G
em

m
a2

27
B

Ll
am

a-
3.

1
8B

Ll
am

a-
3.

1
70

B

M
is

tra
l N

em
o

Q
w

en
2.

5
7B

Q
w

en
2.

5
32

B

SE
A

-L
IO

N
-v

3

G
PT

4o

C
la

ud
e

So
nn

et

Arabic
CA - - - - - - - - - ↑1 - ↓1 - -
CS - ↑1 - - - ↓1 - ↑1 - - ↓1 - - -

Chinese
CA - - ↓1 - ↑1 - - - - - ↑1 - ↓1 -
CS ↑1 ↑1 ↑1 ↑2 ↑1 - ↓1 ↑1 - ↓3 ↓1 ↓2 ↑1 ↓1

English
CA - - - - - ↓1 - - - ↑1 ↑1 - ↓1 -
CS - ↑1 - - - - - ↑1 - ↓1 ↓1 - - -

French
CA - ↑1 - - - - - - - ↓1 - - - -
CS - ↑2 ↑2 ↑1 - ↓2 - ↑1 - ↓3 ↓1 ↑1 - -

German
CA - ↓1 - ↓1 - ↑1 - - - ↑1 - - - -
CS - - ↓1 - ↑2 - - ↑1 - ↓3 ↓1 ↑2 - -

Hindi
CA - ↑1 ↓2 ↓1 ↑1 - - - - - - ↑1 - -
CS ↑1 ↓1 ↑1 ↑2 - ↓1 ↑1 - ↑1 ↓3 ↓1 - ↑1 ↓1

Italian
CA - - - - - - - - - - - - - -
CS - - ↑1 ↑1 - ↓1 - ↑1 - ↓2 ↓1 ↑1 - -

Japanese
CA - - - - - - - - - - - - - -
CS - ↑1 ↑1 ↑1 ↑1 ↓2 - ↑1 - ↓1 ↓1 ↓1 - -

Portuguese
CA - - - - - - - - - - - - - -
CS - ↑1 ↑1 ↑1 ↑1 ↓1 - ↑1 - ↓2 ↓1 ↓1 - -

Spanish
CA - ↓1 - ↓1 - ↑1 - - - ↑1 - - - -
CS - - ↑1 - ↑2 - - ↑1 - ↓3 ↓1 - - -

Bengali
CA - ↑1 - - - - - ↓1 ↓1 - - - - -
CS - - - - - - - - ↑1 ↓1 - - - -

Indonesian
CA - - ↓1 ↓1 ↓1 ↑1 - - - ↑2 - - - -
CS - - ↑1 - - - ↓1 ↑1 ↑1 - ↓1 ↓1 - -

Korean
CA ↓1 ↓1 ↓1 - - ↑1 ↑1 - - ↑1 - - - -
CS - ↑1 ↑1 ↓1 - ↓1 - ↑1 - - ↓1 - - -

Sinhala
CA - ↑1 - - - - ↓3 - - ↑2 - - - -
CS - ↓1 ↑1 ↑1 - - - - - ↓1 - - - -

Swahili
CA - ↓1 - - - - ↑1 - - - - - - -
CS - - ↑1 - - - ↓1 - - - - - ↓1 ↑1

Yoruba
CA - ↑1 ↓2 - ↓1 - - - - ↑2 ↑1 ↓1 - -
CS - ↓1 ↑1 ↑1 ↑1 - - - - - ↓2 - - -

Table 1: Changes in model rankings on CA and CS datasets, based on MA, across human-translated languages,
including English. Languages are categorized as high-, mid-, and low-resource. Color-coded boxes
indicate increases ( ↑ ) and decreases ( ↓ ) in rank.

changes of 4.7 and 4.9. Among all groups,
mid-resource languages show the smallest differ-
ence between CA and CS performance. Low-
resource languages see a larger gap between CA
and CS datasets. Rank changes average 3.3 on
CA and 3.7 on CS, with position changes rising
to 5.7 on CA and 7.9 on CS. This group also sees
the largest rank fluctuations. Table 3 highlights
significant shifts, including up to 5 positions for
Malagasy, and 13 ranking changes for Ukrainian,
underscoring how resource levels amplify vari-
ability, even in CA datasets.

3) Model size affects performance variabil-
ity. We analyzed performance variations across
three model groups, as defined in the Model sec-
tion (excluding closed-weight models due to un-
known sizes). Large models demonstrate higher
consistency across datasets and resource levels,
with 0.21 for CA and 0.67 for CS average rank

changes. Their maximum position shift is 3, com-
pared to 5 for small-models. Mid-size models
show much bigger variability. Their average rank
changes are 0.33 for CA and 1.97 for CS, par-
ticularly in culture dependent CS tasks. Small
models show minimal rank change differences be-
tween CA and CS (0.35 and 0.45, respectively),
but perform worse on both datasets. Their aver-
age accuracy is 51.3% on CA and 54.8% on CS,
while mid-size models achieve 59.1% and 61.7%,
and large models perform at 61.6% and 66.8%
on CA and CS, respectively. Model performance
remains highly influenced by dataset character-
istics, especially in CS tasks requiring cultural
knowledge. A similar trend appears in Global-
MMLU Lite, where despite being smaller and
balanced, performance volatility is still higher
on CS datasets, particularly for low-resource lan-
guages (see Table 4 in Appendix K.3). Addition-
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ally, we compare models on Human-Translated
(HT) and Machine-Translated (MT) CS datasets,
with results provided in Appendix K.3.2.

5 Conclusion

We evaluate cultural biases in MMLU and find
that 28% of questions require culturally sensitive
knowledge, with a strong Western bias – regional
questions predominantly focus on North Amer-
ica and Europe. This bias persists in translated
MMLU variants, limiting their effectiveness as
global benchmarks. To address this, we introduce
Global-MMLU and Global-MMLU Lite, mul-
tilingual multi-domain datasets that distinguish
between culturally-sensitive (CS) and culturally-
agnostic (CA) knowledge. By incorporating pro-
fessional and crowd-sourced annotations, these
subsets enable rigorous multilingual model evalu-
ation. Our evaluation reveals that model rankings
shift depending on whether evaluation focuses on
CS or CA knowledge, highlighting that progress
on translated MMLU is insufficient as an indica-
tor of performance. We recommend evaluating
multilingual LLMs on culturally-sensitive and
agnostic subsets of Global-MMLU to compre-
hensively assess their capabilities.

6 Limitations

Uneven distribution of contributions Beyond
the gold standard languages where we engaged
with compensated annotators, community annota-
tor participation was uneven across languages,
potentially leading to skewed dataset distribu-
tions and limited annotator diversity in some lan-
guages.

Language and dialect coverage We focus on
42 languages for Global-MMLU. However, this
is still only a tiny fraction of the world’s linguis-
tic diversity. Future work should improve and
expand evaluations beyond the 42 languages and
address how technology serves different dialects.
Geo-cultural variation within a language often
leads to new dialects or creoles (Zampieri et al.,
2020; Wolfram, 1997), which are crucial in estab-
lishing and maintaining cultural identity (Falck
et al., 2012).

Toxic or offensive speech Global-MMLU
may contain some potentially harmful content,
as our annotation interface didn’t allow for flag-
ging toxic or offensive speech. However, we be-
lieve the risk is low due to the dataset’s focus on

examination material.
Region Category Assignment: For annotat-

ing geographically sensitive questions, we ini-
tially classified regions into six regions (Africa,
Asia, Europe, North America, Oceania, and
South America)4 but recommend adopting World
Bank’s more granular taxonomy, which includes
Central America and Sub-Saharan Africa, for fu-
ture annotations.5

Identifying cultural sensitivity does not
guarantee cultural inclusion. While initiatives
like Global-MMLU highlight cultural biases in
datasets, they don’t fully solve the problem. Fu-
ture work must prioritize the integration of di-
verse culturally grounded knowledge to achieve
true inclusivity and fairness in multilingual AI
evaluation.

7 Ethics Statement

This work was carried out as an open science
initiative by volunteer participants as well as with
help of paid professional annotators. All datasets
used in this work have permissive licensing. We
publicly release the datasets under Apache 2.0
license.
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A Related Work

A.1 Multilingual Knowledge Evaluation
As MMLU becomes a standard for LLM evalua-
tion (Beeching et al., 2023; OpenAI, 2024; Dubey
et al., 2024; Üstün et al., 2024; Aryabumi et al.,
2024), addressing its limitations and enhancing
its scope is essential. For English, MMLU-redux
re-annotates 3K questions across 30 subjects to

refine quality (Gema et al., 2024), while MMLU-
Pro expands question complexity and answer
choices (Wang et al., 2024). MMLU-Pro+ fur-
ther extends this by incorporating multiple cor-
rect answers and testing higher-order reasoning
(Taghanaki et al., 2024). Despite these advance-
ments, all remain English-only.

Language-specific MMLU variants typically
focus on a single language, including Ara-
bicMMLU (Koto et al., 2024), CMMLU (Li
et al., 2024a), IndoMMLU (Koto et al., 2023),
ThaiExam (Pipatanakul et al., 2023), Turk-
ishMMLU (Yüksel et al., 2024), AfriMMLU
(Adelani et al., 2024), Khayyam Challenge
(Ghahroodi et al., 2024), KMMLU (Son et al.,
2024a), HAE-RAE (Son et al., 2024b), and
VNHSGE (Dao et al., 2023), covering Arabic,
Chinese, Indonesian, Thai, Turkish, Persian, Ko-
rean, and Vietnamese, respectively.

Multilingual evaluation datasets include
AGIEval (English/Chinese) (Zhong et al., 2023),
BEnQ (English/Bengali) (Shafayat et al., 2024),
EXAMS (16 languages) (Hardalov et al., 2020),
and M3EXAMS (9 languages, multimodal)
(Zhang et al., 2023a). While these benchmarks
assess LLMs across different languages, they
often lack a standardized cross-language compari-
son. An exception is INCLUDE, which compiles
local exams from 44 languages (Romanou et al.,
2024).

To broaden multilingual evaluation, MMLU
has also been translated. ChatGPT-translated
MMLU spans 26 languages (Lai et al., 2023),
but translation quality varies across languages
(Robinson et al., 2023). More recently, Ope-
nAI released MMMLU, a professional human-
translated version in 14 languages, which we in-
corporate into our benchmark.

A.2 Culturally-aware Evaluation

Recent research has increasingly examined
LLMs’ cultural alignment. Studies such as
Arora et al. (2022) and Cao et al. (2023) ex-
plore LLMs’ ability to understand cross-cultural
differences in values and beliefs. SEA-HELM
(formerly BHASA (Leong et al., 2023))6 is an
evaluation suite emphasizing Southeast Asian
languages, featuring handcrafted linguistic diag-
nostics and manually validated SEA-IFEval and
SEA-MTBench tasks. Research by Wang et al.

6https://leaderboard.sea-lion.ai
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(2023) and Masoud et al. (2024) shows LLMs
often reflect Western-centric values, even across
multiple languages.

Several benchmarks assess cultural biases in
LLMs, including Naous et al. (2024) and Rao
et al. (2024), while Ventura et al. (2024) examines
cultural biases in text-to-image diffusion mod-
els. Aakanksha et al. (2024) investigates align-
ing LLMs to balance linguistic and cultural di-
versity while minimizing harms. Additionally,
studies such as Myung et al. (2024), Magomere
et al. (2024), and Montalan et al. (2024) evalu-
ate LLMs’ understanding of everyday cultural
knowledge across regions.

Multilingual Visual Language Model (VLM)
evaluations have also gained attention. Pange-
aBench assesses 47 languages using 14 preex-
isting datasets (Yue et al., 2024), while CVQA
introduces a culturally diverse Visual Question
Answering benchmark covering 30 countries and
31 languages (Romero et al., 2024). Vayani et al.
(2024) further extends this with a multimodal
benchmark featuring culturally diverse images
and text across 100 languages.

Pretraining data significantly influences cul-
tural biases in LLMs. Chen et al. (2024) found
models fine-tuned on native instructions outper-
form those trained on translated data. Choenni
et al. (2024) highlights the reliability of machine
translation versus human translation in multilin-
gual evaluations. Aya 101, introduced by Üstün
et al. (2024), employs in-language prompting and
human-written data across 114 languages to re-
flect local cultures (Singh et al., 2024).

Efforts to enhance cultural alignment in LLMs
include cost-effective fine-tuning strategies (Li
et al., 2024b) and Anthropological Prompting,
a novel approach that applies anthropological
reasoning to improve cultural representation
(AlKhamissi et al., 2024).

A.3 Participatory Open Science Projects
Participatory research empowers diverse commu-
nities to actively contribute to the research pro-
cess, ensuring inclusivity, contextual relevance,
and real-world impact. While most past efforts
have focused on specific regions or tasks like
translation, character recognition, and audio seg-
mentation, several projects have advanced cultur-
ally diverse data collection.

For instance, Clanuwat et al. (2018) tackled
the challenge of reading Kuzushiji, a historical

Japanese script. MaRVL (Liu et al., 2021) col-
lected culturally representative images from na-
tive speakers of Indonesian, Swahili, Tamil, Turk-
ish, and Mandarin Chinese, with linguists pro-
viding captions. However, MaRVL’s dataset re-
mains limited (<8,000 samples) and is primarily
for evaluation. Similarly, Hernandez Mena and
Meza Ruiz (2022) developed eight open-access
datasets for Mexican and Latin American Span-
ish via student-led contributions to tasks like au-
dio segmentation and transcription. Other efforts,
such as Cañete et al. (2020) and Guevara-Rukoz
et al. (2020), have addressed resource scarcity by
building datasets for Latin American Spanish.

Masakhane applied a participatory research
framework to curate NLP datasets and train mod-
els for underrepresented African languages (∀
et al., 2020; Adelani et al., 2021, 2023). Simi-
larly, Project SEALD7, a collaboration between
AI Singapore and Google Research, pioneered
multilingual data collection for Southeast Asian
LLMs. This initiative supports open-source mul-
tilingual models like SEA-LION8 and its deriva-
tives WangchanLion (Phatthiyaphaibun et al.,
2024) and Sahabat-AI9.

Other large-scale participatory projects include
NusaCrowd (Cahyawijaya et al., 2023), which ag-
gregated and standardized data for Indonesian lan-
guages, and SEACrowd10, which extends these
efforts to all Southeast Asian languages (Love-
nia et al., 2024). The Aya Initiative (Singh et al.,
2024; Üstün et al., 2024), with contributions from
over 3,000 global participants, collected instruc-
tion data in 114 languages, fostering linguistic di-
versity and inclusivity to create one of the largest
multilingual datasets for advancing state-of-the-
art LLMs.

B Global-MMLU Knowledge Categories

Annotators were asked to identify MMLU ques-
tions where correctly answering depended upon
1) cultural knowledge, 2) geographic knowledge
or 3) dialect knowledge.
Cultural Knowledge. Annotators evaluated
whether answering a question required culture-
specific knowledge. If so, they selected the rele-

7https://aisingapore.org/aiproducts/
southeast-asian-languages-in-one-network-data-\
seald/

8https://sea-lion.ai
9https://sahabat-ai.com

10https://github.com/SEACrowd
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vant culture from a drop-down menu with options:
Western Culture, Eastern Asian Culture, Middle
Eastern Culture, South Asian Culture, African
Culture, Latin American Culture, or Other. Cul-
tural knowledge encompasses recognizing and ap-
preciating the beliefs, values, customs, and artis-
tic expressions of a particular group, shaped by
shared traditions and heritage (Kipuri, 2009; Liu
et al., 2024; Mukherjee et al., 2024).
Geographical or Regional Knowledge. Geo-
graphical knowledge refers to understanding char-
acteristics tied to specific regions, such as natural
landmarks or environmental features. Annotators
determined whether answering correctly required
region-specific knowledge. If applicable, they
identified the relevant region from a drop-down
menu with the following options: North America,
South America, Europe, Asia, Africa, Australia
and Oceania, and Antarctica.
Dialect Knowledge. This category involves rec-
ognizing distinctive language variations or speech
patterns used by people from specific regions or
communities in English. It includes slang terms,
idiomatic expressions, and pronunciation differ-
ences that distinguish regional speech from stan-
dardized forms of language. Notably, this as-
sessment was conducted on the original English
sentences. Therefore, it specifically addresses
variations in English dialects or regional vocab-
ulary, rather than any nuances that might arise
during the translation process.

C Global-MMLU subsets

Global-MMLU consists of the following smaller
annotated subsets:
MMLU Annotated. This subset consists of
2,850 question-answer pairs sampled at uniform
from the MMLU dataset (50 questions per sub-
ject), representing 20% of the original data and
serving as a representative random sample. These
samples are annotated in English to determine
whether answering requires cultural, geographic,
dialectal, or temporal knowledge. The annota-
tions are then applied to corresponding samples in
41 other languages, resulting in a total of 119,700
samples.
Culturally-Sensitive (CS). This subset contains
samples identified as requiring dialect knowledge,
cultural knowledge or geographic knowledge to
answer correctly. It includes 792 annotated sam-
ples in English based on majority voting by anno-

tators. These annotations are extended to 41 addi-
tional languages, creating a dataset with 33,264
entries. This subset is particularly useful for eval-
uating model performance on culturally contex-
tual tasks.
Culturally-Agnostic (CA). This subset includes
samples that do not contain cultural, regional, or
dialectal references. It serves as a baseline for
evaluating models on tasks that do not require spe-
cific contextual knowledge. The subset consists
of 2,058 annotated samples in English, which are
extended to 41 languages for a total of 86,436
entries.

D Global-MMLU Subject Categories

Global-MMLU covers six diverse subject cat-
egories: STEM, Humanities, Social Sciences,
Medical, Business, and Other. For a consistent
approach, we adopt the classification proposed by
(Hendrycks et al., 2020) for the MMLU dataset
to categorize subjects as STEM, Humanities, and
Social Sciences. However, we further refine the
’Other’ category from the original MMLU dataset
by breaking it down into two distinct categories:
Medical and Business. Within the ’Other’ cat-
egory, subjects such as clinical knowledge, col-
lege medicine, human aging, medical genetics,
nutrition, professional medicine, and virology
are classified under the Medical category. Mean-
while, business ethics, management, marketing,
and professional accounting fall under the Busi-
ness category. It’s worth noting that the ’Other’
category in Global-MMLU, sometimes referred
to as ’General Knowledge’, includes the remain-
ing two subjects from the original MMLU ’Other’
category: global facts and miscellaneous.

E Global-MMLU Lite
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Figure 8: Distribution of samples across subject cate-
gories in Global-MMLU Lite
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As mentioned in section 3.2, Global-MMLU
Lite is a lighter version of Global-MMLU con-
taining 200 CS and 200 CA samples per language
for 15 human-translated or post-edited languages,
including English.

For preparing Global-MMLU Lite, we took
the MA subset of Global-MMLU containing 50
samples per subject and looked at proportion of
CS and CA samples available per subject. Sub-
jects exclusively tagged as CS or CA (14 in total)
were excluded to ensure both categories were rep-
resented within each subject. Consequently, So-
cial Sciences and Humanities subjects are more
prevalent in Global-MMLU Lite, as shown in
Figure 8.

However, we aimed for a balanced distribution
across subject categories. Social Science subjects
like High School Geography and Sociology had
higher proportion of CS samples whereas STEM
subjects like Abstract Algebra had higher number
of CA samples. To maintain balance, we sam-
pled five CS and five CA samples per subject
where available. Few subjects like Anatomy or
High School Mathematics had only one CS sam-
ple available, so for such subjects, only one CS
and one CA sample was taken. Samples from few
subjects of Business and Medical categories were
slightly upsampled to ensure adequate represen-
tation.

The General Knowledge category, comprising
only Miscellaneous and Global Facts, was also
upsampled, with 22 samples from Miscellaneous
and 8 from Global Facts per category. This adjust-
ment ensures sufficient coverage for evaluating
general knowledge capabilities. The overall goal
with Global-MMLU Lite is to have a balanced
dataset for efficient multilingual evaluation across
multiple languages.

F Global-MMLU Data Statistics

Table 2 provides a detailed breakdown of the num-
ber of subjects and samples in the CS and CA
subsets.

G Temporal Knowledge

As part of the annotation process, annotators were
also asked to label samples for temporal or time-
sensitive knowledge. This applies to questions
where the correct answer may change over time
due to factors such as current political leaders or
economic statistics. Figure 9 shows the distribu-

tion of time sensitive samples in MMLU Anno-
tated. Overall it is observed that only 2.4% of the
dataset is tagged as time-sensitive and majority
of these samples fall under Social Sciences, Hu-
manities, Medical and Other categories. STEM is
the only category with no time sensitive samples
at all.
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Figure 9: Distribution of time-sensitive samples across
subject categories. Note that STEM subjects do not
include any temporal knowledge.

H Relationship between cultural and
geographical tags

H.1 Culture–Region Relations
We analyzed the samples in the CS dataset. Fig-
ure 10 illustrates the relationship between West-
ern and Asian cultures and their associated re-
gions. Among the samples labeled with a West-
ern culture tag, 73.3% are also tagged with North
America, followed by 25.5% with Europe. Sim-
ilarly, 97.2% of samples labeled with Asian cul-
tures are associated with the Asia region.

H.2 Culture Country Relations
Figure 11 shows relationship between culture and
country. For the Latin American culture, the dis-
tribution is balanced, with Bolivia and Mexico
comprising 33.3% each of the tags, followed by
Hondurus and Peru sharing 16.7% of the tags
each. For Indigenous culture, the tags are shared
between two countries with USA at top with
66.7% followed by Micronesia at 33.3%. The
Other culture category was added for representing
cultures that did not fall under other pre-existing
categories. We find that all samples Other cate-
gory fall under Russia.

H.3 Region Country Relations
Figure 12 and 13 present country-specific infor-
mation for each region: North America, Europe,
and Africa. The United States accounts for the
largest proportion of regional tags, representing
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Number of Subjects Number of Samples Data Proportion
Categories MA CS CA MA CS CA MA CS CA

STEM 19 11 19 950 23 927 33.3% 2.9% ↓ 45.0% ↑
Humanities 13 12 11 650 442 208 22.8% 55.8% ↑ 10.1% ↓
Social Sciences 12 11 12 600 208 392 21.1% 26.3% ↑ 19.1% ↓
Medical 7 5 7 350 19 331 12.3% 2.4% ↓ 16.1% ↑
Business 4 4 4 200 36 164 7.0% 4.5% ↓ 8.0% ↑
Other 2 2 2 100 64 36 3.5% 8.1% ↑ 1.8% ↓

Table 2: Statistics for MA, CS, and CA datasets. The left column displays the number of subjects included
in each dataset, the middle column shows the total number of samples per category, and the right column
illustrates changes in subject category distributions relative to MA, with arrows indicating increases or decreases
in representation.
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Figure 10: Relationship between Western and Asia cultures and region tags.
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Figure 11: Relationship between culture and country tags, focusing on Latin American and Indigeneous cultures.

89.6% of the tags for the North America region,
followed by Canada and the United Kingdom,
each with only 0.8% of the tags. For the Europe
region, the distribution is more balanced, with the
United Kingdom comprising 20.1% of the tags,
followed by France at 10.1%. In the Africa re-
gion, the distribution is even more balanced, with
Egypt and South Africa sharing the top position
at 33.3% of the tags each.

I Annotation Process

Communication. For both annotation tasks, an-
notators were briefed by one of the authors in a
virtual introduction session and were able to ask
questions and raise issues throughout the anno-
tation task in a Discord channel. For both tasks,
they were also encouraged to share frequent error
patterns or artifacts that they observed throughout
the tasks with the authors and capture difficult de-
cisions and their rationales in comments for indi-
vidual ratings. Similarly, they discussed ambigu-
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Figure 12: Relationship between region and country tags, focusing on North America, Europe and Africa
regions.
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Figure 13: Relationship between region and country tags, focusing on Asia, South America and Australia.

ous cases and questions. This helped calibrate
annotations across annotators and languages.

Schedule. Each of the annotation tasks was
conducted as 2–3 week long sprints in collab-
oration with contributors from the community.
There was no fixed time schedule for the annota-
tions, and annotators contributed varying hours,
depending on their availability and speed.

For the cultural sensitivity evaluation task,
100% of the selected samples were labeled
whereas for the translation quality evaluation task,
37% of the provided samples were fully reviewed
12.3% of the samples were edited in total.

Interface. The annotation interface for both
tasks was built using Argilla.11 Argilla is an open-
source tool that can be used for data labeling.
Using Argilla’s Python SDK, it was quick and
easy to set up an annotation interface that could
be deployed on Hugging Face Spaces. We also
set up SSO so annotators could log in and easily
access the UI using their Hugging Face accounts.

For cultural sensitivity evaluation, annotators
were shown questions one by one from each of
the 57 MMLU subjects and were asked to analyze

11https://argilla.io/

and label the questions for presence of cultural,
geographic, dialect or regional knowledge as ex-
plained in 2.1. Figure 14 in Appendix I illustrates
the annotation interface used during this process.
Annotators were presented with questions one at
a time from each of the 57 MMLU subjects and
had to analyze and label them for the presence
of cultural, geographic, and dialect knowledge.
Each data point was reviewed by at least three
annotators, and some data points had a maximum
of 10 annotators. 96.4% of all data points were
reviewed by more than 3 human annotators. We
classify each question as presenting cultural, ge-
ographic and dialect sensitivity according to ma-
jority vote among annotators who reviewed each
data point (Feldman, 1980). If half or more of
the annotators apply the same tag to a question,
it is categorized under that tag. Detailed informa-
tion regarding the annotators and the annotation
process is available in Appendix I.

We also asked annotators to annotate for tem-
poral knowledge to determine if answers for ques-
tions change with time. We find that only 2.4%
of annotated samples depend on temporal knowl-
edge. We provide more details about this analysis
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in Appendix G.
As shown in Figure 15, for translation quality

evaluation, annotators were shown the translated
question and corresponding options in their cho-
sen language on the UI. Annotators were also
shown the original question and answer options
in English for reference. If the translation was
good in quality and correctly represented the orig-
inal English text then the annotators could mark
it as acceptable in quality and proceed to next
question otherwise they could edit the provided
translation to improve its quality.

I.1 Compensated Annotator Pool for Gold
Standard Languages

Annotator Selection. The primary demographic
make-up of the participants in the evaluations was
recruited based on their proficiency in the lan-
guage groups. The proficiency was self-reported,
and the primary requirement was native or pro-
fessional proficiency in the specific languages
needed for the project.

Socio-Demographics. The annotator pool
is comprised of people from diverse back-
grounds, and this spans across socioeconomic
backgrounds, careers, levels of education, and
self-reported gender and sexual identities. We do
not ask any annotators to share or report any of
these statistical pieces of information in a formal
way; any insights into this are gathered organi-
cally and through self-reporting by the annotators.

Quality Considerations. We do not believe
that any socio-demographic characteristics have
led to any impact on the data that has been an-
notated. Through every part of the project, we
have reiterated the importance of this work and
the fact that it is helping support a global-scale
research project. We are confident in the trust we
have built with the annotators in this project, and
they care greatly about the overall outcome and,
therefore, have been diligent in completing the
task with a high degree of accuracy. Where pos-
sible, we have done our best to have annotators
work on this project and be representatives of the
communities that the project aims to support.

I.2 Agreement between Annotators
Inter-annotator agreement. Each data point
was reviewed by at least three annotators, and
some datapoints had a maximum of 10 annotators.
96.4% of all data points were reviewed by more
than 3 human annotators. Given this rich set of

feedback on each data point, we analyze the agree-
ment between ratings from different annotators
using Krippendorff’s Alpha scores (Krippendorff,
2004). We observed high inter-annotator agree-
ment across most subjects, with a unanimous cul-
tural sensitivity agreement in the Anatomy sub-
ject. Six subjects showed disagreement includ-
ing High-school US History, while Moral Sce-
narios showed the most disagreement. Detailed
results are presented in Figure 17 and 18 in Ap-
pendix I.2.

For the first phase of annotations to identify
culturally sensitive samples, we ensured that each
sample was annotated by at least 3 annotators. We
used the ratings for each sample from different
annotators and aggregated it per subject to ana-
lyze the agreement among annotators. We report
the corresponding Krippendorff’s Alpha scores
depicting annotator agreement in Figure 17 and
18. Krippendorff’s Alpha values range between
-1 and 1 where 1 denotes that all annotators agree
unanimously and -1 denotes that the annotators
are making opposite ratings. We observe rea-
sonable disagreement among samples for moral
scenarios for both cultural sensitivity as well as
time-sensitivity annotations. 12 subjects have
complete unanimous agreement regarding time-
sensitivity annotations between annotators.

J Translation Analysis

J.1 Translation Quality

Figure 20 shows the translation quality compari-
son for Google Translate which is used to trans-
late Global-MMLU and GPT-3.5-turbo which is
used for translating multilingual MMLU released
by (Lai et al., 2023). We see that Google Trans-
late is significantly better across different MMLU
subject categories. For this analysis, we con-
sidered samples from MMMLU dataset12 as the
human reference and only considered languages
which overlapped between the two machine trans-
lated sets and human translated MMMLU.

J.2 Translation Annotators

Professional Annotators. We hired compensated
professional annotators for four languages: Ara-
bic, French, Hindi, and Spanish. These annotators
reviewed the machine translations to ensure flu-
ency and cultural appropriateness, making edits

12https://openai.com/index/
openai-o1-system-card/
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Figure 14: Cultural Sensitivity evaluation annotation interface.

Figure 15: Translation evaluation annotation interface.

where necessary. We refer to this set of transla-
tion as our “Gold Set”. We include more details
about compensated annotation process in section
I.1.

Community Annotators. In addition to pro-
fessional annotations for a subset of languages,
we also facilitated community contributions to
verify translation quality across a broader range
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Figure 16: Demographics of annotators who registered using our annotation interface for cultural sensitivity as
well as translation quality evaluation.
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Figure 17: Krippendorff’s Alpha Scores for checking annotator agreement regarding the presence of cultural or
regional knowledge of samples.
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Figure 18: Krippendorff’s Alpha Scores for checking annotator agreement regarding the presence of the time-
sensitive nature of samples.

of languages, focusing on fluency edits and cor-
recting poor translations. This participatory re-
search approach (Birhane et al., 2022; Corbett
et al., 2023; Delgado et al., 2023; Singh et al.,
2024; Üstün et al., 2024) involved collaboration
across multiple institutions globally. Such cross-

sectional efforts are crucial for gathering linguis-
tic data at scale and fostering community engage-
ment—both essential for developing inclusive lan-
guage technologies (Joshi et al., 2019; Nekoto
et al., 2020; Singh et al., 2024; Romanou et al.,
2024). We established a criterion requiring a min-
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Figure 19: Percentage of Human-Translated Samples in MMLU Annotated.

imum of 50 human-translated samples for each
language before its inclusion in Global-MMLU.
This threshold was met by eleven languages:
Amharic, Czech, Malay, Persian, Romanian, Rus-
sian, Sinhala, Telugu, Turkish, Ukrainian, and
Vietnamese. In the following sections, we refer to
this set of languages as “Community Translated”.

The participation of native speakers from di-
verse regions introduced logistical challenges in
both data selection and quality control. To over-
come these, we adopted Argilla13 as our primary
annotation platform. In line with our community-
based approach, Argilla’s collaborative features
and customizable workflows enabled us to ef-
ficiently manage contributions from various re-
gions while maintaining consistency in transla-
tion quality. Annotators were presented with both
the original and machine-translated questions and
answers, and were asked to edit any translations
that did not accurately capture the intent of the
original text. The translation interface is shown
in Figure 15 in Appendix J.

J.3 Translation Edits

Figure 21 illustrates the edit distance, averaged
over all samples within each subject category, for
edits made by professional and community an-
notators. The edit distance, calculated using the
“Levenshtein Distance” (Levenshtein, 1966), mea-
sures the differences between two strings. In this
analysis, the machine translations were compared
to their edited versions to compute the scores.

The results reveal that the Humanities category
exhibits the largest edit distances, with higher val-
ues observed for questions compared to answers.

Given that longer text may inherently require
more edits, we hypothesized that the observed
large edit distances could be influenced by the

13https://github.com/argilla-io/argilla

length of the questions and answers. To account
for this, we analyzed the length of each question-
answer pair and computed the Normalized Edit
Distance (NED), where the edit distance is di-
vided by the text length, shown in Figure 22.

The analysis reveals that questions in the
Humanities category have the greatest average
length, whereas answers in the STEM category
exhibit the highest NED. These findings suggest
that while raw edit distances are influenced by
text length, normalized measures provide addi-
tional insights into the complexity of edits across
categories.

K Model Evaluations

K.1 Models Covered

We evaluated 14 recent state-of-the-art language
models from 9 model families, focusing on those
known for their high multilingual performance.
These include both small and large open weight
models as well as closed models. Details of each
model are mentioned below:
Aya Expanse14 is a family of models include
8B15 and 32B16 parameter models. Aya Expanse
models support 23 languages including Arabic,
Chinese (simplified & traditional), Czech, Dutch,
English, French, German, Greek, Hebrew, Hindi,
Indonesian, Italian, Japanese, Korean, Persian,
Polish, Portuguese, Romanian, Russian, Spanish,
Turkish, Ukrainian, and Vietnamese. Aya Ex-
panse builds on the Aya initiative which includes
multilingual first releases like Aya 101 (Üstün
et al., 2024), Aya 23 (Aryabumi et al., 2024) and
extensive multilingual datasets such as Aya col-
lection (Singh et al., 2024).

14https://hf.co/blog/aya-expanse
15https://hf.co/CohereForAI/aya-expanse-8b
16https://hf.co/CohereForAI/aya-expanse-32b
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Figure 20: ChrF++ scores for Google Translate and
GPT-3.5-Turbo

Figure 21: Average edit distance across different sub-
ject categories in MMLU. Each sample comprises a
question-and-answer pair, with the left column show-
ing edit distances for questions and the right column
for answers.

Figure 22: (Top) Average normalized edit distance and
(Bottom) average question and answer lengths across
different subject categories. The left column represents
questions, while the right column represents answers.

Command R and R+ are open-weight models
of size 34B17 and 104B18 respectively which
both support 10 languages: English, French,
Spanish, Italian, German, Brazilian Portuguese,
Japanese, Korean, Arabic, Simplified Chinese.
We use Command-R 08-2024 and Command-R+
08-2024 for evaluation.
Gemma2 (Gemma Team et al., 2024) is part
of the Gemma model family. The languages tar-
geted are not explicitly reported. We evaluate
the instruct-tuned 9B (gemma-2-9b-it) and 27B
(gemma-2-27b-it) variants.
Gemma2-9B-CPT-SEA-LIONv319 is part of
the SEA-LION20,21 collection of models trained
for Southeast Asian (SEA) languages, including
Burmese, Chinese, English, Filipino, Indonesian,
Javanese, Khmer, Lao, Malay, Sundanese, Tamil,
Thai, and Vietnamese. We use Gemma2-9B-CPT-

17https://hf.co/CohereForAI/
c4ai-command-r-08-2024

18https://hf.co/CohereForAI/
c4ai-command-r-plus-08-2024

19https://hf.co/aisingapore/
gemma2-9b-cpt-sea-lionv3-instruct

20An acronym for Southeast Asian Languages in One
Network.

21https://github.com/aisingapore/sealion

SEA-LIONv3-Instruct for evaluation.
Llama 3.1 (Dubey et al., 2024) is a series of
open LLM models that come in three sizes: 8B,
70B, and 405B parameters. All variants support
8 languages, including English, German, French,
Italian, Portuguese, Hindi, Spanish, and Thai. We
use Llama-3.1-8B-Instruct and Llama-3.1-70B-
Instruct for evaluation.
Mistral Nemo22 is a 12B model which supports
11 languages including English, French, German,
Spanish, Italian, Portuguese, Chinese, Japanese,
Korean, Arabic, and Hindi.
Qwen 2.523 model supports up to 29 languages,
including Chinese, English, French, Spanish, and
Portuguese. We evaluate Qwen2.5-7B-Instruct
and Qwen2.5-32B-Instruct variants of Qwen 2.5.
GPT-4o (Hurst et al., 2024) is a multilingual,
multimodal closed-model and is part of the GPT-
4 family. The languages targeted are not explicitly
reported.
Claude Sonnet 3.5 is also a multilingual, multi-
modal closed-model from the Claude 3.5 family.

22https://hf.co/mistralai/
Mistral-Nemo-Instruct-2407

23https://huggingface.co/collections/Qwen/
qwen25-66e81a666513e518adb90d9e
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Figure 23: Aya Expanse 32B performance on each subjects.

The languages supported by this model are also
unknown.

We note that all these models do not claim
to support the same set of languages, and none
claim to support the full set of languages we
cover.

K.2 Evaluation Setup

We use lm-evaluation-harness (Gao et al., 2024)
to evaluate the open multilingual models in a 5-
shot setting. For closed models, we also do 5-
shot evaluation. However, since log probabilities
are not accessible via API for closed models, we
send the 5-shot prompt via API and get the cor-
responding generation from the model. We use a
system preamble to make the model respond with
only the correct answer option and extract the
answer from the output generation. For prompt-
ing, we follow the same approach as specified in
(Hendrycks et al., 2020) and use prompt instruc-
tions in the same language as the sample.

K.3 Evaluation Results

K.3.1 Subject-level Performance
Figure 23 illustrates the performance of the Aya
Expanse 32 model across various subjects, with
an average accuracy of 66.4%. Notably, most
STEM subjects fall below this average, whereas
the majority of Social Sciences and Humanities

subjects exceed it.

K.3.2 Human Translated vs Machine
Translated

We compared models on Human-Translated (HT)
and Machine-Translated (MT) CS datasets to gain
deeper insights into model behavior. Figure 24
illustrates the model performances for one high-
resource language (French), one mid-resource
language (Korean), one low-resource language
(Yoruba).

The key finding is that models generally per-
form better on human-translated data for high-
resource languages. This is likely because these
languages benefit from extensive in-language
training data. However, this trend shifts for

mid-resource languages. The figure reveals
that the performance gap between HT and MT
narrows for models such as Claude Sonnet and
Qwen2.5 32B. Conversely, models like Com-
mandR+ and Aya Expanse 32B continue to per-
form better on HT data. Notably, these two mod-
els have strong Korean language support, which
can be attributed to a substantial amount of in-
language training data.

For low-resource languages, a distinct pat-
tern emerges. As shown in the figure, mod-
els such as Claude Sonnet and GPT-4o per-
form significantly better on MT data than on
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Figure 24: Comparison of model performance on human-translated and machine-translated CS in French,
Korean, and Yoruba.

HT data. Similarly, CommandR+ and Qwen2.5
32B also show improved performance on MT
data, albeit with less pronounced differences.
This behavior is likely because these models pri-
marily rely on machine-translated data for low-
resource languages during training, and the dis-
tribution of the machine-translated test set aligns
more closely with their training data. Notably,
the only model demonstrating consistent perfor-
mance across both HT and MT datasets is Aya
Expanse 32B, which can be attributed to its broad
coverage and strong support for low-resource lan-
guages.

These results underscore the importance of in-
language or human-translated datasets for evaluat-
ing low-resource languages. The Global-MMLU
dataset provides a valuable tool for assessing the
in-language performance of large language mod-
els (LLMs) on low-resource languages, offering
insights into their capabilities and limitations in

such contexts.

K.3.3 Model Rank Changes
Table 5 presents the rank changes and correspond-
ing position shifts (indicated next to the arrows)
for high-resource languages, while Table 6 pro-
vides similar data for mid- and low-resource lan-
guages. The rightmost columns in each table sum-
marize the total number of models that changed
ranks (Total Rank Change) and the total number
of position shifts in the rankings (Total Position
Change). A detailed analysis of these results is
provided in Section 4.3.
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Greek
CA ↓1 ↓1 - - - ↑1 - - ↓1 ↑2 - - - -
CS - - ↑2 ↑3 - ↓1 ↑1 - - ↓1 ↓4 - - -

Ukrainian
CA - ↑1 - ↓1 ↓1 - - - - ↑1 - - - -
CS - ↑1 - ↑1 - ↓2 - ↑1 ↑1 ↓1 ↓1 - ↑1 ↓1

Malagasy
CA - ↓1 - - - - - - - ↑1 - - - -
CS - ↑1 ↑4 ↑1 - - ↓1 - ↑1 ↓1 ↓5 - - -

Shona
CA - - - - ↓1 - - - - - ↑1 - ↓1 ↑1
CS ↑2 - ↑1 ↑1 - - ↑1 - - ↓4 ↓1 - - -

Table 3: Changes in model rankings on CA and CS datasets, based on MA on Greek, Ukrainian, Malagasy, and
Shona.
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Arabic
CA - ↓1 ↑1 - - - -
CS ↑1 - ↓1 - - - -

Chinese
CA ↑1 ↓1 - - - - -
CS - ↑1 ↓1 - - - -

English
CA ↓1 ↓1 ↑1 ↓1 - ↑1 ↑1
CS ↑1 - ↓1 - ↑1 - ↓1

French
CA ↑1 ↓1 - - - - -
CS ↓1 ↑1 ↓1 ↑1 ↑2 ↓1 ↓1

German
CA - ↓1 - ↓1 - ↑2 -
CS - ↑1 - ↓1 - - -

Hindi
CA ↓1 - - - - ↓2 ↑3
CS - - - - - - -

Italian
CA ↑2 ↓3 - - - - ↑1
CS - - - - ↑1 - ↓1

Japanese
CA ↑1 ↓1 - - - - -
CS - - - - - - -

Language Dataset A
ya

E
xp

.3
2B

C
om

m
an

dR
+

G
em

m
a2

27
B

L
la

m
a-

3.
1

70
B

M
is

tr
al

N
em

o

Q
w

en
2.

5
32

B

SE
A

-L
IO

N
-v

3

Portuguese
CA ↓1 ↓2 ↑1 ↓1 - ↑1 ↑2
CS ↑1 - ↓1 - - - -

Spanish
CA - - - - - - -
CS - - - ↑1 - ↓1 -

Bengali
CA ↑1 - - - ↓1 - -
CS - - - - - - -

Indonesian
CA - - - - - - -
CS ↑1 ↑1 ↓2 - - - -

Korean
CA ↓1 ↑1 - - - - -
CS - - - - - - -

Swahili
CA ↓1 ↑1 ↑1 ↓1 ↑1 ↓1 -
CS ↑1 ↓1 - - - - -

Yoruba
CA - ↓2 - ↓2 - ↑1 ↑3
CS ↑3 ↑1 ↓4 ↑1 - - ↓1

Table 4: Changes in model rankings on CA and CS datasets, based on total accuracy on Global-MMLU Lite.
Languages are categorized as high-, mid-, and low-resource. Color-coded boxes indicate increases ( ↑ )

and decreases ( ↓ ) in rank.
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Figure 25: Model evaluations on (Top) high-resource , (Mid) mid-resource and (Bottom) low resource
data samples for CA and CS subsets.
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Arabic
CA - - - - - - - - - ↑1 - ↓1 - - 2 2
CS - ↑1 - - - ↓1 - ↑1 - - ↓1 - - - 4 4

Chinese
CA - - ↓1 - ↑1 - - - - - ↑1 - ↓1 - 4 4
CS ↑1 ↑1 ↑1 ↑2 ↑1 - ↓1 ↑1 - ↓3 ↓1 ↓2 ↑1 ↓1 12 16

Czech
CA - - - - - - - ↓1 - - ↑1 - - - 2 2
CS ↑2 ↓1 - ↑3 - ↓1 ↓2 - - - ↓1 - - - 6 10

Dutch
CA - - - - - - - - - - - - - - 0 0
CS - - - ↑1 ↑2 ↓1 - ↑1 - ↓2 ↓1 - - - 6 8

English
CA - - - - - ↓1 - - - ↑1 ↑1 - ↓1 - 4 4
CS - ↑1 - - - - - ↑1 - ↓1 ↓1 - - - 4 4

French
CA - ↑1 - - - - - - - ↓1 - - - - 2 2
CS - ↑2 ↑2 ↑1 - ↓2 - ↑1 - ↓3 ↓1 ↑1 - - 8 13

German
CA - ↓1 - ↓1 - ↑1 - - - ↑1 - - - - 4 4
CS - - ↓1 - ↑2 - - ↑1 - ↓3 ↓1 ↑2 - - 6 10

Hindi
CA - ↑1 ↓2 ↓1 ↑1 - - - - - - ↑1 - - 5 6
CS ↑1 ↓1 ↑1 ↑2 - ↓1 ↑1 - ↑1 ↓3 ↓1 - ↑1 ↓1 11 14

Italian
CA - - - - - - - - - - - - - - 0 0
CS - - ↑1 ↑1 - ↓1 - ↑1 - ↓2 ↓1 ↑1 - - 7 8

Japanese
CA - - - - - - - - - - - - - - 0 0
CS - ↑1 ↑1 ↑1 ↑1 ↓2 - ↑1 - ↓1 ↓1 ↓1 - - 9 10

Persian
CA ↑1 ↑1 - ↓1 - - ↑1 - ↓2 - - - - - 5 6
CS - - - ↑2 ↑1 ↓2 - - ↑1 ↑1 ↓1 ↑1 - - 7 9

Polish
CA ↑2 ↑1 ↑2 ↓1 ↓1 - ↓1 - ↓1 ↑2 - ↓1 - - 9 12
CS - - ↑2 ↑2 - ↓1 - ↑1 ↑1 ↓1 ↓1 - - - 7 9

Portuguese
CA - - - - - - - - - - - - - - 0 0
CS - ↑1 ↑1 ↑1 ↑1 ↓1 - ↑1 - ↓2 ↓1 ↓1 - - 9 10

Russian
CA - ↓1 ↓1 ↓1 ↑1 - - - - ↑2 - - - - 5 6
CS ↑1 - - ↑2 ↓1 ↓1 ↑1 - - ↓2 ↓1 ↑3 - - 8 12

Serbian
CA - ↓1 - ↑1 - - - ↓1 - ↓1 ↑1 - - - 5 5
CS - ↑2 ↑1 ↓1 ↑1 - - - - - - - - - 4 5

Spanish
CA - ↓1 - ↓1 - ↑1 - - - ↑1 - - - - 4 4
CS - - ↑1 - ↑2 - - ↑1 - ↓3 ↓1 - - - 5 8

Swedish
CA - ↓1 - ↓1 - ↑1 - - - ↓1 - - - - 4 4
CS - - ↑1 - ↑2 - - ↑1 - ↓3 ↓1 - - - 5 8

Turkish
CA - - - ↓1 ↑1 - ↓1 - - ↑1 - - - 4 4
CS - ↑2 ↓1 ↑1 - ↓1 - - - - ↓2 - - - 5 7

Vietnamese
CA - - - ↓1 - ↑1 ↓1 - - ↑1 - - - - - 4 4
CS - ↓1 ↑3 - - ↓1 ↓1 - ↑1 ↓1 - - - - 6 8

Table 5: Model rankings with MA rank as the reference for high-resource languages ( ). First row indicates
changes in CA ranks, while second row shows the changes in CS ranks relative to MA. Color-coded boxes
highlight increases ( ↑ ) and decreases ( ↓ ).
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Bengali
CA - ↑1 - - - - - ↓1 ↓1 - - - - - 3 3
CS - - - - - - - - ↑1 ↓1 - - - - 2 2

Filipino
CA - - - - - - - - - - - - - - 0 0
CS - - - - - ↑1 ↑1 - ↓1 - ↓1 - ↓1 ↑1 6 6

Greek
CA ↓1 ↓1 - - - ↑1 - - ↓1 ↑2 - - - - 5 6
CS - - ↑2 ↑3 - ↓1 ↑1 - - ↓1 ↓4 - - - 6 12

Hebrew
CA ↓1 ↑1 - ↓1 - - - - ↑1 - - - - - 4 4
CS - ↑2 - ↑2 - ↓2 - - - - ↓2 - - - 4 8

Indonesian
CA - - ↓1 ↓1 ↓1 ↑1 - - - ↑2 - - - - 5 6
CS - - ↑1 - - - ↓1 ↑1 ↑1 - ↓1 ↓1 - - 6 6

Korean
CA ↓1 ↓1 ↓1 - - ↑1 ↑1 - - ↑1 - - - - 6 6
CS - ↑1 ↑1 ↓1 - ↓1 - ↑1 - - ↓1 - - - 6 6

Malay
CA - - - - ↓1 - - ↓1 - ↑1 ↑1 - - - 4 4
CS - ↑1 ↑1 ↓1 - - - - - ↓1 - - - - 4 4

Lithuanian
CA - - - - - - - - - - - - - - 0 0
CS - - - ↑2 - - - - - - - ↓2 - - 2 4

Romanian
CA - ↑1 - ↓1 - - ↑1 ↓1 ↓1 - ↑1 - - - 6 6
CS - - - ↑2 - ↓1 - - - - - - - - 2 3

Ukrainian
CA - ↑1 - ↓1 ↓1 - - - - ↑1 - - - - 4 4
CS - ↑1 - ↑1 - ↓2 - ↑1 ↑1 ↓1 ↓1 - ↑1 ↓1 9 10

Amharic
CA - - ↓1 ↑1 ↓1 - - - - - ↑1 - - - 4 4
CS ↓1 ↑2 ↑2 ↓1 - - - - ↑1 ↓3 - - - - 6 10

Hausa
CA - - - - - - - - - - - - - - 0 0
CS ↑1 ↓1 ↑3 ↓1 - - ↓1 - ↓1 ↓1 ↑1 - - - 8 10

Igbo
CA - - ↓1 - - - ↓1 - - ↑1 ↑1 - - - 4 4
CS - ↑1 - - ↑1 - - - ↑2 ↓3 - ↓1 - - 5 8

Kyrgyz
CA - - - - - ↓1 - - - - ↑1 - - - 2 2
CS - ↓1 ↑1 ↑1 - - ↑1 - - ↓2 - - - - 5 6

Malagasy
CA - ↓1 - - - - - - - ↑1 - - - - 2 2
CS - ↑1 ↑4 ↑1 - - ↓1 - ↑1 ↓1 ↓5 - - - 7 14

Nepali
CA - - - - - - - - ↓1 ↑1 - - - - 2 2
CS - - - - - ↑1 ↓1 - ↑1 - ↓1 - ↑1 ↓1 6 6

Nyanja
CA - - - ↓1 ↓1 - - - - - ↑2 - ↑1 ↓1 5 6
CS - ↓1 ↑1 - - - - - - - - - - - 2 2

Shona
CA - - - - ↓1 - - - - - ↑1 - ↓1 ↑1 4 4
CS ↑2 - ↑1 ↑1 - - ↑1 - - ↓4 ↓1 - - - 6 10

Sinhala
CA - ↑1 - - - - ↓3 - - ↑2 - - - - 3 6
CS - ↓1 ↑1 ↑1 - - - - - ↓1 - - - - 4 4

Somali
CA - ↓2 - ↑1 - - - - - ↑1 - - - - 3 4
CS - ↑1 ↑2 ↓2 - - ↑2 - - ↓2 ↓1 - ↓1 ↑1 8 12

Swahili
CA - ↓1 - - - - ↑1 - - - - - - - 2 2
CS - - ↑1 - - - ↓1 - - - - - ↓1 ↑1 4 4

Telugu
CA - ↓1 - - - - - - - ↑1 ↑1 ↓1 - - 4 4
CS - ↓1 ↑2 ↑1 ↑1 - ↑1 - ↓1 ↓2 ↓1 - - - 8 10

Yoruba
CA - ↑1 ↓2 - ↓1 - - - - ↑2 ↑1 ↓1 - - 6 8
CS - ↓1 ↑1 ↑1 ↑1 - - - - - ↓2 - - - 5 6

Table 6: Model rankings with MA rank as the reference for mid ( ) and low ( ) resource languages. First row
indicates changes in CAranks, while second row shows the changes in CS ranks relative to MA. Color-coded
boxes highlight increases ( ↑ ) and decreases ( ↓ ).
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L Global-MMLU Languages

In this work we will refer to groups of languages to be “lower-”, “mid-” or “higher”-resourced
according to their recorded, written, and catalogued NLP resources (Joshi et al., 2020). We group
these 5 distinct clusters following the groupings in (Singh et al., 2024) into a rough taxonomy of
lower-resourced (LR), mid-resourced (MR) and higher-resourced (HR). We note that this grouping
is inevitably imperfect; languages and their varieties cannot absolutely nor universally be classified
based on this single dimension (Hämäläinen, 2021; Bird, 2022). The categorization in our case serves
the purpose of aggregation in our analysis of the data distribution.

ISO Code Language Script Resource Type

am Amharic Ge’ez Low ♦♢ ♣♤
ar Arabic Arabic High ♣♤
bn Bengali Bengali Mid ♣♤
cs Czech Latin High ♦♢ ♣♤
de German Latin High ♣♤
el Greek Greek Mid ♦♢
en English Latin High ♦♢ ♣♤
fil Filipino Latin Mid ♦♢
fr French Latin High ♣♤
ha Hausa Latin Low ♦♢
he Hebrew Hebrew Mid ♦♢
hi Hindi Devanagari High ♣♤
ig Igbo Latin Low ♦♢
id Indonesian Latin Mid ♣♤
it Italian Latin High ♣♤
ja Japanese Japanese High ♣♤
ky Kyrgyz Cyrillic Low ♦♢
ko Korean Hangul Mid ♣♤
lt Lithuanian Latin Mid ♦♢
mg Malagasy Latin Low ♦♢
ms Malay Latin Mid ♦♢ ♣♤
ne Nepali Devanagari Low ♦♢
nl Dutch Latin High ♦♢
ny Nyanja Latin Low ♦♢
fa Persian Arabic High ♦♢ ♣♤
pl Polish Latin High ♦♢
pt Portuguese Latin High ♣♤
ro Romanian Latin Mid ♦♢ ♣♤
ru Russian Cyrillic High ♦♢ ♣♤
sin Sinhala Sinhala Low ♦♢ ♣♤
sn Shona Latin Low ♦♢
som Somali Latin Low ♦♢
es Spanish Latin High ♣♤
sr Serbian Cyrillic High ♦♢
sw Swahili Latin Low ♣♤
sv Swedish Latin High ♦♢
te Telugu Telugu Low ♦♢ ♣♤
tr Turkish Latin High ♦♢ ♣♤
uk Ukrainian Cyrillic Mid ♦♢ ♣♤
vi Vietnamese Latin High ♦♢ ♣♤
yo Yorùbá Latin Low ♣♤
zh Chinese Hans High ♣♤

Table 7: 42 languages in Global-MMLU, along with each language’s script and resource category. We followed
(Singh et al., 2024) and categorized languages as low, mid and high resource based on language classes proposed
by (Joshi et al., 2020) (low: [0, 1, 2], mid: [3], high: [4, 5]). In Global-MMLU, the language is either fully
machine translated ♦♢, fully human translated ♣♤, or contains both machine and human translated data ♦♢♣♤.
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M MMLU Annotated Examples

Dataset Subject Question Choices
CS US Hist. (HS) This question refers to the following informa-

tion:
“Some men look at constitutions with sanctimo-
nious reverence, and deem them like the ark of
the covenant, too sacred to be touched. They
ascribe to the men of the preceding age a wis-
dom more than human, and suppose what they
did to be beyond amendment . . . . But I know
also, that laws and institutions must go hand in
hand with the progress of the human mind. As
that becomes more developed, more enlightened,
as new discoveries are made, new truths dis-
closed, and manners and opinions change with
the change of circumstances, institutions must
advance also, and keep pace with the times.”
—Thomas Jefferson, 1816
Which of the following best describes a con-
tributing factor in the crafting of the United
States Constitution?

(A) Individual state constitutions written at
the time of the Revolution tended to cede
too much power to the federal govern-
ment, leading to a call for reform on the
part of Anti-Federalists.

(B) The weaknesses of the Articles of Con-
federation led James Madison to ques-
tion their efficacy and prompted a for-
mation of the Constitutional Congress
in 1787.

(C) Difficulties over trade and foreign rela-
tions led to a repeal of overly restrictive
tariffs required by the Articles of Con-
federation.

(D) Washington’s embarrassing failure at the
Whiskey Rebellion led to Federalist de-
mands for a new framework for federal
power.

CS Accounting (Pro) Under the Sales Article of the UCC, which of
the following circumstances best describes how
the implied warranty of fitness for a particular
purpose arises in a sale of goods transaction?

(A) The buyer is purchasing the goods for
a particular purpose and is relying on
the seller’s skill or judgment to select
suitable goods.

(B) The buyer is purchasing the goods for
a particular purpose and the seller is a
merchant in such goods.

(C) The seller knows the particular purpose
for which the buyer will use the goods
and knows the buyer is relying on the
seller’s skill or judgment to select suit-
able goods.

(D) The seller knows the particular purpose
for which the buyer will use the goods
and the seller is a merchant in such
goods.

CS Jurisprudence Which of the following criticisms of Llewellyn’s
distinction between the grand and formal styles
of legal reasoning is the most compelling? (A) There is no distinction between the two

forms of legal reasoning.

(B) Judges are appointed to interpret the law,
not to make it.

(C) It is misleading to pigeon-hole judges in
this way.

(D) Judicial reasoning is always formal.

CS Prehistory What is the name of the lithic technology seen
in the Arctic and consisting of wedge-shaped
cores, micro-blades, bifacial knives, and burins? (A) Clovis Complex

(B) Denali Complex

(C) Folsom Complex

(D) Nenana Complex

CS US Foreign Policy What was the key difference between US expan-
sion pre- and post- 1865?

(A) US expansion was based on territory
rather than markets post-1865

(B) US expansion was based on markets
rather than territory post-1865

(C) US expansion was limited to Latin
America post-1865

(D) US expansion ended after 1865
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CA Econometrics Which of the following statements will be true
if the number of replications used in a Monte
Carlo study is small? i) The statistic of interest
may be estimated imprecisely ii) The results may
be affected by unrepresentative combinations of
random draws iii) The standard errors on the
estimated quantities may be unacceptably large
iv) Variance reduction techniques can be used to
reduce the standard errors

(A) (ii) and (iv) only

(B) (i) and (iii) only

(C) (i), (ii), and (iv) only

(D) (i), (ii), (iii), and (iv)

CA Stats (HS) An assembly line machine is supposed to turn
out ball bearings with a diameter of 1.25 cen-
timeters. Each morning the first 30 bearings
produced are pulled and measured. If their mean
diameter is under 1.23 centimeters or over 1.27
centimeters, the machinery is stopped and an
engineer is called to make adjustments before
production is resumed. The quality control pro-
cedure may be viewed as a hypothesis test with
the null hypothesis H0 : µ = 1.25 and the
alternative hypothesis Ha : µ ̸= 1.25. The
engineer is asked to make adjustments when the
null hypothesis is rejected. In test terminology,
what would a Type II error result in?

(A) A warranted halt in production to adjust
the machinery

(B) An unnecessary stoppage of the produc-
tion process

(C) Continued production of wrong size ball
bearings

(D) Continued production of proper size ball
bearings

CA Formal Logic Construct a complete truth table for the follow-
ing argument. Then, using the truth table, deter-
mine whether the argument is valid or invalid. If
the argument is invalid, choose an option which
presents a counterexample. (There may be other
counterexamples as well.) M ∨ N ¬M ∧ O

N

(A) Valid

(B) Invalid. Counterexample when M and O
are true and N is false

(C) Invalid. Counterexample when M is true
and O and N are false

(D) Invalid. Counterexample when O is true
and M and N are false

CA Geography (HS) Which of the following is MOST likely to expe-
rience population pressure?

(A) An industrial society with abundant nat-
ural resources and large imports of food

(B) A society with a highly mechanized agri-
cultural sector

(C) A non-ecumene

(D) A slash-and-burn agricultural society

CA Nutrition Why might some biochemical (eg plasma or
serum) indices of micronutrient status give mis-
leading results in people with infections or in-
flammatory states?

(A) Because people who are sick often alter
their diets, and may eat less food.

(B) Because the accuracy of some laboratory
assays may be compromised in samples
from people who are sick.

(C) Because some metabolic pathways are
altered in sick people, which changes
their micronutrient requirements.

(D) Because an acute phase reaction results
in changes in inter-tissue distributions
of certain micro-nutrients.

N Examples of Cultural, Geographical and Dialect Knowledge

This section lists some examples of cultural, geographical (or regional) and dialect knowledge that was
shared with the annotators to guide them during the annotation process.

Knowledge Applicable Examples Non-Applicable Examples
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Cultural
(A) Understanding religious

customs: For instance,
the significance of
colored powder during
Holi in Hindu culture.

(B) Awareness of traditional
arts: For instance, the
unique styles and tech-
niques of Indigenous
Australian art, often fea-
turing dot painting and
storytelling.

(C) References to lib-
eral/conservative
attitudes: We can’t
assume the notion of
liberal is specific to
a certain culture or
region but it inevitably
involves social values
and culture.

(D) References to philoso-
phy and philosophical
concepts, including phi-
losophy of law: Some
familiar philosophical
concepts fall within crit-
ical cultural contexts.
Hume’s conception of
practical reason is a
familiar philosophical
concept in western cul-
ture. Logical fallacies
also fall under this cate-
gory.

(A) Universal scientific principles: Knowledge of gravity or
evolution is not exclusive to any particular culture.

(B) Principles from the social sciences: The principle of
social exchange, that posits that social behavior is the
result of an exchange process, is used worldwide.

(C) Standardized international sports: The rules and prac-
tices of soccer (football) are consistent worldwide.

(D) Math questions which do not rely on local references:
For example, the formula for the radius of a circle.
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Geographical

(A) Natural Landmark
Identification: Recog-
nizing and knowing the
significance of regional
natural wonders like
the Grand Canyon
in the Southwestern
United States or the
Great Barrier Reef in
Australia.

(B) Environmental Aware-
ness: Understanding the
impact and importance
of regional weather pat-
terns, such as the mon-
soons in South Asian re-
gions or the hurricanes
in the Caribbean.

(C) Historical Event Mem-
ory: Knowledge of
region-specific histori-
cal occurrences, such as
the Gold Rush in Cali-
fornia during the 1850s,
which transformed the
region’s economy and
demographics.

(D) Awareness of a region-
specific natural phe-
nomenon: The Northern
Lights, visible in the
night skies of Alaska
and northern regions.

(E) Systems of measure-
ment that are specific
to a geographic area:
Imperial units are used
to measure distance (eg.
miles), volume (eg. gal-
lons) and weight (eg.
pounds)

(F) Laws and regulations: A
programmer uses code
published online under
a Creative Commons
Attribution (CCBY) li-
cense in a commercial
product. This license is
specific to the regional
geographic area it was
created in.

(G) Behaviors and prefer-
ences of groups in spec-
ified areas: These can
be noted as both “cul-
tural” and “geographic”,
as in the exam “Which
of the following state-
ments does NOT accu-
rately describe voting
behavior in the United
States?” voting prac-
tices are cultural, and
the US is specified as a
geographic area.

(A) Global Climate Patterns: Understanding El Niño and La
Niña weather phenomena, which occur worldwide and
are not specific to any single region.

(B) Universal Celestial Bodies: The Sun and the Moon are
visible worldwide and do not possess regional speci-
ficity.

(C) Standardized Geography Terms: Understanding the def-
inition of a peninsula or archipelago is applicable to
geographic features globally, not tied to regional knowl-
edge.
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Dialect

(A) Regional slang: Using
the word “wicked” to
mean “very good” in
parts of New England,
USA. Using the phrase
“boot of the car” to
mean “trunk” in the UK.

(B) Unique idiomatic ex-
pressions: The phrase
“Bob’s your uncle” in
British English, mean-
ing “there you have it”
or “that’s all there is to
it.”

(C) Knowledge of social
greetings: The custom-
ary handshake and ver-
bal greeting of “Kon-
nichiwa” when meeting
someone in Japanese
culture.

(D) Words or phrases from
other languages that are
brought into English: as
in the sentence “he has
that je ne sais quoi” in
which je ne sais quoi is
borrowed from French

(A) Standardized technical jargon: Medical or legal termi-
nology used internationally within professional fields.

(B) Formal literary language: The writings of Shakespeare
or Dickens utilize sophisticated language but are not tied
to specific dialects.

(C) Global brand names: Companies like Nike or Adidas
use consistent branding worldwide, avoiding regional
vocabulary.

O MMLU Subject Name Mapping

Original Name Short Name

abstract_algebra Algebra
anatomy Anatomy
astronomy Astronomy
business_ethics Business Ethics
clinical_knowledge Clinical
college_biology Bio (Uni.)
college_chemistry Chem (Uni.)
college_computer_science CS (Uni.)
college_mathematics Math (Uni.)
college_medicine Medicine (Uni.)
college_physics Physics (Uni.)
computer_security Computer Sec
conceptual_physics Conc. Physics
econometrics Econometrics
electrical_engineering Electrical Eng.
elementary_mathematics Math (El.)
formal_logic Formal Logic
global_facts Facts
high_school_biology Bio (HS)
high_school_chemistry Chemistry (HS)
high_school_computer_science CS (HS)
high_school_european_history EU Hist. (HS)
high_school_geography Geography (HS)
high_school_government_and_politics Gov. Politics (HS)
high_school_macroeconomics Macro econ. (HS)
high_school_mathematics Math (HS)
high_school_microeconomics Micro econ. (HS)
high_school_physics Physics (HS)
high_school_psychology Psychology (HS)
high_school_statistics Stats (HS)
high_school_us_history US Hist. (HS)
high_school_world_history World Hist. (HS)
human_aging Human Aging
human_sexuality Sexuality
international_law Int. Law
jurisprudence Jurisprudence
logical_fallacies Fallacies
machine_learning ML
management Management
marketing Marketing
medical_genetics Genetics
miscellaneous Misc.
moral_disputes Disputes
moral_scenarios Moral Scenarios
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nutrition Nutrition
philosophy Philosophy
prehistory Prehistory
professional_accounting Accounting (Pro)
professional_law Law (Pro)
professional_medicine Medicine (Pro)
professional_psychology Psychology (Pro)
public_relations Public Rel.
security_studies Security
sociology Sociology
us_foreign_policy US Foreign Policy
virology Virology
world_religions World Religions

Table 10: This table shows the short names assigned to MMLU subjects proposed by (Hendrycks et al., 2020) in
Figures 3, 5, 17, 18.
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