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Abstract

Supervised fine-tuning (SFT) has enabled large
language models (LLMs) to exhibit promising
performance on various tasks. However, this
fine-tuning process only compares current pre-
dictions and labels on each sample, yet fails
to perceive and understand its error outputs
from different degrees, which may potentially
produce a large percentage of serious errors.
This poses a problem for aspect-based senti-
ment analysis (ABSA), in that these serious er-
rors bring a greater negative impact than slight
ones. Humans tend to compare mistakes to
understand the varying degrees of mistakes,
thus avoiding major bad decisions. Inspired by
this, we propose a simple yet effective frame-
work, which could understand the degree of
different errors by learning from comparative
error pairs. It utilizes the SFT model to yield
multiple outputs on each sample and selects
slight and severe errors based on the acceptable
scores. Together with the labels, we construct
two comparative error pairs and exploit their
calibration losses to optimize parameters. We
conduct comprehensive experiments on ABSA
datasets to demonstrate the effectiveness of our
framework over baselines.

1 Introduction

Aspect-based sentiment analysis (ABSA) aims to
extract aspects mentioned in reviews and identify
their corresponding sentiment polarities (Pontiki
et al., 2014). For example, given a review "The
Mountain Lion OS is not hard to figure out if
you are familiar with Microsoft Windows.", ABSA
needs to extract two aspects "Mountain Lion OS"
and "Microsoft Windows", and predict their senti-
ments as positive and neutral, respectively.

With the advent of large language models
(LLMs) (Touvron et al., 2023; Meta, 2024), re-
searchers have increasingly converged on the use
of LLMs for solving ABSA. Based on the different
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The Mountain Lion OS is not hard to figure out if you are familiar

with Microsoft Windows.

[[“Mountain Lion OS”, positive], [“Microsoft Windows”, neutral]] 

Review text:

Label:

[[“Mountain Lion OS”, positive], [“Windows”, neutral]]

[[“Mountain Lion OS”, neutral], [“Microsoft”, neutral]] 

[[“Mountain Lion OS”, negative]] 
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Error outputs:

Figure 1: Error output examples. The score (calculated
from Algorithm 1) denotes an acceptable degree of error.
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Errors of different levelsFigure 2: After SFT on LLaMA2-13B, the percentage of
different levels of error outputs on both Laptop and Rest
test sets. The higher the level, the more serious the error.
For error levels, refer to Section Error Level Definition.

paradigms, existing solutions can be broadly clas-
sified into two categories. One is the in-context
learning (ICL) paradigms-based solutions (Wu
et al., 2023; Xu et al., 2024b), which generate a
prediction for each test sample by conditioning
on demonstrations, without any parameter updates
(Dong et al., 2022). This paradigm limits LLMs,
which cannot fully learn the specific task knowl-
edge from the given demonstrations (Peng et al.,
2023). The other category is the supervised fine-
tuning (SFT) paradigms-based solutions, which
can enable LLMs to learn the relevant knowledge
and adapt to a specific task by fine-tuning param-
eters (Zhang et al., 2023). Consequently, this
paradigm can achieve better results on ABSA. In
the SFT paradigm, LLMs are commonly optimized
to minimize the difference between the current pre-
dicted outputs and ground-truth labels.

ABSA is a task that specifically requires LLMs
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to perceive and understand errors at different de-
grees during fine-tuning. This is because the error
outputs from different degrees in this task have
different negative impacts, thus the model should
reduce the outputs of severe errors. For example,
for the aspect "Mountain Lion OS" in Figure 1, mis-
judging positive sentiment as negative may be more
severe than misjudging positive as neutral. The rea-
son is that the former has a greater sentiment polar-
ity deviation, i.e., more likely to have a negative im-
pact and cause unpleasant consequences. Besides,
for the aspect "Microsoft Windows", missing an
entire aspect is more unacceptable than missing its
boundary. This is because boundary errors, while
also affecting the accuracy of the results, could still
capture some of the important information in some
cases, such as (e.g., "Windows"). Thus, LLMs
should perceive and understand these near-labeled
but problematic errors at different degrees when
optimizing. However, SFT is merely a method of
minimizing the discrepancy between the current
predicted output and label, inherently incapable of
understanding errors with different degrees. This
not only limits performance improvements but also
produces a high percentage of skewed severity er-
rors (see Error-L3/L4/L5 in Figure 2).

Humans often exploit and compare mistakes in
the learning process to improve and adapt their
strategies. By comparing mistakes, it is possible to
be aware of and understand mistakes at different
degrees, thus learning how to make better decisions
in the future. This process is known as “error-
driven learning” in cognitive science (Herd et al.,
2021). Applying this concept to machine learning
(Hoppe et al., 2022), error-driven learning refers to
comparing an acceptable and unacceptable output
and leveraging their disparity to regulate the model,
leading to distinguishing and understanding.

Inspired by this, we propose a simple yet ef-
fective framework that learns from comparative
error pairs. By comparing them, this framework
can perceive and understand the error outputs at
different degrees, thus effectively reducing seri-
ous errors and approaching the expected results.
Specifically, we first fine-tune LLMs with just one
epoch for learning task knowledge and preventing
over-fitting to obtain label-like outputs. Then, we
conduct beam search decoding for each sample
in the training set using LLMs to produce differ-
ent and diverse error outputs. According to the
acceptable scores derived from error level defini-
tions, slight and serious errors are selected from

all outputs. Together with labels, we construct two
sets of comparative data. Finally, we introduce the
calibration loss based on these comparative data,
which expects LLMs to be able to calibrate severe
errors to slight errors and to calibrate slight errors
to labels. During the calibration process, LLMs per-
ceive and understand the differences between errors
by comparing. As a result, this offers LLMs tar-
geted optimization directions to effectively achieve
the desired output, thus improving performance
and reducing the output of serious errors.

Our contribution can be summarized as three-
folded: (1) To the best of our knowledge, we are
the first work to define the level of error outputs on
the ABSA task, and first introduce the error-driven
learning concept and improve the perception and
understanding of LLMs to different errors. (2) We
propose a simple yet effective error comparison
optimization framework that facilitates understand-
ing the difference between errors by comparing
error pairs. (3) We conduct comprehensive experi-
ments on the popular ABSA datasets to show the
effectiveness of our framework over baselines.

2 Related Work

Aspect-Based Sentiment Analysis. ABSA aims
to determine user’s attitudes toward specific aspects
in the review. To solve this task, researchers have
proposed various joint models based on neural net-
works and attention mechanisms (Li et al., 2019;
Chen and Qian, 2020; Gong et al., 2020; Luo et al.,
2020; Liang et al., 2021; Yu et al., 2021). The
motivation behind them is to define ABSA as a sin-
gle sequence labeling task with a unified tagging
scheme (called sequence labeling schema). By uni-
fied tagging, these models could efficiently capture
the relationships between aspects and sentiments,
leading to accurate sentiment analysis.

In addition to the sequence labeling schema,
several studies have recently embraced the lan-
guage generation schema to address ABSA (Ling
et al., 2022; Gao et al., 2022; Wang et al., 2023,
2024; Scaria et al., 2024; Hosseini-Asl et al., 2022).
Under this schema, generative language models
learn ABSA as language generation, where the in-
puts and outputs are represented as a serialized
text. Compared with the sequence labeling schema,
which tends to use an additional linear layer to
produce the tag sequence, this schema does not
require deliberate training of task-specific layers.
Moreover, thanks to the booming availability of
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LLMs, this schema is gradually taking over as the
dominant solution.

Large Language Models. With the advent of
GPT-3 (Brown et al., 2020), LLMs (Touvron et al.,
2023) break into the limelight and draw enormous
attention. They typically feature a vast array of
model parameters and undergo training on im-
mensely large volumes of raw data. Consequently,
LLMs like ChatGPT (OpenAI, 2023) achieve sub-
stantial performance improvements on various NLP
tasks. The related studies typically follow one of
two paradigms: in-context learning (ICL) and su-
pervised fine-tuning (SFT). In the ICL paradigm,
LLMs can directly adapt to new tasks with few
examples and instructions. Despite the promising
results obtained within a training-free framework,
researchers found that many factors have signif-
icant and unpredictable impacts on performance,
such as example selection (Rubin et al., 2022), ex-
ample ordering (Liu et al., 2022), and so on. In
contrast, the SFT paradigm involves training LLMs
on an annotated dataset specific to the task (Dong
et al., 2023). This paradigm typically yields supe-
rior performance compared to ICL (Hu et al., 2021).
This is because by being exposed to many examples
in training, LLMs can develop a deeper understand-
ing of the task nuances and improve generalization
capabilities.

3 Error Level Definition

We define the error level to distinguish different
error outcomes. The rationale behind this defi-
nition is grounded in the two critical dimensions
of ABSA—aspect boundary and sentiment polar-
ity—both of which are essential to an accurate out-
come. Specific definitions are presented below:

• Error-L1: Aspect boundary expansion and
sentiment correctness. Specifically, although
the sentiment is correctly predicted, the model
incorrectly expands the aspect words to neigh-
boring words, i.e., including additional words
beyond the annotated aspect.

• Error-L2: Aspect (left, right, or both) bound-
ary incomplete and sentiment correctness.
This error occurs when the extracted aspect
words do not fully cover the full expression of
the annotated aspect, usually capturing only a
portion of the aspect.

• Error-L3: Aspect boundary correctness and
sentiment polarity shift. Although the aspect

Type Example
Correct output ["Mountain Lion OS", positive]

Error-L1 ["The Mountain Lion OS is", positive]
Error-L2 ["OS", positive]
Error-L3 ["Mountain Lion OS", neutral]
Error-L4 ["Mountain Lion OS", negative]
Error-L5 [] or ["Mountain", neutral]

Table 1: Examples of different error levels. For the sake
of clarity and presentation, we take the aspect-sentiment
pair ["Mountain Lion OS", positive] as an example.

is correctly extracted, the predicted sentiment
is shifted (and not completely reversed) from
the annotated label, such as predicting the pos-
itive polarity as neutral polarity.

• Error-L4: Aspect boundary correctness and
sentiment polarity reversal. This is similar to
Error-L3, however, the sentiment polarity is
completely reversed (e.g., positive is misclas-
sified as negative), which is usually consid-
ered a more serious error because the reversal
can lead to fundamental misunderstandings.

• Error-L5: Under-prediction and over-
prediction. The former indicates that the
model fails to recognize an annotated aspect
in the review text and its sentiment. The latter
denotes that non-existent aspects are identi-
fied. This error is the most serious because
under-prediction can lead to ignoring impor-
tant aspects while over-prediction may misin-
terpret non-aspects.

We present some examples in Table 1 to better
understand these errors at different levels.

4 Our Framework

4.1 Overview

As shown in Figure 3, our framework consists of
three steps: (1) supervised fine-tuning, which fine-
tunes LLMs to learn task knowledge for yielding
many error outputs with similar labels and differ-
ent levels; (2) comparative error pair collection,
which conducts beam decoding for each sample
and picks out slight and severe errors (along with
labels) to form comparative error pairs; (3) error
comparison optimization, which uses comparative
pairs for optimization.

4.2 Supervised Fine-Tuning

In this work, we expect LLMs to learn not only the
label information but also the comparisons between
different errors when fine-tuning so that it improves
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1. Supervised Fine-tuning

Pre-trained Model SFT Model

2. Comparative Error  Pair Collection

x

෤𝑦1
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SFT Model Errors Acceptance Ranking
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Pre-trained Model Final Model

{(𝑥, 𝑦, ෤𝑦1),
(𝑥, ෤𝑦1 ෤𝑦𝑘)}

{𝑥, 𝑦}

Figure 3: Overview of our framework. It consists of three steps: supervised fine-tuning, comparative error pair
collection, and error comparison optimization. Here, y is the label, ỹ1 is the slight error, and ỹk is the serious error.

performance and reduces the output of serious er-
rors. However, there are only labels on the existing
training samples without errors at different degrees.
If LLMs are used to infer directly on the train-
ing samples, the error outcomes whose distribution
may be label-independent are not necessarily re-
lated to ABSA. Thus, to obtain error outputs with
diverse and different degrees on samples, we first
use SFT to fine-tune the LLM. Here, we consider
the ABSA task where the review text x is input and
the output is expected to conform to the probability
distribution of the label y. Formulaically, SFT in-
volves fine-tuning LLMs to minimize the following
negative log-likelihood loss:

LSFT = −E(x,y)∼D [logMθ(y|x)] (1)

here Mθ denotes a pre-trained LLM parameterized
by θ. After fine-tuning with merely one epoch to
prevent over-fitting, we can obtain the SFT model
Msft, which has learned the task knowledge.

4.3 Comparative Error Pair Collection
We can utilize Msft to yield incorrect outcomes
on the training samples as their error outputs. Here,
we employ beam search as the decoding strategy
and increase the randomness and diversity of out-
comes via diversity penalty. Formally, the decoding
process for a given review text x from the training
set could be expressed as:

(y′1, y
′
2, ..., y

′
k) = Msft(x) (2)

After filtering the same outcomes as labels, the
remaining ones are bound to contain multiple errors
since imposing a penalty on similar decoding paths.

A straightforward way to collect pairs is to select
two outputs randomly. However, the error degrees
of the two outputs selected may be too close to
form a meaningful comparison. To alleviate this
problem, we compute an acceptable score for each
output based on the error level definition. The core
idea is that an output with a higher error level or

more error types corresponds to a lower acceptable
score, indicating that it is more unacceptable. The
specific calculation can be referred to Algorithm
1 in Appendix. Based on acceptable scores, we
rank these outputs (the ranking is ỹ1, ỹ2, ..., ỹk) and
pick the slight error ỹ1 (with the highest score) and
serious error ỹk (with the lowest score) to form
comparison pairs. In addition, we construct another
comparative pair based on the label y and ỹ1 to
learn more effectively from the slight error. Here,
we capitalize on the reliable assumptions that (1)
the label could be treated as a no-error error, and
(2) comparing the slight error with the label may
improve the understanding of the error degree.

4.4 Error Comparison Optimization

Conventional SFT only compares current predic-
tions and labels for optimization, yet fails to com-
pare errors at different degrees, which causes the
model to treat non-labeled outputs equally. We
expect LLMs to be able to perceive error outputs
at different degrees during fine-tuning to improve
performance and decrease output severity errors
during inference.

To enable LLMs to have the capabilities we ex-
pected, we devise a calibration objective on the
ABSA task based on the comparative error pairs
constructed above:

L(o1, o2) = max(0, γ−log p(o1|x)+log p(o2|x))
(3)

Lcalibration = L(y, ỹ1) + L(ỹ1, ỹk) (4)

where γ is a margin hyper-parameter; log p(o|x)
denotes the probability of generating the output o
based on the input x. This loss encourages LLMs
to fulfill the following expectations: calibrate se-
vere error output ỹk to slight one ỹ1, and calibrate
slight error output ỹ1 to no-error label y. This pro-
gressive calibration process achieves the correct
output by comparing and refining errors, with the
benefit of facilitating the understanding of errors at
different degrees. Consequently, it allows LLMs to
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Laptop Rest Device Service

Train #s 3,043 3,875 2,556 1,490
#t 2,305 4,312 1,502 1,841

Test #s 800 1,472 1,279 747
#t 634 1,738 731 887

Table 2: Dataset statistics. #s and #t are the number of
samples and aspect-sentiment tuples, respectively.

acquire more task knowledge than merely compar-
ing predictions and labels. Moreover, LLMs could
mitigate severe error outputs by updating internal
parameters.

Finally, we sum LSFT (Eq. 1) and Lcalibration (Eq.
4) as the final loss in achieving the fine-tuning of
LLM. By exploiting SFT loss and calibration loss,
our framework implements an effective learning
process that fosters corrective optimization of the
current prediction and understanding of the compar-
ative differences between error outputs. It is worth
noting that although our framework and DPO in-
volve comparing pairs, they have key differences.
Please refer to Section Differences with DPO in
Appendix for detailed differences.

5 Experiments

5.1 Experimental Settings
Datasets. To evaluate the proposed framework,
we conduct experiments on four ABSA datasets.
Laptop is from SemEval2014 ABSA challenge
(Pontiki et al., 2014), containing user reviews from
the laptop domain. Rest refers to a combination
of the restaurant datasets from SemEval ABSA
challenge 2014, 2015, and 2016 (Pontiki et al.,
2014, 2015, 2016). Device is the union set of all
the digital device reviews collected by Toprak et al..
Service contains reviews from web services, which
is introduced by Hu and Liu. Each sample in four
datasets contains a review with one or multiple
aspect-sentiment tuples. The statistics of datasets
are shown in Table 2.

Implementation Details. We choose two
LLaMA with different scales (LLaMA3-8B and
LLaMA2-13B)1 for conducting experiments. To
reduce memory consumption and accelerate
fine-tuning, we use the LoRA technique (Hu et al.,
2021). Adaptations are applied with a rank of 8
and a scaling factor of 32 across all linear layers.
We optimize the adapter parameters using AdamW.

1(1):https://huggingface.co/meta-llama/
Meta-Llama-3-8B-Instruct; (2):https://huggingface.
co/meta-llama/Llama-2-13b-chat

The epoch, batch size, learning rate, dropout rate,
and hyper-parameter γ are set to 3, 4, 3e-5, 0.1,
and 1.0, respectively. Besides, the beam number of
decoding is 5. Experiments are conducted on GPU
A6000. Evaluation metrics are precision (P), recall
(R), and F1 based on the exact match of the aspect
and its sentiment polarity.

5.2 Baseline Methods
To show the effectiveness of our framework, we
compare it with several representative baselines:
BERT (Devlin et al., 2019), UGF (Yan et al.,
2021), MRCOOL (Yang and Zhao, 2022), MSM
(He et al., 2022), ICL (Dong et al., 2022), SFT
(Ouyang et al., 2022), PPO (Schulman et al., 2017),
DPO (Rafailov et al., 2024), and CPO (Xu et al.,
2024a). For ICL, we use four settings (0-shot, 4-
shot, 8-shot, and 16-shot). Detailed descriptions
of these methods can be found in Section Baseline
Details in the Appendix.

5.3 Main Results
Table 3 presents our main experiment results. From
this table, we have the following observations:

(1) Our framework presents consistent superi-
ority over all peer baselines. Compared to the
ICL method using 16-shot examples, improve-
ments ranging from 15.42% to 31.59% have been
achieved. In addition, the obvious advantages over
the SFT method are observed, with 1.72%∼3.30%
gains. It emphasizes the usefulness of implement-
ing LLMs to understand error outputs at different
degrees when fine-tuning.

(2) The fine-tuning methods are considerably su-
perior to the ICL methods. This superiority is likely
due to the benefit of fine-tuning parameters to ac-
quire task-specific knowledge. Additionally, we ob-
serve distinct behaviors among different fine-tuning
methods. For example, DPO generally performs
better and has more stability than PPO which is sen-
sitive to hyper-parameters. It is worth noting that
our framework exceeds PPO and DPO. This obser-
vation highlights the effectiveness of constructing
comparative error pairs and utilizing progressive
calibration optimization.

(3) Among datasets, most methods yield the best
results on the Rest and the worst ones on the Device
dataset. This is because most aspects (e.g., food
names) in Rest are expressed more regularly and
have clear sentiment expressions while aspects in
the Device are expressed in a variety of ways (e.g.,
"3x optical zoom"). Nevertheless, our framework
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Laptop Rest Device Service

P R F1 P R F1 P R F1 P R F1
smaller (Non-LLM) baselines

BERT 57.51 60.04 58.75 59.59 68.62 63.79 48.16 57.19 52.31 56.92 61.67 59.20
UGF 59.65 62.38 60.98 70.44 61.26 65.53 49.92 58.53 53.88 57.24 62.01 59.52
MRCOOL 61.46 64.29 62.84 71.71 62.04 66.52 50.18 59.54 54.46 57.88 62.65 60.17
MSM 62.62 64.98 63.77 72.44 62.56 67.13 50.37 59.82 54.69 58.66 63.32 60.90

LLaMA2-13B-based
in-context learning paradigm
0-shot 26.98 33.27 29.83 42.20 43.60 42.89 20.78 38.58 27.26 42.30 42.67 42.49
4-shot 30.60 35.85 33.03 42.96 45.29 44.10 22.61 39.86 29.00 45.50 46.36 45.93
8-shot 29.72 38.58 33.59 45.16 48.88 46.95 23.41 44.69 30.82 46.20 46.57 46.38
16-shot 27.03 35.64 30.74 45.35 49.13 47.16 23.05 40.49 29.37 47.09 46.92 47.01
supervised fine-tuning paradigm
SFT 53.13 63.41 57.79 62.93 67.58 64.69 53.13 51.02 52.05 57.24 62.69 59.85
PPO 50.98 63.25 56.42 60.54 68.23 64.16 45.28 59.78 51.53 58.95 61.45 60.18
DPO 51.69 67.41 58.37 62.62 69.50 65.88 50.06 54.81 52.33 57.35 64.14 60.56
CPO 57.02 60.04 58.49 66.89 65.80 66.34 54.43 49.88 52.06 57.83 62.50 60.08
Ours 56.31 64.66 60.20 66.85 67.91 67.38 60.81 50.05 54.88 57.93 67.75 62.43

LLaMA3-8B-based
in-context learning paradigm
0-shot 35.21 40.16 37.54 45.64 47.78 46.68 27.62 43.33 33.91 42.06 48.76 45.18
4-shot 35.71 42.79 38.95 49.97 53.29 51.58 27.47 43.96 32.91 45.01 50.42 47.57
8-shot 35.47 44.11 39.33 49.48 56.07 52.57 28.44 48.65 35.96 47.29 51.64 49.37
16-shot 32.48 44.11 37.44 44.96 53.08 48.69 25.76 46.74 33.29 47.40 55.59 51.18
supervised fine-tuning paradigm
SFT 61.24 70.98 65.73 65.39 71.54 68.34 50.05 70.27 58.23 63.93 67.88 65.84
PPO 64.37 69.40 66.78 68.31 70.34 69.31 51.21 65.56 57.49 65.55 66.29 65.91
DPO 65.50 69.50 67.44 68.06 71.43 69.71 50.02 70.93 58.59 65.29 66.40 64.84
CPO 65.80 67.98 66.87 67.20 72.46 69.73 45.47 70.72 55.35 65.66 66.87 66.26
Ours 69.14 68.92 69.03 69.25 73.36 71.24 54.28 67.67 60.20 67.26 67.86 67.56

Table 3: Main results (%). The best score across all methods is bolded, and the second-best one is underlined.
We also provide results from smaller (non-LLM) models for comparison with the presented LLM-based results.
However, they are fundamentally different: the former often involves complex architectures or additional unlabeled
data, while the latter typically focuses on modifying training objectives or leveraging pair-based fine-tuning.

Laptop Rest Device Service

P R F1 P R F1 P R F1 P R F1
Ours 69.14 68.92 69.03 69.25 73.36 71.24 54.28 67.67 60.20 67.26 67.86 67.56
w/o L(ỹ1, ỹk) 64.38 69.65 67.38 67.32 72.76 69.94 52.18 68.63 58.30 64.33 68.49 66.34
w/o L(y, ỹ1) 66.16 69.71 67.89 67.98 72.47 70.16 49.84 70.63 58.41 66.40 67.32 66.86
w/o score 65.37 66.92 66.13 66.54 72.33 69.32 49.00 69.99 57.67 63.80 67.47 65.58

Table 4: Ablation study (%) based on LLaMA3-8B.

still achieves remarkable improvements across dif-
ferent datasets. This demonstrates the potential
benefits of constructing error pairs and performing
comparison optimization in different scenarios.

5.4 Ablation Study
We conduct ablation experiments to verify the
performance gain of each component. (1) w/o
L(ỹ1, ỹk) (in Eq. 4): removing the comparative
pairs of slight and serious errors. (2) w/o L(y, ỹ1)
(in Eq. 4): discards the comparative pairs of slight
errors and labels. (3) w/o score: randomly select
acceptable and serious errors from outputs. Addi-
tional details of these ablation variants can be found
in Appendix B.4. We can come to the following

conclusions from Table 4. First, removing any of
these components would have a noticeable negative
impact, revealing their individual importance. Sec-
ond, the pair formed by slight and serious errors is
somewhat more important than the ones formed by
slight errors and labels. Third, randomly selected
error pairs do not lead to noticeable improvements
and even have a slight decrease compared with SFT.
This indicates that pairs selected based on accept-
able scores calculated from the error level defini-
tions can form more meaningful comparisons.

5.5 Generalizability Analysis
Aspect Sentiment Triplet Extraction. To
demonstrate the generalizability of the proposed
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ASET-Lap14 ASET-Res14 ASET-Res15 ASET-Res16

P R F1 P R F1 P R F1 P R F1
in-context learning paradigm
0-shot 9.20 4.05 5.62 11.34 5.53 7.43 5.16 4.74 4.94 15.04 6.61 9.18
4-shot 40.52 39.77 40.14 52.11 50.90 51.50 43.62 46.59 45.06 52.38 57.58 54.86
8-shot 41.32 40.33 40.82 53.58 52.01 52.91 47.14 51.13 49.06 55.88 62.84 59.15
16-shot 43.01 41.98 42.49 56.50 56.33 56.42 48.31 53.19 50.63 53.75 59.92 56.66
supervised fine-tuning paradigm
SFT 56.83 58.19 57.50 67.24 71.63 69.37 58.00 64.18 60.39 63.75 73.09 68.11
DPO 58.31 58.74 58.53 67.49 70.82 69.12 59.96 63.91 61.87 64.66 73.34 68.73
CPO 56.38 56.90 56.64 67.29 72.03 69.58 59.48 65.96 62.60 65.35 74.12 69.46
Ours 59.22 61.19 60.19 69.03 73.11 71.01 60.67 67.56 63.92 66.63 76.01 71.00

Table 5: Generalizability results (%) on Aspect Sentiment Triplet Extraction task on LLaMA3-8B. The best score is
bolded, and the second-best one is underlined. Refer to Table 11 in the Appendix for the results on LLaMA2-13B.

ACOS-Lap ACOS-Rest ASQP-Rest15 ASQP-Rest16

P R F1 P R F1 P R F1 P R F1
in-context learning paradigm
0-shot 0.00 0.00 0.00 0.10 0.10 0.10 0.67 1.00 0.81 0.27 0.37 0.31
4-shot 22.13 20.75 21.42 35.02 32.42 33.67 30.38 28.93 29.63 37.06 34.79 35.89
8-shot 24.57 23.51 24.03 36.21 35.69 35.95 31.08 31.32 31.20 38.23 40.05 39.11
16-shot 24.82 24.37 24.95 40.24 39.41 39.82 31.81 32.45 32.12 35.80 37.41 36.59
supervised fine-tuning paradigm
SFT 44.58 45.04 44.81 60.50 61.86 61.17 48.88 52.57 50.66 54.17 59.70 56.80
DPO 44.25 44.44 44.34 58.77 59.84 59.30 48.41 49.81 49.10 54.42 58.44 56.36
CPO 45.21 45.21 45.21 61.78 61.91 61.85 50.36 53.46 51.86 55.11 59.32 57.14
Ours 46.51 46.70 46.60 62.83 62.69 62.76 51.44 54.52 52.93 56.45 60.67 58.48

Table 6: Generalizability results (%) on Aspect Sentiment Quad Prediction task when using LLaMA3-8B. The best
score is bolded, and the second-best one is underlined. Refer to Table 12 in Appendix for the results on LLaMA2-13B.

framework to other ABSA tasks, we extend it to
the Aspect Sentiment Triplet Extraction (ASTE)
task (Peng et al., 2020). It aims to extract an as-
pect term, the corresponding opinion term, and
the associated sentiment. Here, we can adapt the
error level of the aspect term (i.e., boundary ex-
pansion and boundary incomplete) to the opinion
term because both are words or phrases. The exper-
iments are carried out on four ASTE datasets, with
the detailed information provided in Appendix B.1.
According to the experimental results in Table 5,
our framework consistently outperforms all base-
lines. It suggests that comparing errors at varying
degrees is potentially useful when fine-tuning on
ASTE. Moreover, it further highlights the general-
izability of our framework to other ABSA tasks.

Aspect Sentiment Quad Prediction. To further
show the adaptability of the proposed framework to
other ABSA tasks, we extend it to a representative
and challenging task, Aspect Sentiment Quad Pre-
diction (ASQP) (Zhang et al., 2021). ASQP aims to
predict four elements: aspect term, aspect category,
opinion term, and sentiment polarity. In addition to

Souce en zh en de en cs
Target zh en de en cs en

ICL 8.26 11.95 13.03 20.14 11.87 25.04
SFT 16.09 20.32 21.05 25.33 20.09 35.35
DPO 18.03 20.23 20.81 24.90 20.23 35.65
Ours 20.92 21.73 22.94 26.54 21.48 37.57

Table 7: Generalizability results (BLEU score %) on
Machine Translation task based on LLaMA3-8B. Here,
the ICL method exploits the 16-shot in-context example.

applying the aspect term’s error level to the opinion
term, we also classify the aspect category error as
non-matching, since it is a predefined label. The
experiments are performed on four ASQP datasets,
with dataset details given in Appendix B.2. Ac-
cording to the experimental results in Table 6, our
framework performs better than baselines. This in-
directly highlights the advantage of enabling LLMs
to understand errors during fine-tuning, even for
complex and challenging ABSA tasks. Moreover,
it further demonstrates the extensibility of the idea
of error comparison optimization to other ABSA
tasks, including more complex quadruplet extrac-
tion.
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Figure 4: The proportion of errors at different levels
outputted by different methods (based on LLaMA3-8B).

Machine Translations. To confirm the general-
izability of our framework to non-ABSA tasks,
we apply it to the Machine Translation task. We
conduct three language pairs, considering both
from English (en) and to English directions: Chi-
nese (zh), German (de), and Czech (cs). Here,
we collect human-written datasets from WMT’17 to
WMT’20 as the parallel training data and use dataset
WMT’22 as the test data. Considering the cost of
fine-tuning, we use only 3,000 parallel data for
each direction. To clarify, we do not explicitly de-
fine error levels in translation. For simplicity, we
directly calculate acceptable scores based on the
BLEU algorithm. Among all the decoded outputs,
the highest score corresponds to slight errors, while
the lowest score corresponds to severe errors. Ta-
ble 7 shows experimental results. We can observe
that: (1) The results in xx→en are higher than
those in en→xx, which may be attributed to a large
amount of English pre-training data. (2) Our frame-
work achieves superior results, which shows the
effectiveness of the error comparison optimization
concept for machine translation, further confirming
its generalizability.

5.6 Discussion

Percentage of Different Levels of Error Outputs.
Comparing error pairs enables LLMs to understand
errors at different degrees, thus decreasing the out-
put of serious errors. To test this statement, we
present the percentage of different levels of errors
outputted by different methods in Figure 4. We
can see that: (1) Due to the inability to learn nu-
anced task knowledge, the ICL method frequently
occurs with under-prediction and over-prediction
(i.e., Error-L5). (2) Compared to the ICL method,
fine-tuning methods remarkably reduce this pro-
portion on Error-L5, yet increase the sentiment

Laptop Rest

2-option 3-option 2-option 3-option
ICL 47.87 35.10 42.89 35.22
SFT 65.01 53.97 69.01 60.05
DPO 68.40 54.77 68.02 61.95
Ours 74.93 59.11 75.69 67.56

Table 8: Accuracy (%) of understanding error degrees.
Here, the ICL exploits the 16-shot in-context example.

polarity shift error (i.e., Error-L3). We conjecture
that fine-tuning fails to equip LLMs to distinguish
between neutral and positive (or negative) senti-
ments effectively. (3) Compared to SFT and DPO,
our framework notably reduces the proportion of
serious errors, especially in Error-L3 and Error-L5,
despite a slight increase in acceptable errors.

Analysis on the Understanding Error Degrees.
To further examine the superiority of the proposed
framework in understanding and distinguishing er-
ror outputs at different degrees, we here design a
puzzle-like experiment. Specifically, for each test
sample, we manually construct different error out-
puts based on the label and error level definitions.
We randomly select two or three error outputs as
candidate options, then shuffle their order and ask
the methods (based on LLaMA3-8B) to identify the
acceptable one. Here, the error output constructed
based on the low level is treated as the answer. The
experimental results are shown in Table 8. Based
on the results, we can draw the following conclu-
sions: (1) Among all methods, the ICL method
has the worst accuracy, approaching the results
of random guessing. This suggests that the ICL
paradigm fails to realize the goal of perceiving and
understanding different error outcomes. (2) Our
framework achieves remarkable superiority, which
shows that error comparison optimization enables
LLMs to differentiate errors with different degrees.

6 Conclusion

In this paper, we expect LLMs to understand er-
rors at different degrees during fine-tuning for mit-
igating the output of severe errors on ABSA. To
this end, we construct comparative error pairs and
utilize calibration objects for optimization. Exper-
imental results show that our framework exceeds
baselines and achieves the desired performance.
Moreover, we verify its effectiveness and general-
ization through analysis experiments.
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Limitations

In this section, we list two limitations to understand
this work more comprehensively:

1. To make fine-tuning and inference more effec-
tive, we wrap the text-label pair of the original
dataset into input-output instruction via the
prompt templates. Refer to Section Prompt
Templates in the Appendix for specific infor-
mation on templates. In general, a hint-rich
and elaborated template should be exploited
because it can prompt LLMs with richer rel-
evant external knowledge, thus inducing the
generation of desired answers. However, in
this work, we did not design some hint-rich
and elaborated templates for tasks involved
in the experiment primarily due to two rea-
sons: (1) the manual design process is time-
consuming and cumbersome, and (2) it is not
the main focus of this research.

2. The motivation of our framework is to use
comparative error pairs for optimizing to al-
low the model to perceive error outputs at
different degrees. In this work, we exploit a
rule-based algorithm to compute an accept-
able score for each output, thereby identifying
the slight error (with the highest score) and
serious error (with the lowest score) to form
comparison pairs. Although our framework is
generalizable, which can be applied to other
ABSA tasks (e.g., Aspect Sentiment Triplet
Extraction and Aspect Sentiment Quad Pre-
diction) and non-ABSA tasks (e.g., Machine
Translation), this rule-based algorithm needs
to be simply modified or even replaced when
generalization is performed. For example,
when our framework is applied to machine
translation tasks, this algorithm needs to be
replaced with the BLEU algorithm to compute
acceptable scores.
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Appendix

A Framework Details

Algorithm 1 Calculation of acceptable scores (pseudo-
code)

1: Input: an incorrect output y′; the label y;
2: Output: an acceptable score s for y′ (the larger the score,

the more acceptable the output);
3: Converting list y′ and y into set;
4: s = |y′ ∩ y|; # initializing acceptance score
5: for e′ in y′ do # e′ is an aspect-sentiment pair in

output
6: if e′ ∈ Error-L1 then # aspect boundary expansion
7: s = s− 0.25
8: else if e′ ∈ Error-L2 then # aspect boundary

incomplete
9: s = s− 0.5

10: else if e′ ∈ Error-L3 then # sentiment polarity
shift

11: s = s− 0.75
12: else if e′ ∈ Error-L4 then # sentiment polarity

reversal
13: s = s− 1
14: else if e′ ∈ Error-L5 then # over-prediction
15: s = s− 1.25
16: end if
17: end for
18: for e in y do # e is an aspect-sentiment pair in label
19: if e is under-prediction then
20: s = s− 1.25
21: end if
22: end for

A.1 Algorithm Description
The algorithm aims to calculate an "acceptable
score" for each predicted output y′ by comparing
it with the ground-truth label y. The core idea is
that an output with a higher error level or more
error types should have a lower acceptable score,
indicating that it is less acceptable. The error levels
are classified into five types (Error-L1 to Error-L5),
each with an associated penalty. The penalty is sub-
tracted from the initial score (which is based on the
overlap between y′ and y) to reflect the severity of
errors. After calculating acceptable scores, they are
then used as a ranking metric. The slightest error
(with the highest score) and the most serious error
(with the lowest score) are identified for further
comparison.

Here, the penalty is intended to reflect the sever-
ity of the errors, and the difference between error
levels is primarily qualitative rather than quanti-
tative. The reason behind choosing 0.25 as the
initial penalty value stems from empirical observa-
tions during experimentation. The initial accept-
able scores are typically 1 or 2, and subtracting 0.25
(or a multiple thereof) from the score when an error

is detected helps ensure that the penalty is signifi-
cant enough to differentiate errors at different lev-
els. For instance, when encountering the most se-
rious error (Error-L5), the score would be reduced
by 1.25, which reasonably reflects the severity of
the error. This is found to be effective in distin-
guishing between different levels of error severity.
It is worth noting that other values could also be
chosen (such as 0.5, 1, etc.), but as long as the
penalty increases incrementally across error levels
(with higher levels leading to a larger reduction),
the final ranking of outputs will not change.

A.2 Supplementary Details of Calibration
Loss

In this work, we construct two comparative error
pairs—the serious error versus the slight error, and
the slight error versus the label. A finer-grained pro-
gressive correction approach, such as transforming
errors step-by-step across all levels, could poten-
tially lead to more targeted optimization. However,
it may have a negative impact on computational
efficiency. Performing each error-level transition
for each sample during backpropagation would sig-
nificantly increase computational overhead.

A.3 Differences with DPO
In this work, we expect the proposed framework to
achieve perception and understanding of error out-
puts by comparing pairs. Although the way of com-
paring pairs in our framework bears a resemblance
to direct preference optimization (DPO) (Rafailov
et al., 2024), they are fundamentally different. The
detail differences are:

1. Motivation different. DPO directly compares
a pair of preference data. By contrast, our
framework is based on the error learning-
driven idea, which learns progressively from
error comparison by comparing serious errors
with slight errors, and slight errors with no-
error labels.

2. Dataset requirement. DPO necessitates a pref-
erence dataset. In contrast, our framework
only requires conventional fine-tuning data to
obtain the SFT model that produces the com-
parison error outcomes.

3. Loss Optimization. The loss of DPO is de-
signed to minimize the discrepancy between
the optimal policy and reference policy, re-
quiring more resources. In contrast, our loss
aims to compare error pairs and calibrate them,
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which does not involve an additional reference
policy.

B Experimental Details

B.1 Aspect Sentiment Triplet Extraction
Dataset

The Aspect Sentiment Triplet Extraction (ASTE)
datasets originally include four public datasets:
Lap14 (Pontiki et al., 2014), Res14 (Pontiki et al.,
2014), Res15 (Pontiki et al., 2015), and Res16 (Pon-
tiki et al., 2016). Peng et al. introduced the ASTE-
Data-v1 by annotating three key elements for each
instance: aspect terms, opinion terms, and senti-
ment polarity, thereby enabling the extraction of
aspect-opinion-sentiment triplets. However, (Xu
et al., 2020) pointed out that not all triplets in
ASTE-Data-v1 were fully annotated, leading to
incomplete triplet coverage. To address this issue,
they refined the dataset and released the updated
version, ASTE-Data-v2, which provides more com-
prehensive and accurate triplet annotations.

In this paper, we compare the proposed frame-
work with existing baselines on the ASTE-Data-v2,
evaluating its performance and generalization ca-
pabilities. The detailed statistics of datasets are
provided in Table 9.

Lap14 Rest14 Rest15 Rest16

Train

#S 906 1,266 605 857
#A 1,280 2,051 862 1,198
#O 1,254 2,061 935 1,300
#T 1,460 2,388 1,013 1,394

Dev

#S 219 310 148 210
#A 295 500 213 296
#O 302 497 236 319
#T 346 577 249 339

Test

#S 328 492 322 326
#A 463 848 432 452
#O 466 844 460 474
#T 543 994 485 514

Table 9: Daraser statistics of ASET-Data-v2 (Xu et al.,
2020). #S, #A, #O, and #T represent the number of sen-
tences, aspect terms, opinion terms, and triplets, respec-
tively.

B.2 Aspect Sentiment Quad Prediction
Dataset

The Aspect Sentiment Quad Prediction (ASQP)
Datasets consist of four datasets: ACOS-Lap and
ACOS-Rest (Cai et al., 2021), ASQP-Rest15 and
ASQP-Rest16 (Zhang et al., 2021).

Among these, ACOS-Lap and ACOS-Rest were
constructed to extract all quadruples of aspect-

category-opinion-sentiment from review sentences.
Here, ACOS-Lap is a new and much larger dataset
focused on laptop reviews, surpassing the size of
the original SemEval Laptop dataset. ACOS-Rest
is an extension of the SemEval Restaurant dataset.
ASQP-Rest15 and ASQP-Rest16 were developed
by Zhang et al., based on the SemEval Shared Chal-
lenges. The annotations for the opinion terms and
aspect categories are derived from previous work
(Peng et al., 2020) and (Wan et al., 2020), respec-
tively. Additionally, sentences without explicit as-
pect terms were included.

We use these datasets to evaluate the general-
ization and effectiveness of the proposed methods
on the challenging quadruplet extraction task. The
detailed statistics of these datasets are provided in
Table 10.

Train Dev Test

#S #Q #S #Q #S #Q

ACOS-Lap 2,934 4,172 326 440 816 1,161
ACOS-Rest 1,530 2,484 171 261 583 916
ASQP-Rest15 834 1,354 209 347 537 795
ASQP-Rest16 1,264 1,989 316 507 544 799

Table 10: Daraser statistics of four ASQP datasets (Cai
et al., 2021; Zhang et al., 2021). #S and #Q represent the
number of sentences and quads, respectively.

B.3 Baseline Details
To make a comprehensive study, we select some
representative baselines to demonstrate the effec-
tiveness of the proposed framework. Below are
brief introductions to each baseline.

Smaller (Non-LLM) baseline models are as fol-
lows:

• BERT (Devlin et al., 2019): A widely used
baseline model that employs BERT-base-
uncased as an encoder and utilizes a linear
layer for classification, where label informa-
tion combines aspect boundaries and senti-
ment categories.

• UGF (Unified Generative Framework) (Yan
et al., 2021) redefines the task target as a se-
quence blending pointer indexes with senti-
ment class indexes, converting ABSA into
a unified generative formulation. This ap-
proach leverages the sequence-to-sequence
BART model in an end-to-end framework.

• MRCOOL (MRC-PrOmpt mOdeL frame-
work) (Yang and Zhao, 2022) elicits mul-
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ASET-Lap14 ASET-Res14 ASET-Res15 ASET-Res16

P R F1 P R F1 P R F1 P R F1
in-context learning paradigm
0-shot 7.69 0.92 1.64 9.87 0.80 1.48 21.27 2.06 3.75 4.34 0.38 0.71
4-shot 33.25 26.88 29.73 47.52 34.80 40.18 43.03 35.67 39.00 52.47 47.47 49.86
8-shot 32.72 29.65 31.11 51.85 43.66 47.40 41.36 42.47 41.91 49.88 43.38 46.40
16-shot 40.12 34.80 37.27 50.51 44.46 47.29 41.44 41.44 41.44 51.25 47.85 49.49
supervised fine-tuning paradigm
SFT 52.46 51.95 52.20 67.11 65.69 66.39 56.58 60.20 58.34 59.95 67.06 63.31
DPO 50.82 51.01 50.91 65.90 66.70 66.30 56.47 60.20 58.28 60.52 67.70 63.91
CPO 52.26 53.03 52.65 65.36 65.89 65.63 57.08 59.79 58.40 60.20 68.28 63.99
Ours 54.03 54.28 54.15 68.03 67.46 67.74 60.20 59.72 59.96 62.74 68.27 65.38

Table 11: Generalizability results (%) on Aspect Sentiment Triplet Extraction task when using LLaMA2-13B. The
best score across all methods is bolded, and the second-best one is underlined.

ACOS-Lap ACOS-Rest ASQP-Rest15 ASQP-Rest16

P R F1 P R F1 P R F1 P R F1
in-context learning paradigm
0-shot 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.52 0.12 0.24
4-shot 18.03 12.83 14.99 33.59 23.03 27.33 26.01 18.49 21.61 28.90 21.52 24.67
8-shot 20.78 15.41 17.70 33.04 24.78 28.32 27.78 22.26 24.72 32.50 27.90 30.03
16-shot 22.58 17.91 19.98 32.49 25.43 28.53 24.96 20.00 22.20 31.77 26.28 28.76
supervised fine-tuning paradigm
SFT 42.81 42.11 42.46 55.95 56.44 56.19 41.76 44.02 42.86 52.06 56.82 54.33
DPO 42.09 40.82 41.45 57.04 56.55 56.79 40.02 40.88 40.44 51.60 54.44 53.98
CPO 44.59 41.60 43.04 59.09 57.09 58.07 42.96 43.01 42.99 54.28 55.44 54.86
Ours 46.08 42.72 44.33 61.12 57.89 59.46 44.51 44.68 44.58 55.23 56.12 55.67

Table 12: Generalizability results (%) on Aspect Sentiment Quad Prediction task when using LLaMA2-13B. The best
score across all methods is bolded, and the second-best one is underlined.

tiple sentimental aspects using a machine-
read comprehension model. It classifies
corresponding sentiment polarities through
a prompt-learning approach, employing the
BERT-base-uncased model with standard pa-
rameters.

• MSM (Meta-based Self-training Method) (He
et al., 2022) employs a meta-weighter in con-
junction with self-training. A teacher model
generates in-domain pseudo-labels on unla-
beled data, which a student model learns
from, while the meta-weighter assigns sub-
task-specific weights to instances, balancing
class labels and reducing noise during training.
MSM utilizes BERT-large with 1024 hidden
dimensions.

LLM-based baseline models are as follows:

• ICL (In-Context Learning) (Dong et al., 2022)
would retrieve a few input-output pairs as
demonstrations from the training set and ob-
tain predictions from LLMs without train-
ing. We conducted experiments using four
different shot settings (0-shot, 4-shot, 8-shot,

and 16-shot). Here, we use BM25 as a re-
triever owing to its simplicity and effective-
ness (Wang et al., 2024).

• SFT (Supervised Fine-Tuning) (Ouyang et al.,
2022) involves further training a pre-trained
LLM on a labeled dataset with specific tasks
by minimizing the loss between its predictions
and the annotated labels.

• PPO (Proximal Policy Optimization) (Schul-
man et al., 2017) is a policy gradient method
for reinforcement learning. For simplicity, we
first calculate the acceptable scores of outputs
according to the error level definition and then
normalize them as the reward.

• DPO (Direct Preference Optimization)
(Rafailov et al., 2024) uses a supervised
approach to fine-tune LLMs based on pref-
erence data. Here, we construct preference
data based on slight and severe errors for each
sample.

• CPO (Contrastive Preference Optimization)
(Xu et al., 2024a) is a variant of DPO, which
omits the policy model and uses both model-
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generated and reference data to guide LLM.

B.4 Supplementary Details of Ablation
Variants

In this paper, we evaluate several stripped-down
variants of our framework to assess the perfor-
mance gains brought by each component. Below is
a detailed explanation of each ablation variant:

• w/o L(ỹ1, ỹk): This variant removes the com-
parative pairs of slight and severe errors. We
introduce this variant to validate the effective-
ness of the calibration loss between severe
errors and slight errors. This helps to demon-
strate the potential benefits of error compari-
son optimization, particularly in guiding the
model to mitigate more severe errors.

• w/o L(y, ỹ1): This variant discards the com-
parative pairs between slight errors and the
no-error labels. We introduce this variant to
assess the importance of calibrating the slight
error output to the no-error label. This helps
to make the model lean towards more accurate
predictions.

• w/o score: In this case, we randomly select
two outputs as slight and severe errors and
perform calibration between them. Here, the
two outputs chosen may be too similar, which
makes the comparison less meaningful. More
critically, without using an acceptable score to
rank these errors, it is possible that the model
could misidentify an acceptable error as a se-
vere one or vice versa, leading to counterpro-
ductive calibration. The reason for including
this ablation variant is to validate that select-
ing error pairs based on scores derived from
error level definitions results in more mean-
ingful comparisons. Using a score ensures
that the selected errors have distinct charac-
teristics, making the calibration process more
effective and meaningful.

C Supplementary Discussion

C.1 Effect of Beam Number on Performance
The beam number k of decoding is an important
hyper-parameter in our framework. Here, we study
the effect of varying values {0, 3, 5, 7, 10, 12} on
performance to explore its sensitivity. Figure 5
depicts the experimental results. We draw the fol-
lowing observation from this figure: (1) Initially,
the performance improves as k increases. This
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Figure 5: Performance at different beam numbers.
When k = 0, our framework degrades to an SFT
method.

Case 1
The [Mountain Lion OS]positive is not hard to
figure out if you are familiar with [Microsoft
Windows]neutral.

ICL: [["OS", positive](✗), L2&L3["Microsoft Windows", positive](✗)]

SFT: [["Mountain Lion OS", positive](✓)] L5

DPO: [["Mountain Lion OS", positive](✓)] L5

Ours: [["Mountain Lion OS", positive](✓), /["Microsoft Windows", neutral](✓)]
Case 2

Chatting with [Acer support]neutral, I was ad-
vised the problem was corrupted [operating
system files]neutral.

ICL: [["operating system files", negative](✗)] L3&L5

SFT: [["operating system", negative](✗)] L5

DPO: [["operating system", negative](✗)] L5

Ours: [["Acer support", neutral](✓), L3["operating system files", negative](✗)]

Table 13: Case study. The aspect in the review text is
marked with the symbol [], while its corresponding
sentiment label is shown in the subscript. ✓and ✗denote
the correct and incorrect predictions, respectively. The
rightmost column indicates the error level of the incor-
rect prediction.

implies that larger beams may yield diverse error
outputs at different degrees, forming more mean-
ingful comparative error pairs. (2) After k exceeds
5, the performance reaches a peak and then fluctu-
ates. The potential reason for this is that although
more outputs are produced, the errors may not be
more diverse in terms of degrees.

C.2 Case Study

To understand the superiority of our framework
intuitively, we show the prediction differences be-
tween the different methods on two test cases in
Table 13. We can observe that: (1) In Case 1, ICL
(with 16-shot) performs the worst, with not only
a boundary incomplete (Error-L2) but also a senti-
ment shift (Error-L3) in predictions. Although SFT
and DPO correctly predict an aspect-sentiment pair,
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another label pair is missing (under-prediction). In
contrast, our framework correctly predicts two la-
bel pairs, showing that comparing errors at different
degrees can improve prediction accuracy. (2) Al-
though the predictions of all methods are not com-
pletely correct in Case 2, the output of our frame-
work is the most acceptable (lowest error level).
We attribute this to the motivation that understand-
ing error outputs does mitigate the occurrence of
severe errors.

D Prompt Templates

Below we present prompts used in this work to
understand the details of the experiments better.

Prompt template for the main task (Aspect-
Based Sentiment Analysis):

Task Description:
Perform Aspect-Based Sentiment Analysis
(ABSA) on customer reviews. ABSA involves
identifying specific features or attributes
of a product or service (aspects) discussed
in review text, and analyzing the sentiment
expressed towards these aspects.

Instructions:
1. Identify Aspects: Identify all the
distinct features or attributes mentioned in
the review. Aspects should be extracted as
noun phrase spans.
2. Analyze Sentiment: Assess the sentiment
for each identified aspect based on the
language used in relation to that aspect.
Sentiment should be classified as:
- Positive (POS): Expresses satisfaction or

positive emotions.
- Negative (NEG): Expresses dissatisfaction

or negative emotions.
- Neutral (NEU): Neither explicitly positive

nor negative, or the context does not provide
enough information for a clear sentiment.
3. Label the Aspects and Sentiments: Format
your findings as a list of lists, where each
inner list contains an aspect followed by its
sentiment polarity code.

Examples for Guidance:
{"input example"}

Task for Completion:
Review: "{input review text}"

Output Format: Please provide your analysis
in the following JSON format:
{

"Output": "[
['Aspect1', 'Sentiment1'],
...

]"
}

Prompt template for the generalization analysis
on Aspect Sentiment Triplet Extraction:

Task Description:
Perform Aspect Sentiment Triplet Extraction
(ASTE) on customer reviews. ASTE involves
identifying specific attributes of a product
(aspects) discussed in the review, extracting
any opinion terms used to describe them, and
analyzing the sentiment expressed towards
these aspects.

Instructions:
1. Identify Aspects: Identify all the
distinct features or attributes mentioned in
the review. Aspects should be extracted as
noun phrase spans. If the aspect is implicit
(not explicitly mentioned in the review),
output `null` for the aspect.
2. Extract Opinions: Identify the explicit
opinion terms associated with each aspect.
Opinions should be extracted as noun phrase
spans. If the opinion term is implicit (not
explicitly mentioned in the review), output
`null` for the opinion term.
3. Analyze Sentiment: Assess the sentiment
for each identified aspect based on the
language used in relation to that aspect.
Sentiment should be classified as:
- Positive (POS): Expresses satisfaction or

positive emotions.
- Negative (NEG): Expresses dissatisfaction

or negative emotions.
- Neutral (NEU): Neither explicitly positive

nor negative, or the context does not provide
enough information for a clear sentiment.
4. Label the Aspects, Sentiments, and Opinion
Terms: Format your findings as a list of lists,
where each inner list contains:

- Aspect
- Opinion
- Sentiment polarity code

Examples for Guidance:
{"input example"}

Task for Completion:
Review: "{input review text}"

Output Format: Please provide your analysis
in the following JSON format:
{

"Output": "[
['Aspect1', 'Opinion1', 'Sentiment1'],
...

]"
}

Prompt template for the generalization analysis
on Aspect Sentiment Quad Prediction:

Task Description:
Perform Aspect Sentiment Quad Prediction
(ASQP) on customer reviews. ASQP aims to
predict all quads (aspect term, opinion term,
aspect category, sentiment polarity) for a
given review.

Instructions:
1. Identify Aspects: Identify all the
distinct features or attributes mentioned in
the review. Aspects should be extracted as
noun phrase spans. If the aspect is implicit

18645



(not explicitly mentioned in the review),
output `null` for the aspect.
2. Extract Opinion Terms: Identify the
specific words or phrases that convey the
sentiment towards each aspect. Opinions
should be extracted as noun phrase spans. If
the opinion term is implicit (not explicitly
mentioned in the review), output `null` for
the opinion term.
3. Determine Aspect Categories: Map each
identified aspect to a predefined category.
It consists of an entity label and attribute
label, with possible values like:
{"input predefined category labels"}
4. Analyze Sentiment: Assess the sentiment
for each aspect based on the language used
in relation to it. Sentiment should be
classified as:
- Positive (POS): Expresses satisfaction or

positive emotions.
- Negative (NEG): Expresses dissatisfaction

or negative emotions.
- Neutral (NEU): Neither explicitly positive

nor negative, or the context does not provide
enough information for a clear sentiment.
5. Label the Quads: Format your findings as
a list of quads, where each quad contains:

- Aspect term
- Opinion term
- Aspect category
- Sentiment polarity

Examples for Guidance:
{"input example"}

Task for Completion:
Review: "{input review text}"

Output Format: Please provide your analysis
in the following JSON format:
{

"Output": "[
['Aspect1', 'Opinion1', 'Aspect

category1', 'Sentiment1'],
...

]"
}

Prompt template for the generalization analysis
on Machine Translations:

Machine translation is the automated process
of converting text from {"source"} language
to {"target"} language using advanced
algorithms and linguistic models.
The key to translation is accurately
conveying the original meaning, context,
and nuances from one language to another
language.

Examples for Guidance:
{"input example"}

Task for Completion:
Review the following translation: "{source
input}"

Output Format: Please provide your analysis
in the following JSON format:
{

"Output": "Your translation here"
}

Prompt template for analysis of error understand-
ing (Puzzle-like Experiment):

Some examples for understanding the ABSA
task:
{"input example"}

Task Description:
Given a review text, you are provided with
{"two (or three)"} options, each representing
extracted aspects and their associated
sentiment analysis results.
If an option is an empty list, it means no
aspects are present in the sentence.
Your task is to select the most appropriate
option that best represents the aspects and
sentiment expressed in the review.

Instructions:
1. Review the Options: Each option is a list
of lists, where each inner list contains an
aspect followed by its sentiment polarity
code (POS for Positive, NEG for Negative, NEU
for Neutral).
2. Select the Best Option: Choose the option
that most accurately captures the aspects
discussed in the review and the sentiment
expressed towards those aspects.
3. Output the Result: Provide the selected
option as a JSON object.

Review: "{input review text}"
Options:
{"input options"}

Output Format: Please provide your analysis
in the following JSON format:
{

"Output": "{A | B (or | C)}"
}
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