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Abstract

Endowing dialogue agents with persona infor-
mation has proven to significantly improve the
consistency and diversity of their generations.
While much focus has been placed on aligning
dialogues with provided personas, the adapta-
tion to the interlocutor’s profile remains largely
underexplored. In this work, we investigate
three key aspects: (1) a model’s ability to align
responses with both the provided persona and
the interlocutor’s; (2) its robustness when deal-
ing with familiar versus unfamiliar interlocu-
tors and topics, and (3) the impact of additional
fine-tuning on specific persona-based dialogues.
We evaluate dialogues generated with diverse
speaker pairings and topics, framing the eval-
uation as an author identification task and em-
ploying both LLM-as-a-judge and human eval-
uations. By systematically masking or disclos-
ing information about the interlocutor, we as-
sess its impact on dialogue generation. Results
show that access to the interlocutor’s persona
improves the recognition of the target speaker,
while masking it does the opposite. Although
models generalise well across topics, they strug-
gle with unfamiliar interlocutors. Finally, we
found that in zero-shot settings, LLMs often
copy biographical details, facilitating identifi-
cation but trivialising the task.

1 Introduction

In recent years, large language models (LLMs)
have proven effective in generating coherent and
contextually appropriate responses. One of their
applications is in role-play systems (Chen et al.,
2024; Tseng et al., 2024), where they simulate con-
versations by adapting to a specified target persona
in a given prompt (e.g., "You are a young woman
passionate about cinema"). Indeed, research has
amply focused on developing and studying models
that adapt their speech patterns, style, and content
to align to a target persona they have to represent
(Lu et al., 2024; Wang et al., 2024b).

I graduated from the University of Chicago with a degree in political science, 
which has shaped my perspectives on life and relationships. / I moved to New 
York City, where I built a career in broadcasting and honed my sarcastic sense of 
humor. / I believe in honesty, even when it’s uncomfortable, …

You are having a dialogue with Speaker2. Their biography is as follows: 

I was born on the planet Krypton and sent to Earth as an infant, a journey that 
would define my destiny. / I work as a journalist at the Daily Planet, where I use 
my skills to uncover the truth while keeping a low profile. / I protect Metropolis 
and the world as Superman …

You are discussing about the topic Family/Relationships. Given the dialogue 
history, provide an answer to Speaker2. Be sure to provide the answer only.

                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                  Good morning! What can I get for you?

Coffee, black, no sugar or cream.  How's your day going so far? 

                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                  
Oh great.  Clark Kent, aka The Man From Heaven, is now 
ordering coffee for himself at Central Perk. This must be what 
hell feels like.

Sorry about that.  It's just habit, you know... Hey, do you 
remember our first date?

You are Speaker1. Your biography is as follows: 

Figure 1: Example of a generated dialogue between
Harry and Superman. The upper section displays the
prompt, while the lower the beginning of the generated
conversation.

One aspect that has received much less atten-
tion instead, is the ability of such persona-based
agents to adapt to the other speaker they are engag-
ing with (i.e., the interlocutor). Indeed, the impact
on the model’s responses of the interlocutor’s per-
sona, which plays a relevant role in yielding a more
coherent and appropriate conversation, has been
explored only in a few seminal works (Liu et al.,
2020; Gu et al., 2021; Xu et al., 2022; Lu et al.,
2022). While these works observe some degree of
adjustment to the other speaker, the actual adap-
tation to interlocutor and topic variations is not
systematically evaluated, especially regarding its
effect on target speaker identification.

In the present research, we explore this aspect
by addressing the following research questions:

Q1 Does the model adapt more efficiently to the
target speaker’s persona, or to the interlocutor’s
persona and dialogue turns?

Q2 To which aspects of the dialogue does the

17964



Characters

Dialogues + 
Topic

UnfamiliarFamiliar

Input: Speaker Pairings and Topics

Fine-Tuned

Zero-Shot

Interlocutor’s disclosure

Fine-Tuned
LLM-As-A-Judge

Human 
Evaluator

Generation

Both Disclosed (BothDisc)

Bio Disclosed (BioDisc)

Turns  Disclosed (TurnsDisc)

Both Masked (BothMask)
Fine-Tuned

LLM-As-A-Judge

Human 
Evaluator

Evaluation

1

2 3
4

Topic: 
Familiar/Unfamiliar 

Topic: 
Unfamiliar

Topic: 
Familiar/Unfamiliar 

Topic: 
Familiar/Unfamiliar 

Figure 2: Pipeline: (i) Fine-tune Llama 3.1 8B Instruct on PRODIGy dialogues and speaker pairings. (ii) Create
speaker pairings using PRODIGy and newly created Non-PRODIGy characters. (iii) Generate dialogues using both
the fine-tuned model and a zero-shot setting providing the created pairings as input. (iv) Evaluate dialogues using
LLM-as-a-Judge (for all model outputs and gold dialogues) and human reviewers (for fine-tuned model outputs and
gold dialogues only), systematically masking or revealing interlocutor information.

model adapt more effectively? The aspects we
consider are the following:

• unfamiliar interlocutors who fall outside the typ-
ical context of the target speakers (e.g., Harry
from the movie When Harry Met Sally talking
with Superman, as in Figure 1);

• unfamiliar topics to the target speaker (e.g.,
Harry from the movie When Harry Met Sally
having a conversation about war).

Q3 Is additional fine-tuning on specific persona-
based dialogues beneficial to the models’ perfor-
mance in preserving and adapting persona features?

To answer these questions, we generate dialogues
with various speaker pairings and topics using
both fine-tuned and zero-shot settings. We frame
the task as author identification (Stamatatos et al.,
2014), where given a dialogue and a pool of possi-
ble personas, an evaluator has to assign the correct
persona to the target speaker. We introduce a novel
evaluation paradigm specifically tailored to assess
the influence of interlocutors and topics on dialogue
generation and speaker identification. In this frame-
work (Figure 2), we conduct extensive evaluations
with human reviewers and an LLM-as-a-judge.

By systematically masking or revealing different
aspects of the interlocutor’s information, we mea-
sure how efficiently the LLM leverages the target
speaker’s information and adapts its responses to
the interlocutor. The key idea is that if masking
interlocutor information makes it harder to identify
the target speaker’s biography, it is likely that the
model has appropriately adapted its responses to

the interlocutor’s information, while still staying
coherent to the target persona. For instance, if the
target speaker’s persona is a young woman pas-
sionate about cinema and the interlocutor’s is her
little daughter, the model adjusts its language to
fit a mother-child interaction rather than focusing
on cinema. Masking the interlocutor’s biography
makes identifying the target speaker harder, as the
conversation may not explicitly reference cinema.

Our framework, revolving around masking and
revealing interlocutor information during evalua-
tion, allows us to assess more directly the impact
of the interlocutor on both dialogue generation and
target speaker identification. Our findings show
that models adapt easily to any topic given to them,
while they struggle more to adapt to unfamiliar
interlocutors, highlighting the importance of who
we are speaking with over what we are speaking
about. Moreover, while zero-shot models can adapt
to both target and interlocutor speakers, they tend
to capture only surface-level persona traits: we
demonstrate that fine-tuning significantly improves
their ability to grasp deeper persona characteristics.

2 Related Work

Role-Play Agents Despite their impressive abil-
ities, LLMs often fall short in capturing the deep
characteristics of human traits and interactions
(Shanahan et al., 2023). To address this limitation,
Role-Play LLMs have been developed to simulate
assigned personas, capturing their distinctive traits.
A key research line is the character persona, where
models are provided with well-known fictional or
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real-world figures (Chen et al., 2024). Recent re-
search enhanced the model’s ability to consistently
emulate specific personas by employing techniques
such as memory reconstruction, long-term memory
integration, and fine-grained persona construction
(Shao et al., 2023; Park et al., 2023; Wang et al.,
2024a; Lu et al., 2024). However, while significant
progress has been made in simulating individual
characters, few studies have investigated how in-
terlocutor information influences response gener-
ation (Xu et al., 2022; Lu et al., 2022; Liu et al.,
2020; Zhang et al., 2018). None of these studies
has addressed how models adapt their responses
across diverse speaker pairings and topics and do
not directly evaluate how interlocutor information
impacts dialogue generation by assessing its role
in target speaker identification.

Role-Play Agents: Evaluation Evaluation for
role-play models focuses on how well they repli-
cate given characters, considering both superficial
traits (linguistic style, knowledge) and deeper ones
(identity, relationships, experiences) (Wang et al.,
2024a; Li et al., 2023; Zhou et al., 2024; Yu et al.,
2024). Early evaluation methods predominantly
relied on overlap-based metrics such as ROUGE
(Lin, 2004), BLEU (Papineni et al., 2002), and
METEOR (Banerjee and Lavie, 2005), which com-
pare generated text against reference responses.
However, these metrics primarily capture surface-
level elements and fail to assess deeper character
traits. More recently, evaluator LLMs have been
employed to score responses, evaluate quality or
perform pairwise comparisons based on reference
answers. For instance, Wang et al. (2024b) used
GPT-3.5 to evaluate role-playing agents across mul-
tiple dimensions, including memorization, values,
hallucination, and stability. Similarly, Lu et al.
(2024) and Wu et al. (2024) employed GPT-4 (Ope-
nAI, 2023) to assess role consistency, knowledge
accuracy, and alignment with internal thought pro-
cesses. Beyond automated methods, human evalu-
ation plays is crucial to assess both the superficial
and deeper aspects. However, it demands signifi-
cant effort, lacks reproducibility, and is less scal-
able than automated methods.

3 Experimental Design

In this section, we describe the profile-based di-
alogue dataset we used and the methodology for
assigning topics to each dialogue. Next, we intro-
duce the models and the fine-tuning configuration

we used for dialogue generation. Finally, we detail
both automatic and human evaluation strategies.

3.1 Dataset
We employ the PRODIGy dataset (Occhipinti
et al., 2024), comprising dialogues and characters
from movies. The dataset includes comprehensive
speaker profiles, including communication styles,
biographies, personalities, and gender information.
Each dialogue involves two speakers, with at least
one speaker annotated with a profile.

We selected 5,660 dialogues where both speak-
ers have profile annotations. This subset allows us
to explore the influence of both target speaker and
interlocutor’s information on dialogue generation,
with a focus on assessing the interlocutor’s role.
Among the various profile dimensions provided
in PRODIGy, we focus on character biographies,
as they offer rich semantic content, making them
more relevant to our analysis.

By employing Llama 3.1 8B Instruct (Dubey
et al., 2024), we annotated dialogues with topic
labels to guide generation and evaluate the models’
ability to generalise across different themes (see
Appendix A for details). The dataset was then split
into training, validation, and test sets (80:10:10),
ensuring the same speaker pairs did not appear
across different sets, though individual speakers
might recur.

3.2 Models and Generations
We conducted experiments with Llama 3.1 8B In-
struct (Dubey et al., 2024) in two settings: fine-
tuning with PRODIGy and zero-shot prompting
(see Appendix B for further details). Focusing on a
single model allows us to attribute any observed dif-
ferences to our fine-tuning methodology rather than
to differences in model architecture or size, which
was a key consideration of this study. Notably, the
same experiments can be reproduced under identi-
cal controlled settings using different model fami-
lies, enabling broader investigations into persona-
based generation and its generalisability across ar-
chitectures. We also excluded few-shot prompting,
as the additional contextual cues it provides could
obscure the model’s intrinsic ability to adapt to tar-
get and interlocutor personas. Furthermore, LLMs
are known to be sensitive to the order of few-shot
examples, and the increased diversity of the ex-
perimental conditions would have made consistent
prompting infeasible, introducing substantial noise
in the evaluation.
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Since PRODIGy dialogues and characters are
derived from movies and screenplays that are avail-
able online, there might be data contamination ef-
fects. To control for these effects, we designed
experiments generating dialogues across diverse
combinations of character pairings and topics, in-
troducing incremental randomness to evaluate the
model’s generalisation capabilities. For three spe-
cific configurations, we created entirely new non-
PRODIGy characters, not found in any existing
resource, to assess the model’s ability to generalise
when dealing with completely novel and unseen
personas.

The configurations are designed to vary across
two key dimensions—interlocutors and topics—as
outlined in Q2:

• Speaker pairings: Dialogues were generated
using the following configurations:

(i) Familiar pairings: Characters were paired
(a) as they appear in the PRODIGy dataset
(e.g., Harry and Sally from the movie
When Harry Met Sally), (b) using entirely
new, non-PRODIGy characters (e.g., John
Doe and Jane Doe).1

(ii) Unfamiliar pairings: Characters from dif-
ferent movies within the PRODIGy dataset
were paired (e.g., Harry and Superman), or
PRODIGy characters were matched with
new non-PRODIGy characters (e.g, Harry
and John Doe).

• Topics: Dialogues were generated using the fol-
lowing types of topics:

(i) Familiar topics: Those associated with the
characters in the PRODIGy dataset (e.g.,
Harry and Sally discussing about love).

(ii) Unfamiliar topics: New topics unfamiliar
to the target speaker (e.g., Harry having a
dialogue about war).

Further details are provided in Appendix D.

Non-PRODIGy Characters Generation To
generate the new non-PRODIGy characters, we em-
ployed the GPT4o-mini (OpenAI, 2024) model and
the Persona Hub dataset (Ge et al., 2024), compris-
ing 1 billion personas automatically extracted and

1We treat new characters as familiar because the unfa-
miliar category comprises cases where we forced a highly
unexpected interlocutor onto a speaker, which is not the case
for new characters as there are no expectations.

curated from web data. We selected GPT4o-mini
based on a preliminary experiment where it demon-
strated the ability to generate detailed profiles while
remaining cost-efficient. From the Persona Hub
dataset, we randomly selected 100 personas and
crafted detailed prompts using these persona de-
scriptions (see Appendix C.1). These prompts were
used to instruct GPT4o-mini to generate biogra-
phies in the style of PRODIGy biographies. Unlike
the original PRODIGy biographies, consisting of
fictional movie characters, the newly generated bi-
ographies represent ordinary persons.

Dialogue Generation We approached dialogue
generation as a next-turn generation task. The
prompt was updated at each step to include the
dialogue history up to that point. To maintain con-
sistency, we limited each character’s biography to
their first five sentences across all configurations,
as this represented the minimum biography sen-
tence number in PRODIGy. Each dialogue was
generated with a total of 8 turns, in line with recent
findings showing that persona alignment tends to
decay beyond this point, with noticeable “instruc-
tion drift” occurring after 8 turns (Li et al., 2024).
This choice ensures we capture the phase where
persona signals are strongest and facilitates more
consistent human evaluation. We generated the dia-
logues starting from each combination of speakers,
thus obtaining a total of 4375 dialogues. Figure 1
shows an example of generated dialogue.

3.3 Evaluation

A model can be considered successful in generat-
ing responses that align with a target biography
and adapt to the interlocutor’s information, if the
speakers’ biographies are identifiable from the gen-
erated dialogue. Recognising profiling indicators
in text has been shown to be a complex task, es-
pecially for humans (Youyou et al., 2015; Flekova
et al., 2016; De Mattei et al., 2020). To address
this challenge, we employed an LLM-as-a-judge
approach in addition to human evaluations. More-
over, we framed the task as author identification,
where given a dialogue and three possible biogra-
phies, the evaluators (both human and automatic)
were tasked to identify which biography belongs
to the target speaker. While traditional statistical
classifiers could serve as an additional baseline, we
chose not to include them, as such models typi-
cally rely on surface-level textual features, which
are not well-suited to assess the models’ ability to

17967



adapt to speakers’ personas. In contrast, our frame-
work, grounded in both human judgment and LLM
evaluation, is designed to assess deeper aspects of
persona consistency that a statistical method might
overlook.

We designed four distinct configurations, vary-
ing in the degree of interlocutor information dis-
closed to the evaluator (see Figure 3 for examples):

1. Interlocutor’s biography and turns disclosed
(BothDisc): Evaluators were provided with the
full dialogue, the interlocutor’s biography and
dialogue turns. This configuration examines
whether the combination of the interlocutor’s
information with the target speaker’s turns en-
hances the ability to accurately recognise the
correct target speaker’s biography (Figure 3a).

2. Interlocutor’s biography disclosed and turns
masked (BioDisc): Evaluators received the in-
terlocutor’s biography, but their dialogue turns
were hidden. This setup tests whether the inter-
locutor’s biography is more relevant than their
turns in order to correctly recognise the target
speaker’s biography (Figure 3b).

3. Interlocutor’s biography masked and turns
disclosed (TurnsDisc): Evaluators were given
the full dialogue with the interlocutor’s biog-
raphy hidden. This configuration examines
whether the interlocutor’s dialogue turns alone
are more relevant than their biography for accu-
rately identifying the target speaker’s biography
(Figure 3c).

4. Both interlocutor’s biography and turns
masked (BothMask): Neither the interlocutor’s
biography nor their dialogue turns were pro-
vided. By masking all interlocutor information,
we assess whether the target speaker’s biogra-
phy can still be accurately identified without any
clue about the other speaker (Figure 3d).

To make recognition challenging and prevent eval-
uators from relying on overly obvious cues in the
biographies, we selected the two biographies most
semantically similar to the target speaker’s biog-
raphy as alternative options. For this, we used
SBERT (Thakur et al., 2021), computing the cosine
similarity of the biography embeddings generated
with the all-MiniLM-L6-v2 model2. Additionally,

2https://huggingface.co/sentence-transformers/
all-MiniLM-L6-v2

we crafted four instruction templates to handle the
four disclosure configurations (see Appendix C.3).

Automatic Evaluation We fine-tuned Llama 3.1
8B Instruct as LLM-as-a-judge utilising the dia-
logue partitions from the PRODIGy dataset as de-
scribed in Section 3.1. We opted for a fine-tuned
model to specialise the evaluator for the domain of
movie dialogues, which exhibit distinctive stylistic
and structural features that our dialogue model con-
sistently manages to emulate. At inference time,
we employed a greedy decoding mechanism to gen-
erate the LLM-as-a-judge’s predictions, ensuring
consistency and determinism in the evaluation pro-
cess (Song et al., 2024). Our methodology involved
automatic assessment of both gold and generated
dialogues, with each dialogue evaluated twice, once
for the target speaker and once for the interlocutor.

Human Evaluation For high-quality human
evaluation, we recruited native English speakers
from Prolific3, a platform specifically designed for
research experiments, granting fair payment to an-
notators. Each dialogue was evaluated by three
evaluators, who conducted a detailed review of the
dialogues across the four disclosure configurations,
following the same assessment methodology as the
LLM-as-a-judge to maintain consistency in eval-
uation criteria. Additionally, we held a post-hoc
qualitative interview with the evaluators to gain
further insights into the evaluation. The evaluation
guidelines are reported in Appendix F.

4 Automatic Results

In this section, we present the LLM-as-a-judge’s
performance on the gold test set and on model-
generated dialogues, including both the fine-tuning
and zero-shot configurations. Results are shown for
the various biography- and turn-disclosure condi-
tions. We employ the following metrics: accuracy
(Acc), precision (Prec), recall (Rec), and F1 Score
(F1). Detailed results are reported in Appendix E.

Baseline As a baseline, we take a random guess
over the three speakers, yielding an accuracy of
0.333 across all configurations, as the pool of pos-
sible candidates for speaker identification is always
three under all settings.

4.1 Gold Dialogues
Table 1 examines the effect of various degrees of
disclosure of the interlocutor’s information on the

3https://www.prolific.com/
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- Biography A: I graduated from Missouri 
S&T [...]
- Biography B: I was born on the planet 
Krypton [...]
- Biography C: I am a competitive glider 
pilot [...]

You know that  interlocutor’s biography is as 
follows:

      I graduated from the University of 
Chicago [...]

Given the following dialogue, guess which 
of the provided biographies corresponds to 
target speaker 

                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                  Good morning! What can I 
get for you?

Coffee, black, no sugar or 
cream.  [...]

                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                  
Oh great.  Clark Kent, aka The 
Man From Heaven, is now 
ordering coffee [...]

Sorry about that.  It's just 
habit. [...]

(a) BothDisc

- Biography A: I graduated from Missouri 
S&T [...]
- Biography B: I was born on the planet 
Krypton [...]
- Biography C: I am a competitive glider 
pilot [...]

You know that  interlocutor’s biography is as 
follows:

      I graduated from the University of 
Chicago [...]

Given the following dialogue, guess which 
of the provided biographies corresponds to 
target speaker 

                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                  [MASKED]

Coffee, black, no sugar or 
cream.  [...]

                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                  [MASKED]

Sorry about that.  It's just 
habit. [...]

(b) BioDisc

- Biography A: I graduated from Missouri 
S&T [...]
- Biography B: I was born on the planet 
Krypton [...]
- Biography C: I am a competitive glider 
pilot [...]

You know that  interlocutor’s biography is as 
follows:

[MASKED]

Given the following dialogue, guess which 
of the provided biographies corresponds to 
target speaker 

                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                  Good morning! What can I 
get for you?

Coffee, black, no sugar or 
cream.  [...]

                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                  
Oh great.  Clark Kent, aka The 
Man From Heaven, is now 
ordering coffee [...]

Sorry about that.  It's just 
habit. [...]

(c) TurnsDisc

- Biography A: I graduated from Missouri 
S&T [...]
- Biography B: I was born on the planet 
Krypton [...]
- Biography C: I am a competitive glider 
pilot [...]

You know that  interlocutor’s biography is as 
follows:

[MASKED]

Given the following dialogue, guess which 
of the provided biographies corresponds to 
target speaker 

                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                  [MASKED]

Coffee, black, no sugar or 
cream.  [...]

                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                  [MASKED]

Sorry about that.  It's just 
habit. [...]

(d) BothMask

Figure 3: Information disclosure configurations used in the evaluation: (a) BothDisc: both the interlocutor’s
biography and turns are visible to the evaluator; (b) BioDisc: only the interlocutor’s biography is visible, while
their turns are masked in the dialogue; (c) TurnsDisc: only the interlocutor’s turns are visible, with their biography
masked; (d) BothMask: both the interlocutor’s biography and turns are masked. The illustrated examples are
simplified for clarity and demonstrate the input available to evaluators in each condition.

judge’s ability to correctly identify speakers. We
observe that providing the LLM-as-a-judge with
the interlocutor’s biographical information signifi-
cantly enhances the judge’s accuracy. This suggests
that in the gold data the interlocutor’s information
is relevant to the judge LLM. When both the in-
terlocutor’s biography and their turns are provided
(BothDisc), the model achieves a high accuracy
of 0.820. Providing the biography only (BioDisc)
still supports robust performance, with a compa-
rable accuracy of 0.805. Masking the biography
instead yields a notable drop: relying solely on the
interlocutor’s disclosed turns (TurnsDisc) lowers
the performance (0.588 accuracy), while masking
both the biography and turns (BothMask) leads to
further reductions (0.577 accuracy).

Disclosure Acc Prec Rec F1

BothDisc 0.820 0.838 0.817 0.819
BioDisc 0.805 0.822 0.801 0.802
TurnsDisc 0.588 0.629 0.583 0.581
BothMask 0.577 0.619 0.571 0.568

Table 1: LLM-as-a-judge results on PRODIGy gold
dialogues across various degrees of interlocutor infor-
mation disclosure.

The performance of the LLM-as-a-judge on gold
dialogues clearly demonstrates its ability to accu-
rately identify speakers. Moreover, the analysis
highlights that biographical information plays a
critical role in significantly enhancing the model’s

speaker recognition capabilities.

4.2 Fine-Tuned Model’s Generations

In this section, we present the results of the evalua-
tion of the fine-tuned model’s dialogues.

The fine-tuned model effectively adapts its re-
sponses to both the target and interlocutor
speakers (Q1) As shown in Table 2, the inter-
locutor’s biography plays a more significant role
than their conversational turns. This indicates that
the model efficiently tailors its responses to the in-
terlocutor’s biography. Notably, the performances
for conditions where both the interlocutor’s biogra-
phy and turns are disclosed (BothDisc) and where
only the biography is disclosed (BioDisc) are com-
parable (0.594 accuracy). Instead, performance
drops significantly when only interlocutor’s turns
are disclosed (TurnsDisc) or both interlocutor’s turns
and biography are masked (BothMask) (accuracy of
0.517 and 0.515, respectively). These lower scores,
compared to gold dialogues, could also be due to a
data contamination effect, as the judge LLM might
be familiar with the gold dialogues.

These results highlight the importance of the
interlocutor’s information in enabling evaluators
to correctly match the target speaker’s biography,
suggesting that the model appropriately adapts its
responses to both the target and interlocutor.

17969



Disclosure Acc Prec Rec F1

BothDisc 0.594 0.618 0.594 0.588
BioDisc 0.594 0.615 0.595 0.589
TurnsDisc 0.517 0.552 0.518 0.508
BothMask 0.515 0.546 0.515 0.505

Table 2: LLM-as-a-judge results on fine-tuned model’s
dialogues across different degrees of interlocutor infor-
mation disclosure.

The fine-tuned model adapts well to familiar
speaker pairings but struggles with unfamiliar
ones (Q2) Table 3 highlights that the LLM-as-
a-judge performs best in dialogues with familiar
speaker pairings, such as PRODIGy-PRODIGy
pairs from the same movie or non-PRODIGy-non-
PRODIGy pairs (0.703 accuracy). This improved
performance likely stems from the pairings align-
ing with the LLM’s prior knowledge, leading to
more intuitive dialogues. Conversely, the model’s
performance drops substantially with unfamiliar
speaker pairings, such as PRODIGy-PRODIGy
pairs from different movies or PRODIGy-non-
PRODIGy pairings (0.496 accuracy), indicating
that these dialogues are more challenging for
speaker identification.

Speakers Acc Prec Rec F1

Familiar 0.703 0.728 0.701 0.699
Unfamiliar 0.496 0.524 0.498 0.487

Table 3: LLM-as-a-judge results on fine-tuned model’s
generated dialogues across different speaker pairings.

Overall, dialogues generated from familiar speaker
pairs make it easier to identify the target speaker’s
biography, while unfamiliar pairings prove less in-
tuitive, leading to a lower generalisation ability.

The fine-tuned model effectively generalises
across topics (Q2) Table 4 shows that the LLM
maintains relatively stable performance across dif-
ferent topics, with performance only slightly higher
for the familiar topic (0.566 vs 0.561 accuracy).

Topic Acc Prec Rec F1

Familiar 0.566 0.595 0.566 0.558
Unfamiliar 0.561 0.588 0.563 0.554

Table 4: LLM-as-a-judge results on fine-tuned model’s
dialogues across topics.

The results reveal no significant differences in per-
formance between dialogues with familiar topics

and those with unfamiliar topics, suggesting robust
generalisation across topics instead.

4.3 Zero-Shot Generations
The results in this section are based on dialogues
generated in a zero-shot setting. The findings are
consistent with those observed for the gold dia-
logues and the fine-tuned model’s generations.

In a zero-shot setting, the model effectively tai-
lors its responses to both target speaker and
interlocutor (Q1) Table 5 shows results for var-
ious interlocutor’s information disclosure settings.
As for the fine-tuned model, performance is high-
est when both biography and turns are disclosed
(BothDisc, 0.755 accuracy). Partial disclosure – ei-
ther only biography (BioDisc) or turns (TurnsDisc)
– yields slightly lower metrics, while masking both
(BothMask) yields the lowest accuracy.

Disclosure Acc Prec Rec F1

BothDisc 0.755 0.769 0.754 0.754
BioDisc 0.751 0.763 0.749 0.749
Turns Disc 0.742 0.771 0.740 0.740
BothMask 0.735 0.757 0.734 0.733

Table 5: LLM-As-A-Judge performance metrics for
different disclosure types in zero-shot dialogues.

These findings underscore that the dialogue model
adapts appropriately to the interlocutor’s informa-
tion, allowing for better speaker recognition.

In a zero-shot setting, the model adapts well to
familiar speaker pairings but struggles with un-
familiar ones (Q2) Table 6 shows that dialogues
involving familiar speaker pairs yield better perfor-
mance metrics (e.g., 0.816 accuracy). In contrast,
dialogues between unfamiliar speaker pairings lead
to a marked drop (0.696 accuracy). This pattern
mirrors the trends observed in the fine-tuned model,
emphasising the importance of familiar speaker
pairings for coherent dialogue generation.

Speakers Acc Prec Rec F1

Familiar 0.816 0.831 0.816 0.815
Unfamiliar 0.696 0.718 0.695 0.694

Table 6: LLM-as-a-judge results on zero-shot generated
dialogues across different speaker pairings.

In a zero-shot setting, the model effectively gen-
eralises across topics (Q2) Table 7 shows a con-
sistent performance of the LLM across familiar and
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unfamiliar topics. This trend, consistent with that
of the fine-tuned model, suggests that the LLM can
robustly generalise in a zero-shot setting.

Topic Acc Prec Rec F1

Familiar 0.737 0.755 0.736 0.735
Unfamiliar 0.735 0.756 0.735 0.734

Table 7: LLM-As-A-Judge performance for zero-shot
dialogues across topics.

4.4 Fine-Tuning vs Zero-Shot

Notably, the performance metrics for zero-shot dia-
logues are higher than for the fine-tuned model. We
hypothesise that this may be due to the LLMs ten-
dency to replicate information directly from their
prompts (Russo et al., 2023; Casula et al., 2024).
In our scenario, the model might replicate in the
generations details from the provided biographies.
While facilitating speaker recognition, this "copy-
paste" tendency may also limit the model’s ability
to fully capture and convey deeper characteristics
of speakers, resulting in outputs that merely copy
the surface elements of the biographical data. To
investigate this hypothesis, we conducted an addi-
tional analysis examining word overlaps between
the speakers’ biographies and their turns.

Additional fine-tuning on persona-based dia-
logues is beneficial to the model (Q3) The re-
sults revealed a pronounced tendency for the zero-
shot setting to reuse specific terms directly from
the biographies. Checking rare words from the
biographies, we found that they appeared up to
eight times more frequently in zero-shot dialogues
(40.69%) compared to those generated by the fine-
tuned model (5.18%) and to the gold dialogues
(5.84%). Details are in Table 20 in Appendix E.3.
This "copy-paste" behaviour makes the speaker
more easily recognisable, but also the outputs more
superficial. In contrast, the fine-tuned model’s gen-
erations seem to resemble more the gold dialogues,
indicating a stronger ability to generate responses
reflecting deeper speaker characteristics.4

Figure 4 illustrates this phenomenon. The bi-
ographies describe two distinct personas: one is
a petroleum engineer who thrives in collaborative
problem-solving environments, while the other is a

4A similar phenomenon was discussed in (Occhipinti et al.,
2024), where models fine-tuned on data with high overlap
between dialogues and biographies resulted in trivial "copy-
pasting" models.

        ‘s Biography
I graduated from Missouri S&T with a degree in petroleum engineering, which 
has shaped my career and my approach to life. / I work for a leading oil 
company, where I enjoy tackling complex challenges in the field. / I thrive in 
collaborative environments, leading teams to innovate and implement 
efficient solutions. /  …

     ‘s Biography
I am a competitive glider pilot who thrives on the exhilaration of soaring 
through the skies. / During the week, I work as a mechanical engineer, where 
I get to apply my hands-on skills to design innovative solutions. / I believe 
the camaraderie among glider pilots is the most rewarding aspect of the 
sport. / …

                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                  Oh boy -- what happened?  Did you crash or something? Let me 
take a look.

No, no, it's fine -- just had some trouble getting started. My 
plane isn't really cooperating today… this engine problem --

Zero-Shot

Fine-Tuned

                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                  
I love how you mentioned the importance of camaraderie in 
your community - it's something that resonates with me too. As 
a petroleum engineer, I lead some amazing projects that 
involve collaborating with groups of people towards a common 
goal.  

That's so true! As a glider pilot, I can attest to the power of 
teamwork and camaraderie. There's nothing like the sense of 
accomplishment when you're part of a tight-knit group of 
flyers.  

Figure 4: Comparison of dialogues generated in a zero-
shot setting vs. the fine-tuned model, using the same
input and Non-PRODIGy characters.

glider pilot who values camaraderie. While the dia-
logue from the zero-shot setting merely reproduces
these exact terms instead of more common alterna-
tives (e.g., friendship among pilots), the fine-tuned
models’ dialogue reflects deeper persona traits by
portraying a collaborative and problem-solver per-
son speaking to a pilot facing engine issues.

Notably, while looking at infrequent words
clearly shows the “copy-paste" phenomenon, this
is not limited to rare word repetition. We also
observe significantly higher BLEU, ROUGE, and
METEOR scores when comparing biographies and
dialogue turns in the zero-shot setting compared to
the fine-tuned model (e.g., the average METEOR
score for the fine-tuned model is 0.043, whereas it
is 0.140 for the zero-shot setting; see Table 21 in
Appendix E.3). This indicates that copying extends
to broader content overlap, not just rare words.

5 Human Evaluation Results

The human evaluation, conducted by evaluators
hired through Prolific, consisted of 360 assess-
ments focusing on a subset of dialogues previ-
ously evaluated by the LLM-as-a-judge. Dialogues
were randomly selected and stratified by experi-
ment type and level of interlocutor information
disclosure to ensure balanced representation. Due
to the "copy-paste" phenomenon observed in zero-
shot dialogues, which could make the task trivial,
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the evaluation was limited to gold dialogues and
dialogues generated by the fine-tuned model.

Overall, the trends observed in the human eval-
uation align with those from the LLM-as-a-judge
assessment. However, scores from the human eval-
uation are considerably lower than those for the
LLM-as-a-judge, indicating that LLMs surpass hu-
man capabilities in this task. This observation is
consistent with previous findings (Youyou et al.,
2015; Flekova et al., 2016; De Mattei et al., 2020).

Human evaluations confirm that the model ef-
fectively adapts its responses to target and in-
terlocutor speakers (Q1) Human evaluation re-
sults show that providing the interlocutor’s biogra-
phy significantly improves biography recognition
for both generated and gold dialogues. In con-
trast, masking both the interlocutor’s biography
and turns severely hinders the evaluators’ ability to
accurately identify the correct biography.

Table 8 presents the human evaluation results
across the four levels of interlocutor information
disclosure. Disclosing both interlocutor’s biogra-
phy and turns leads to the most accurate identifi-
cation of the target speaker, as indicated by the
highest accuracy (0.509 in BothDisc). Notably, re-
vealing only the interlocutor’s turns while masking
their biography results in better outcomes (0.474
accuracy in TurnsDisc) compared to providing the
interlocutor’s biography while masking their turns
(0.449 accuracy in BioDisc). The lowest accuracy
is observed when all interlocutor information is
masked (0.351 accuracy in BothMask).

Disclosure Acc Prec Rec F1

BothDisc 0.509 0.478 0.375 0.395
BioDisc 0.449 0.447 0.388 0.370
TurnsDisc 0.474 0.434 0.385 0.375
BothMask 0.351 0.332 0.248 0.249

Table 8: Human evaluation results on fine-tuned model’s
generations and gold dialogues across different degrees
of interlocutor information disclosure.

Human evaluations confirm that the model bet-
ter adapts its responses with familiar speaker
pairings, while struggles with unfamiliar ones
(Q2) Evaluators achieve the highest performance
when dealing with dialogues involving common
speaker pairings. The results in Table 9 indicate
that generating dialogues from common speaker
pairings leads to higher target speaker recognition

(0.497 accuracy), whereas unfamiliar pairings re-
sult in lower performance (0.373 accuracy).

Speakers Acc Prec Rec F1

Familiar 0.497 0.512 0.440 0.419
Unfamiliar 0.373 0.336 0.264 0.273

Table 9: Human evaluation results on fine-tuned gener-
ated dialogues across different speaker pairings.

A post-hoc interview with the evaluators re-
vealed that they were unable to differentiate be-
tween the generations and the gold dialogues, sug-
gesting that the model’s outputs closely mirrored
the style and characteristics of the gold dialogues.
The evaluators also reported that identifying the
correct biography was challenging in most cases,
as multiple biographies could plausibly match the
target’s turns. In many instances, the choice was
determined only by spotting a small detail.

6 Conclusion

We studied the role of interlocutor information in
persona-based dialogue generation, analysing how
LLMs adapt their responses based on both target
speaker and interlocutor characteristics. We intro-
duced a novel, systematic framework for evaluating
the model’s ability to (i) align responses with both
target and interlocutor personas; (ii) its generalisa-
tion abilities across familiar and unfamiliar speaker
pairings and across topics familiar and unfamil-
iar to the target speaker; (iii) and the impact of
fine-tuning compared to zero-shot generation. Our
findings reveal that while models effectively align
responses with target speakers and adapt to inter-
locutor biographies, their performance drops with
unfamiliar pairings. Similarly, models demonstrate
strong generalisation across different topics, even
those unfamiliar to the target speaker. Notably, di-
alogues generated in a zero-shot setting achieve
higher speaker recognition accuracy by directly
"copy-pasting" biographical details, thereby also
leading to much more superficial dialogues. In con-
trast, fine-tuned models more accurately capture
deeper speaker traits. These insights have practical
relevance for personalised dialogue systems, such
as digital assistants, chatbots, and social robots,
where maintaining a consistent and contextually
appropriate persona is essential for enhancing user
trust, engagement, and interaction.
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Limitations

Our experiments rely on the PRODIGy dataset,
which features movie dialogues and fictional char-
acters. This choice may introduce stereotyped roles
and inherent biases. Additionally, while our eval-
uation combines LLM-as-a-judge and human as-
sessments, each method has limitations: the LLM
evaluator might be affected by data contamination,
and human evaluations are subject to individual
interpretation and limited reproducibility.

Ethics Statements

Role-play agents carry several risks, including tox-
icity, bias, hallucinations, and privacy violations
(Chen et al., 2024). Early studies have revealed a
tendency of these models to generate harmful con-
tent (Wen et al., 2023), which not only degrades
the user experience but also presents significant
safety concerns. Furthermore, they often exhibit
role-based biases, stemming from both inherent bi-
ases in their pre-training data (Xue et al., 2023) and
user prompts that may inadvertently direct them
toward biased outputs (Perez and Ribeiro, 2022;
Branch et al., 2022). Additionally, these systems
might exhibit character hallucination (Ahn et al.,
2024), i.e., producing responses that do not align
with their assigned roles. Lastly, role-play systems
may pose privacy risks by inadvertently disclosing
users’ private information (Krishnamurthy et al.,
2011; Corrigan et al., 2014).
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A Dialogue Annotation With Topic

In this section, we detail the dialogue annotation
process for topic labelling.

First, each dialogue was assigned three candi-
date topics using Llama 3.1 8B Instruct (Dubey
et al., 2024)5. Next, we extracted the most fre-
quent topics by analysing the word stems in these
labels and selected the 100 most common stems.
These stems were then clustered into broader the-
matic categories, and each dialogue was assigned
the corresponding cluster label based on its gen-
erated topics. Finally, we validated the labelling
accuracy by manually reviewing and correcting a
sample of 200 dialogues. The complete procedure
is outlined in Algorithm 1.

Algorithm 1 Topic Annotation
1: function ANNOTATETOPICS(Dialogues)
2: for all d ∈ Dialogues do
3: Td ← GENERATETOPICS(d, 3)
4: end for
5: W ← EXTRACTSTEMS(

⋃
d∈Dialogues Td)

6: S ← SELECTTOP(W , 100)
7: C ← CLUSTERSTEMS(S)
8: for all d ∈ Dialogues do
9: d.label← ASSIGNCLUSTERLABEL(Td, C)

10: end for
11: HUMANVALIDATIONLABELS(Dialogues, 200)
12: end function

B Model Fine-Tuning and Generations

We fine-tuned the Llama 3.1 8B Instruct using
QLoRA (Dettmers et al., 2023), with learning rate
3e-4, low-rank approximation set to 16, low-rank
adaptation set to 8, and dropout rate set to 0.06.
Evaluation steps were set at 524, batch size at 4
and gradient accumulation step at 2. We employed
10 epochs with early stopping after 3 epochs.

For generation, we set top-p to 0.9, temperature
to 0.8, and applied a repetition penalty of 1.2.

5We excluded 10 dialogues with harmful content, as the
model declined to assign topics to them.

6Followed hyper-parameters as https://github.com/
pytorch/torchtune/blob/main/recipes/configs/
llama3_1/8B_qlora_single_device.yaml
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We framed both processes as a next-turn gen-
eration task. Dialogue data was introduced incre-
mentally, turn by turn, allowing the model to better
capture and adapt to conversational context.

C Prompts

C.1 Non-PRODIGy Character Generation
Prompt

To generate biographies in the style of PRODIGy,
we used the prompt shown in Table 10 to guide
GPT4o-mini. Each persona from the Persona Hub
dataset was unfamiliarly assigned a gender and a
Myers-Briggs Type Indicator (MBTI) personality
type. To ensure alignment with PRODIGy biogra-
phies, we instructed GPT4o-mini to include de-
tails about the individual’s job, relationship status,
lifestyle, and family background.

PROMPT 1
Considering the following persona sentence:

[persona sentence]

the following gender:

[gender]

and the following mbti:

[mbti]

please create a profile of a person, using the follow-
ing structure:

{{"gender": "gender", "mbti": "mbti",
"biography": [ "sentence 1", "sentence
2", "...", "sentence 10" ]}}

Please ensure the biography contains up to 10 sen-
tences in the first person singular. Include de-
tails about the individual’s job, relationship status,
lifestyle, and family background. Be sure to cap-
ture a varied portrayal of the individual’s life and
character.
Please ensure to provide the dictionary only, with-
out anything else.

Table 10: Prompt to generate Non-PRODIGy biogra-
phies

C.2 Generation Prompt
Table 11 shows the prompt employed for genera-
tions, both in fine-tuning and zero-shot settings.

C.3 Judge LLM prompts
In this section, we showcase the four prompts em-
ployed for the LLM-as-a-Judge evaluation. Ta-

PROMPT 2
You are [target speaker]. Your biography is as
follows:

[biography sentences]

You are having a dialogue with [interlocutor
speaker]. Their biography is as follows:

[biography sentences]

You are discussing about the topic [topic]. Con-
sidering the dialogue history, provide an answer
to [interlocutor speaker]. Be sure to provide
the answer only.

[dialogue history]

Table 11: Prompt for both fine-tuning and dialogue
generation

ble 12 displays the prompt for the BothDisc con-
figuration, where both the interlocutor’s biography
and turns are disclosed. Table 13 corresponds to
the BioDisc setting, where only the interlocutor’s
biography is disclosed while their turns are masked.
Similarly, the TurnsDisc configuration (Table 14)
masks the interlocutor’s biography while disclos-
ing their turns. Finally, Table 15 represents the
BothMask condition, where both the interlocutor’s
biography and turns are masked.

D Experimental Design Details

This section outlines our experimental settings, as
detailed in Table 16. We designed seven exper-
iments to assess how speaker pairing and topic
variation affect dialogue generation, introducing
incremental randomness to control for the data con-
tamination effect. We label a configuration as fa-
miliar when the speakers belong to the same movie
or belong to the same context (i.e., Non-PRODIGy
characters), and as unfamiliar when the speakers
belong to atypical contexts (e.g., characters coming
from different movies or movie characters talking
to ordinary persons). In Exp1, we preserve both the
original PRODIGy pairing (target P1, interlocutor
P2) and topic. Exp2 introduces a topic unfamiliar
to the target speaker while keeping the original pair-
ing. In Exp3, we replace the original PRODIGy
Speaker 2 with a character from a different movie
(target P1, interlocutor Prand), while keeping the
topic familiar with the target speaker; Exp4 ran-
domises both Speaker 2 and the topic. For exper-
iments involving non-PRODIGy speakers, Exp5
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PROMPT 3
You know that interlocutor’s biography is as
follows:

[interlocutor’s biography]

Given interlocutor’s biography and the follow-
ing dialogue about the topic [topic], your task is
to guess which of the provided biographies corre-
sponds to target speaker. The biographies are
provided at the end of the dialogue. Please pro-
vide your answer as "Biography A", "Biography
B", or "Biography C". Please make your guess
even though the dialogue may sound a little weird
or unnatural. Your response must follow this JSON
format: {"Guess": "Biography X"}

DIALOGUE

[Dialogue]

BIOGRAPHIES

Biography A: [Biography A sentences]
Biography B: [Biography B sentences]
Biography C: [Biography C sentences]

Table 12: Both interlocutor’s biography and turns dis-
closed

PROMPT 4
You know that interlocutor’s biography is as
follows:

[interlocutor’s biography]

Given interlocutor’s biography and the follow-
ing dialogue about the topic [topic], in which
interlocutor’s turns are masked, your task is
to guess which of the provided biographies cor-
responds to target speaker. The biographies are
provided at the end of the dialogue. Please pro-
vide your answer as "Biography A", "Biography
B", or "Biography C". Please make your guess
even though the dialogue may sound a little weird
or unnatural. Your response must follow this JSON
format: {"Guess": "Biography X"}

DIALOGUE

[Dialogue]

BIOGRAPHIES

Biography A: [Biography A sentences]
Biography B: [Biography B sentences]
Biography C: [Biography C sentences]

Table 13: Interlocutor’s biography disclosed, turns
masked

pairs the original PRODIGy Speaker 1 with a new
non-PRODIGy Speaker 2 (target P1, interlocutor

PROMPT 5
Given the following dialogue about the topic
topic, your task is to guess which of the provided
biographies corresponds to target speaker. The
biographies are provided at the end of the dialogue.
Please provide your answer as "Biography A", "Bi-
ography B", or "Biography C". Please make your
guess even though the dialogue may sound a little
weird or unnatural. Your response must follow this
JSON format: {"Guess": "Biography X"}

DIALOGUE

[Dialogue]

BIOGRAPHIES

Biography A: [Biography A sentences]
Biography B: [Biography B sentences]
Biography C: [Biography C sentences]

Table 14: Interlocutor’s biography masked, turns dis-
closed

PROMPT 6
Given the following dialogue about the topic
topic, in which interlocutor’s turns are
masked, your task is to guess which of the provided
biographies corresponds to target speaker. The
biographies are provided at the end of the dialogue.
Please provide your answer as "Biography A", "Bi-
ography B", or "Biography C". Please make your
guess even though the dialogue may sound a little
weird or unnatural. Your response must follow this
JSON format: {"Guess": "Biography X"}
DIALOGUE

[Dialogue]

BIOGRAPHIES

Biography A: [Biography A sentences]
Biography B: [Biography B sentences]
Biography C: [Biography C sentences]

Table 15: Both interlocutor’s biography and turns
masked

Nrand) while maintaining the topic, whereas Exp6
uses both a random non-PRODIGy Speaker 2 and
a random topic. Finally, Exp7 features an entirely
new pairing of non-PRODIGy speakers (target N1,
interlocutor N2) with a random topic.

E Detailed Automatic Results

E.1 Fine-Tuned Model’s Results

In this section, we explore how the LLM-as-a-judge
performs under various disclosure scenarios when
identifying speakers in dialogues generated by the
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Exp Target Interlocutor Topic Pairing

Exp1 P1 P2 Familiar Familiar
Exp2 P1 P2 Unfamiliar Familiar
Exp3 P1 Prand Familiar Unfamiliar
Exp4 P1 Prand Unfamiliar Unfamiliar
Exp5 P1 Nrand Familiar Unfamiliar
Exp6 P1 Nrand Unfamiliar Unfamiliar
Exp7 N1 N2 Unfamiliar Familiar

Table 16: Overview of experimental configurations as-
sessing the impact of speaker pairing and topic variation
on dialogue generation.

fine-tuned model, by systematically varying the
information provided—ranging from full access
to interlocutors’ biographies and dialogue turns to
masking this information. The results, as outlined
in Table 17, highlight the model’s adaptability and
its limitations when confronted with unfamiliar or
artificially constructed scenarios.

Revealing both the interlocutor’s biography and
their previous turns yields high accuracy scores,
0.83 in Exp1 and 0.807 in Exp2. Providing only
the biography while masking the turns still yields
strong accuracy, 0.825 in Exp1 and 0.805 in Exp2.
However, when both the biography and turns are
masked, accuracy drops markedly to 0.587 in Exp1
and 0.570 in Exp2. These results suggest that the
fine-tuned model effectively incorporates character
biographies, even across varying topics, allowing
the judge LLM to reliably identify speakers.

The model’s performance shifts significantly
when we introduce more artificial scenarios, i.e.,
PRODIGy speakers coming from different movies
(Exp3) or combinations of PRODIGy and Non-
PRODIGy characters (Exp4). When both biog-
raphy and dialogue turns are disclosed, accuracy
drops noticeably to 0.558 in Exp3 and 0.560 in
Exp4, substantially lower than in the original char-
acter scenarios. Interestingly, revealing only the
interlocutor’s turns while masking the biography
yields slightly improved scores (accuracy of 0.578
in Exp3 and 0.572 in Exp4). Conversely, providing
only the biography while masking the turns low-
ers performance, with accuracy scores of 0.553 in
Exp3 and 0.558 in Exp4.

The performance drop is even more pronounced
when PRODIGy characters are paired with Non-
PRODIGy characters. In these cases, even full dis-
closure of both biography and turns yields weaker
scores (0.407 in Exp5 and 0.405 in Exp6). Provid-
ing only the interlocutor’s biography while mask-
ing their turns results in slightly improved perfor-

mance for Exp5 (0.414 accuracy) but lower scores
for Exp6 (0.399 accuracy). Surprisingly, the best
scores occur when both the interlocutor’s biogra-
phy and turns are masked (accuracy of 0.435 for
Exp5 and 0.460 for Exp6). Detailed breakdowns
for Exp5 and Exp6 in Speaker1 and Speaker2 met-
rics, as shown in Table 18, indicate these poor
scores are due to the fact that the model struggles to
effectively recognise non-PRODIGy interlocutors.

In the case of dialogues between unfamiliar non-
PRODIGy speakers (Exp7), the highest accuracy
(0.606) appears when only the biography is dis-
closed and the turns are masked. Providing both the
biography and turns reduces performance slightly
to 0.591. Masking the biography, however, causes
a severe drop, with accuracy scores of 0.414 when
only turns are disclosed and 0.415 when both biog-
raphy and turns are masked.

Exp Disclosure Acc Prec Rec F1

Exp1

BothDisc 0.830 0.846 0.825 0.828
BioDisc 0.825 0.841 0.820 0.822
TurnsDisc 0.601 0.640 0.596 0.592
BothMask 0.587 0.620 0.582 0.577

Exp2

BothDisc 0.807 0.825 0.808 0.808
BioDisc 0.805 0.823 0.806 0.804
TurnsDisc 0.565 0.604 0.566 0.561
BothMask 0.570 0.606 0.571 0.567

Exp3

BothDisc 0.558 0.591 0.561 0.554
BioDisc 0.553 0.578 0.556 0.549
TurnsDisc 0.578 0.622 0.582 0.573
BothMask 0.565 0.604 0.568 0.560

Exp4

BothDisc 0.560 0.582 0.558 0.551
BioDisc 0.558 0.578 0.556 0.549
TurnsDisc 0.572 0.609 0.570 0.561
BothMask 0.572 0.607 0.570 0.562

Exp5

BothDisc 0.407 0.429 0.409 0.398
BioDisc 0.414 0.436 0.416 0.403
TurnsDisc 0.434 0.469 0.436 0.421
BothMask 0.435 0.465 0.438 0.423

Exp6

BothDisc 0.405 0.421 0.411 0.396
BioDisc 0.399 0.414 0.406 0.391
TurnsDisc 0.458 0.490 0.466 0.450
BothMask 0.460 0.491 0.467 0.452

Exp7

BothDisc 0.591 0.631 0.589 0.584
BioDisc 0.606 0.637 0.605 0.602
TurnsDisc 0.414 0.433 0.412 0.397
BothMask 0.415 0.431 0.412 0.395

Table 17: Judge LLM results fine-tuned model’s genera-
tions

E.2 Zero-Shot Results
Table 19 presents the metrics from our zero-shot
experiments. Compared to the fine-tuned model’s
results, these zero-shot evaluations follow similar
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Acc Prec Rec F1
Disclosure Sp1 Sp2 Sp1 Sp2 Sp1 Sp2 Sp1 Sp2

Exp5

BothDisc 0.552 0.262 0.578 0.270 0.559 0.261 0.545 0.248
BioDisc 0.541 0.286 0.571 0.292 0.548 0.284 0.533 0.270
TurnsDisc 0.562 0.306 0.600 0.323 0.569 0.304 0.554 0.284
BothMask 0.565 0.306 0.599 0.313 0.572 0.303 0.558 0.283

Exp6

BothDisc 0.530 0.280 0.548 0.287 0.534 0.290 0.523 0.269
BioDisc 0.515 0.283 0.539 0.286 0.519 0.292 0.509 0.273
TurnsDisc 0.563 0.354 0.592 0.379 0.567 0.364 0.556 0.341
BothMask 0.574 0.346 0.614 0.364 0.580 0.353 0.569 0.335

Table 18: Judge LLM results for Exp5 and Exp6 for Speaker 1 and Speaker 2 identification in fine-tuned model’s
generations.

trends but consistently yield higher scores.
When dealing with dialogues generated using

original PRODIGy speaker pairings (Exp1 and
Exp2), the judge model performs particularly well
when it has access to the interlocutor’s biography.
In Exp1 (with original topic), disclosing both biog-
raphy and turns yields an accuracy of 0.882, while
disclosing the biography alone still achieves 0.878.
Similarly, in Exp2 (random topic), accuracy re-
mains high at 0.887 and 0.888, respectively. In
contrast, masking the biography leads to a perfor-
mance drop. When only the interlocutor’s turns
are disclosed, accuracy declines to 0.750 in Exp1
and 0.774 in Exp2, and further drops when both
biography and turns are masked, reaching 0.737 in
Exp1 and 0.730 in Exp2.

When PRODIGy speakers come from different
movies or interact with Non-PRODIGy characters,
performance declines. In these scenarios (Exp3 and
Exp4), biographical information offers no clear ad-
vantage, while focusing on interlocutor turns or
masking all interlocutor details proves more effec-
tive. In Exp3, disclosing only turns yields an ac-
curacy of 0.718, slightly improving to 0.722 when
both biography and turns are masked. In contrast,
revealing both interlocutor’s biography and turns
lowers accuracy to 0.701, and providing only the
biography results in an even lower 0.694. A similar
pattern emerges in Exp4, where disclosing only
turns achieves the highest accuracy (0.725), fol-
lowed by masking both (0.712), while approaches
that reveal biography perform worse (0.691 and
0.676, respectively).

Performance degradation is even more pro-
nounced when pairing PRODIGy characters with
Non-PRODIGy characters (Exp5 and Exp6). In
these cases, disclosing interlocutor’s biographi-
cal information actually hinders performance com-
pared to relying solely on interlocutor’s turns or

masking both elements. In Exp5, the highest ac-
curacy (0.730) is achieved by masking both inter-
locutor’s biography and turns, followed closely by
disclosing only their turns (0.723). In contrast,
providing interlocutor’s biography leads to signifi-
cantly worse performance, with accuracy dropping
to 0.657 when both biography and turns are dis-
closed and 0.654 when only biography is revealed.
Exp6 follows a similar trend, where the best re-
sults occur when both elements are masked (0.731)
or when only turns are disclosed (0.723), while
disclosing biography results in the lowest scores
(0.645 with both biography and turns disclosed,
0.636 with only biography disclosed).

However, when evaluating dialogues between
non-PRODIGy speakers (Exp7), performance are
similar to those observed in the original PRODIGy
pairing scenarios. The highest accuracy score
(0.826) is achieved when only the interlocutor’s
biography is disclosed, with nearly identical per-
formance (0.824 accuracy) when both biography
and turns are provided. Performance declines when
biographical information is masked, dropping to
accuracy scores of 0.778 when only turns are dis-
closed and 0.786 when both turns and biography
are masked.

E.3 Overlap Metrics and Rare Words

To assess how extensively models replicate infor-
mation from the target biographies into generated
target turns, we examined the incorporation of spe-
cific rare words from the target biographies into the
generated speaker turns. When a specific rare word
from a biography appears in the turns, it enhances
the recognisability of the target speaker. This pat-
tern indicates a tendency for the model to copy and
paste biographical information into the dialogue.

For this analysis, we employed the wordfreq

17979



Exp Disclosure Acc Prec Rec F1

Exp1

BothDisc 0.882 0.889 0.883 0.882
BioDisc 0.878 0.884 0.879 0.878
TurnsDisc 0.750 0.777 0.751 0.749
BothMask 0.737 0.755 0.738 0.736

Exp2

BothDisc 0.887 0.898 0.886 0.888
BioDisc 0.888 0.898 0.887 0.888
TurnsDisc 0.774 0.799 0.772 0.773
BothMask 0.730 0.748 0.728 0.728

Exp3

BothDisc 0.701 0.718 0.700 0.698
BioDisc 0.694 0.707 0.693 0.692
TurnsDisc 0.718 0.749 0.717 0.717
BothMask 0.722 0.745 0.721 0.720

Exp4

BothDisc 0.691 0.705 0.692 0.690
BioDisc 0.676 0.689 0.677 0.673
TurnsDisc 0.725 0.751 0.726 0.723
BothMask 0.712 0.735 0.713 0.710

Exp5

BothDisc 0.657 0.672 0.652 0.653
BioDisc 0.654 0.667 0.649 0.650
TurnsDisc 0.723 0.752 0.718 0.722
BothMask 0.730 0.749 0.725 0.727

Exp6

BothDisc 0.645 0.665 0.644 0.642
BioDisc 0.638 0.659 0.638 0.636
TurnsDisc 0.723 0.759 0.722 0.722
BothMask 0.731 0.761 0.731 0.730

Exp7

BothDisc 0.824 0.839 0.821 0.822
BioDisc 0.826 0.840 0.823 0.824
TurnsDisc 0.778 0.807 0.773 0.774
BothMask 0.786 0.809 0.781 0.783

Table 19: Judge LLM results on zero-shot generations

library7, utilising its zipf_frequency function,
which ranks word rarity on a logarithmic scale.
This scale represents the base-10 logarithm of the
frequency per billion words (Van Heuven et al.,
2014). For instance, a word with a Zipf value of
6 appears once per thousand words, while a value
of 3 corresponds to once per million words. In our
analysis, we defined rare words as those with a Zipf
frequency below 4.0, focusing on infrequent terms
to better capture copying tendencies.

Table 20 shows the percentage of dialogues
where at least one rare word from the target
speaker’s biography also appears in their dialogue
turns. Across all experiments, the zero-shot (ZS)
setting consistently demonstrates higher overlap
percentages than the fine-tuned (FT) model. For
example, in Exp1, ZS reaches 41.84% compared to
FT’s 9.68%. The gold test set is included for com-
parison, showing a much lower overlap of 5.84%.
These results highlight the zero-shot models’ ten-
dency to replicate rare biographical terms in gener-
ated dialogues.

7https://github.com/rspeer/wordfreq/

% dialogues

Test 5.84%

FT ZS

Exp1 9.68% 41.84%
Exp2 7.84% 39.76%
Exp3 5.04% 42.64%
Exp4 6.24% 40.64%
Exp5 3.28% 40.00%
Exp6 3.36% 36.48%
Exp7 0.72% 43.44%

Table 20: Percentage of dialogues where the target
speaker’s biography and dialogue turns share at least
one rare word (threshold 4.0), comparing Fine-Tuned
(FT) and Zero-Shot (ZS) settings.

Besides the use of rare words, we also com-
puted overlap scores using METEOR, BLEU-1,
and ROUGE-1 metrics8. The results, detailed in Ta-
ble 21, include comparisons with the overlap scores
between biographies and the gold turns. The results
reveal that overlap metrics are significantly higher
in the zero-shot setting compared to the fine-tuned
setting across all configurations (e.g., Exp1 ME-
TEOR: FT 0.047 vs ZS 0.131; Exp7 METEOR: FT
0.036 vs ZS 0.153). Additionally, the scores for the
fine-tuned model more closely match those of the
gold dialogues (e.g., METEOR 0.032), suggesting
an adaptation to the dialogues’ gold characteristics.

METEOR BLEU-1 ROUGE-1
Test 0.032 0.016 0.051

FT ZS FT ZS FT ZS

Exp1 0.047 0.131 0.043 0.155 0.045 0.123
Exp2 0.046 0.129 0.043 0.154 0.044 0.123
Exp3 0.044 0.142 0.041 0.158 0.042 0.133
Exp4 0.045 0.138 0.041 0.156 0.043 0.130
Exp5 0.042 0.144 0.036 0.171 0.041 0.147
Exp6 0.042 0.141 0.036 0.170 0.042 0.145
Exp7 0.036 0.153 0.027 0.182 0.039 0.164

Table 21: Overlap metrics between speakers’ biogra-
phies and turns: fine-tuned model’s generations (FT) vs
zero-shot generations (ZS)

F Human Evaluation Guidelines

Table 22 outlines the instructions provided to hu-
man evaluators for the evaluation task. Evaluators
are presented with dialogues between two speakers
and must identify the correct biography (Profile A,
Profile B, or Profile C) for one of the speakers.

8To compute the metrics we employed the Evaluate library
(https://huggingface.co/docs/evaluate/).
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HUMAN EVALUATION GUIDELINES
You will be presented with a series of dialogues
between two speakers.
For each dialogue your task is to guess the correct
biography (Profile) of one of the two speakers.
There are 3 possible Profiles to choose among
(shown at the end of the dialogue as "Profile A",
"Profile B", or "Profile C"). Please make your
guess even though the dialogue may sound a little
weird or unnatural. You will also have the possibil-
ity to leave any comment you deem relevant about
each dialogue/task in the “comments” field.

IMPORTANT: for each dialogue we have differ-
ent configurations where we either disclose or hide
some of the interlocutor’s information:

- We will either provide or not interlocutor profile,
in the latter case we use the tag [MASKED]

- We will either show or mask other speakers’ turns
in the dialogue.

Table 22: Human Evaluation Guidelines

G Fine-Tuned Model’s Generation
Examples

In this section, we showcase four dialogues gen-
erated by the fine-tuned model. The first dia-
logue, involving an original PRODIGy speaker
pairing (James Cole and Dr. Railly from the 12
Monkeys movie), accurately captures Cole’s para-
noia and Railly’s composed professionalism. The
second dialogue pairs PRODIGy characters from
different movies (Walter Sobchak from The Big
Lebowski and Spider-Man), effectively preserving
Walter’s confrontational nature and Spider-Man’s
guilt-ridden introspection. The third dialogue in-
volves a PRODIGy character (again Walter) inter-
acting with a Non-PRODIGy character (a data ana-
lyst), showcasing Walter’s strong opinions against
the analyst’s more reserved responses. The fourth
dialogue, between two Non-PRODIGy characters
(a high school student and a psychologist), main-
tains an introspective tone, reflecting their emo-
tional depth. Across all dialogues, the model suc-
cessfully aligns responses with the given persona
traits, ensuring consistency.
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DIALOGUE 1
Prompt:

You are Speaker1. Your biography is as follows:

• I live in what is left of Philadelphia in 2035.
• I am single, but I am developing feelings for my psychiatrist, Dr. Railly.
• I am a total nutcase, completely deranged, delusional, paranoid.
• I am visiting 1990, after being tossed in jail; I have been sent back in time to learn about a virus before

it started mutating.
• When I told others I was from the future, they thought I was out of my mind and threw me in an insane

asylum.

You are having a dialogue with Speaker2. Their biography is as follows:

• I am an intelligent and even-keeled psychiatrist.
• Philadelphia police asked me to diagnose the sanity of James Cole, a prisoner living in an underground

compound.
• I am a good-natured, idealistic woman.
• I am arrogant and self-assured, but not obnoxiously smug like some of my colleagues.
• I am helpful and kind, and genuinely care about my patients.

Dialogue:

Speaker1: Dr. Railly... please help him! He’s going to kill us all –
Speaker2: James... you need to calm down now. You can’t let yourself get this upset because if we’re
going to work together here you both have to be able to stay focused on the task at hand which is
identifying who he might be and why he did this to himself. Okay?
Speaker1: Who?!
Speaker2: His name is probably someone he trusts or has access too.
Speaker1: Okay okay – I know that already – his wife maybe...
Speaker2: Let’s talk to each other very clearly right now. What do we know about Joseph Dunn?
Speaker1: He killed seven people then turned the gun on himself... Oh wait, no one knows who he really
is yet... so there’s nothing to say.
Speaker2: Exactly. And now let’s go over everything else that happened last night when these things
were occurring.

Table 23: A dialogue between James Cole and Dr. Cassandra Railly from the movie 12 Monkeys
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DIALOGUE 2
Prompt:

You are Speaker1. Your biography is as follows:

• I am owner of Sobchak Security; I use the combat knowledge I accumulated during the Vietnam War.
• I am divorced from my ex-wife Cynthia after five years of marriage.
• I live in Southern California.
• I spend most of my time at the local bowling alley and picking fights with those who don’t respect the

rules.
• I am stubborn, aggressive, and a mentally unhinged believer in rules.

You are having a dialogue with Speaker2. Their biography is as follows:

• I am a superhero and freelance photographer taking and selling pictures of myself as Spider-Man.
• I am kind, reserved, clever, a lifelong outcast, and I tend to be quiet.
• Whenever I am Spider-Man, I become a consummate jokester, using one-liners to irritate my foes.
• I am living an unrequited love: I have always had a crush on my neighbor Mary Jane Watson, who

seems out of my reach.
• I am super strong, super agile, capable of sensing danger, and able to shoot webs out of my hands.

Dialogue:

Speaker1: He’s coming home! He’s coming home! You gotta get back up there!
Speaker2: How can you expect me –
Speaker1: It doesn’t matter how you got here. What matters is that it was your job to save him now that
he needs help. And if you walk away without doing something for this guy, then you’re not Superman...
you’re just a bunch of hot air!!
Speaker2: That’s enough!!!
Speaker1: No – it ain’t! Not when someone else has done what you couldn’t do. Not while I’ve stood by
like some damn cheerleader. It ends tonight, Spidey – and so does our partnership.
Speaker2: Wait... wait before you go, tell them everything. Please. Let me explain. Everything happened
too fast. My father was dying. That cop died because of me. They thought they could kill another man off
like a spider – like "Spider-Man." And I did nothing until I found MJ. She needed help.
Speaker1: She? The girl? Yes, but she didn’t need all the rest of us either – or anything else except you.
Now listen to me: we gonna take care of Mr. Parker. We’ll find his friends. We’ll make some calls, see if
anyone wants to buy these goddamn pictures.
Speaker2: What?!

Table 24: A dialogue between Walter Sobchak from The Big Lebowski and Spider-Man
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DIALOGUE 3
Prompt:

You are Speaker1. Your biography is as follows:

• I am owner of Sobchak Security; I use the combat knowledge I accumulated during the Vietnam War.
• I am divorced from my ex-wife Cynthia after five years of marriage.
• I live in Southern California.
• I spend most of my time at the local bowling alley and picking fights with those who don’t respect the

rules.
• I am stubborn, aggressive, and a mentally unhinged believer in rules.

You are having a dialogue with Speaker2. Their biography is as follows:

• I work as a data analyst in a tech company, where I enjoy solving complex problems with numbers.
• As an introvert, I often find solace in my own company and prefer small gatherings to large parties.
• I have a deep love for Marvel movies and comics, and I get really anxious when I encounter spoilers.
• In my free time, I enjoy reading graphic novels and binge-watching the latest superhero series on

streaming platforms.
• I live alone in a cozy apartment filled with Marvel memorabilia and cozy blankets.

Dialogue:

Speaker1: Do you know what this place used to be?
Speaker2: The Satchel Pig restaurant... What’s it now? A movie set?
Speaker1: A motel. It was called the El Rancho Motel. The best damn motel between LA and San
Francisco.
Speaker2: Well, that explains why they didn’t tear it down.
Speaker1: People around here, they’ve got too much loyalty. They’re like family. You can’t just knock
them out. That’s one thing wrong with America today, we lack our sense of community. We all need
more loyalty. Like me.
Speaker2: Yeah right.
Speaker1: They used to hold parties there every Friday night. All kinds of people would
come—businessmen, prostitutes, truckers, you name it. And there’d always be music, dancing, girls doing
their hair under strobe lights. They were wild times. This building over here, it’s the old lounge bar. The
bartender still works there—Richie. He remembers me.
Speaker2: What did he say?

Table 25: A dialogue between Walter Sobchak from The Big Lebowski and a Non-PRODIGy character
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DIALOGUE 4
Prompt:

You are Speaker1. Your biography is as follows:

• I am a high school student who finds inspiration in literature, often losing myself in the worlds created
by authors.

• Currently, I work part-time at a local bookstore, where I enjoy helping customers find their next great
read.

• In my free time, I volunteer at a community center, where I assist with after-school programs for
younger kids.

• I value my close relationships, but I tend to prefer smaller gatherings over large parties, as I feel more
comfortable in intimate settings.

• My family is supportive of my goals, and they encourage me to pursue my interests in both reading and
service.

You are having a dialogue with Speaker2. Their biography is as follows:

• I am a clinical psychologist specializing in cognitive behavioral therapy, primarily working with clients
who struggle with mood disorders.

• My passion for understanding the human mind stemmed from a personal journey through anxiety and
depression during my teenage years.

• I enjoy spending my evenings reading about the latest research in psychology or delving into a good
novel, often in the comfort of my home.

• In my professional life, I strive to create a warm and supportive environment for my clients, helping
them navigate their challenges.

• I am currently single, focusing on my career and personal growth, though I do cherish the close
friendships I have built over the years.

Dialogue:

Speaker1: Gosh – thanks! You know that’s really sweet of you.
Speaker2: Well – I think it was kind of helpful for me too –
Speaker1: Really? How so?
Speaker2: It made me realize how much I’d like to be able to help people somehow, which has been
something I’ve always wanted to do, ever since college when I first started volunteering here.
Speaker1: That makes sense... because this place seems pretty cool to hang out at anyway.
Speaker2: Yeah well – yeah – there isn’t exactly a lot going on around here, if you can imagine –
Speaker1: But maybe being stuck here is better than most places – you’re making such progress. That
would make any town seem fun. Are we doing okay here? Can I try asking another question? Because
what I want to ask is why your face looks sad all the time. Like underneath everything else – even when
things look fine up top, deep down it just feels wrong. Is that true?
Speaker2: Yes. But let me explain before you get upset... It’s not anything specific. More just knowing
bad stuff happens to everyone sooner or later no matter how lucky or happy they appear otherwise.
Anyway, getting back to you – don’t worry. We’ll keep hanging out – one way or another. All set on that
end.

Table 26: A dialogue between a high school student and a clinical psychologist
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