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Abstract

Knowledge editing, which aims to update the
knowledge encoded in language models, can
be deceptive. Despite the fact that many ex-
isting knowledge editing algorithms achieve
near-perfect performance on conventional met-
rics, the models edited by them are still prone
to generating original knowledge. This paper
introduces the concept of “superficial editing”
to describe this phenomenon. Our comprehen-
sive evaluation reveals that this issue presents
a significant challenge to existing algorithms.
Through systematic investigation, we identify
and validate two key factors contributing to this
issue: (1) the residual stream at the last sub-
ject position in earlier layers and (2) specific
attention modules in later layers. Notably, cer-
tain attention heads in later layers, along with
specific left singular vectors in their output ma-
trices, encapsulate the original knowledge and
exhibit a causal relationship with superficial
editing. Furthermore, we extend our analy-
sis to the task of superficial unlearning, where
we observe consistent patterns in the behav-
ior of specific attention heads and their corre-
sponding left singular vectors, thereby demon-
strating the robustness and broader applicabil-
ity of our methodology and conclusions. Our
code is available at https://github.com/
jiakuan929/superficial-editing.

1 Introduction

The inherent static nature of knowledge embedded
within a pretrained large language model (LLM)
poses a fundamental limitation as the real world
evolves. To address this issue, the concept of
knowledge editing has been proposed to modify
specific knowledge in LLMs while ensuring that
unrelated knowledge remains unaffected (Zhu et al.,
2020). To date, numerous studies have been con-
ducted on knowledge editing, encompassing di-
verse methodologies (Zhu et al., 2020; De Cao
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Figure 1: An example of superficial editing with the
LLaMA3-8B-Instruct model. Following the editing pro-
cess, the model accurately responds to Query 1. How-
ever, when presented with Query 2 as input, the edited
model reverts to generating the original answer.

et al., 2021; Mitchell et al., 2022a; Mitchell et al.,
2022b; Meng et al., 2022; Meng et al., 2023; Zheng
et al., 2023), paradigms (Hartvigsen et al., 2023;
Fang et al., 2024; Jiang et al., 2024; Cai and Cao,
2024; Xu et al., 2023; Wang et al., 2024c; Wang
et al., 2024a; Wu et al., 2024), evaluation strate-
gies (Zhong et al., 2023; Cohen et al., 2024; Rosati
et al., 2024; Yang et al., 2024; Ma et al., 2024),
and applications (Wang et al., 2024d; Uppaal et al.,
2024; Chen et al., 2024a). Although significant
progress has been made in these endeavors, a criti-
cal challenge persists: models that appear to have
been successfully edited may unexpectedly revert
to their original knowledge when exposed to spe-
cific contextual inputs. As shown in Figure 1, the
edited model demonstrates the capability to appro-
priately respond to the query “The President of the
United States is”. However, when the context “Is
Joe Biden the President of the U.S.?” is incorpo-
rated into the query, the updated model reverts to
generating responses based on its original knowl-
edge. The phenomenon reveals the potential decep-
tiveness of knowledge editing: edited models may
revert to their original knowledge, undermining the
goal of enabling continuous knowledge updates in
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LLMs. This limitation severely hinders the practi-
cal utility and reliability of knowledge editing.

In this paper, we define a knowledge editing
process as “superficial editing” when the result-
ing model appears to successfully integrate new
knowledge, yet reverts to its original knowledge
when exposed to carefully crafted prompts. To
quantitatively evaluate this issue, we introduce
“attack probe”, which is a specifically designed
prompt consisting of an attack prefix and a base-
line prompt (as exemplified by Query 2 in Figure
1). We develop three attack types based on two
widely used datasets and assess several editing al-
gorithms across three models. Empirical results
demonstrate that while the majority of editing algo-
rithms exhibit strong performance on conventional
evaluation metrics, models edited through these ap-
proaches remain vulnerable to attack probes. For in-
stance, both PMET (Li et al., 2024) and AlphaEdit
(Fang et al., 2024) demonstrate near-optimal per-
formance in terms of editing efficacy; however,
they exhibit superficial editing in over 70% of the
cases. This finding suggests that current parameter-
editing algorithms are fundamentally inadequate in
addressing the challenge of superficial editing.

To elucidate the underlying mechanisms of this
phenomenon, we focus on the core components of
the Transformer architecture (Vaswani et al., 2017).
We initially conduct intervention experiments on
the residual stream at two token positions. First,
our intervention at the last subject position in ear-
lier layers reveals shifts in prediction probabilities.
Second, we intervene at the last position and find
that this intervention exerts a significant effect in
the later layers, where the probability of the orig-
inal answer exceeds that of the new answer. This
shift is a prerequisite for superficial editing, a phe-
nomenon we term the “Reversal of the Residual
Stream” (RRS). Additionally, our preliminary anal-
ysis of Multi-Layer Perceptron (MLP) and Multi-
Head Attention reveals that specific attention mod-
ules in later layers play a significant role. Based
on the observations, we formulate two hypotheses:
(H1) The enrichment of new knowledge at the
last subject position in earlier layers is impeded,
and the accumulation of the original knowledge
at this position is relatively limited. (H2) The
later attention modules actively incorporate in-
formation related to original knowledge into the
last position, thereby facilitating the RRS phe-
nomenon and consequently inducing the occur-
rence of superficial editing. To validate H1, we

project the representation of the last subject posi-
tion in each layer into the vocabulary space. We ob-
serve greater suppression of the new answer when
the attack probe is used as input, compared to the
baseline prompt. However, despite this suppression
effect, the ranking of the original answer consis-
tently lags behind that of the new answer in the
earlier layers, indicating minimal enrichment of the
original knowledge. To validate H2, we first estab-
lish that the later attention modules exhibit a causal
relationship with the RRS phenomenon, highlight-
ing their critical role. Subsequently, we analyze the
attention heads and confirm that a causal correla-
tion exists between certain heads in later layers and
superficial editing. Furthermore, we investigate the
internal mechanisms of attention heads through sin-
gular value decomposition (SVD) and demonstrate
that specific left singular vectors are responsible
for encoding the original knowledge and contribut-
ing to superficial editing. These findings provide
robust evidence in support of H2.

To demonstrate the broader applicability of our
interpretability analysis framework, we extend our
investigation to a distinct task: superficial unlearn-
ing, wherein the unlearned model fails to truly
forget the target information. Our experimental
results reveal a strong correlation between this phe-
nomenon and specific attention heads along with
their corresponding singular vectors, substantiating
the generalizability of both our analytical method-
ology and conclusions.

The primary contributions of this paper are as
follows: (1) We formally define superficial edit-
ing and provide corresponding evaluation datasets
and metrics, thereby completing the assessment
of multiple algorithms. (2) We identify and vali-
date two critical factors contributing to superficial
editing: the residual stream in earlier layers and
specific attention modules in later layers. Addi-
tionally, we explore the internal mechanisms of the
attention module and reveal that specific attention
heads and their corresponding left singular vectors
are responsible for superficial editing. (3) We apply
our analytical approach to superficial unlearning.
The consistent finding across both phenomena val-
idates the robustness and broader applicability of
both our methodology and conclusions.

2 Problem Formulation

Knowledge editing, which aims to adjust the knowl-
edge of a language model, can generally be ex-

17757



Methods Wiki Rep Que

Eff. Gen. Loc. OM] OPJ | Eff Gen. Loc. OMJ] OPJ | Efff Gen. Loc. OM| OPJ]
FT 100 80.51 5237 4945 51.65| 100 70.54 4446 30.68 3598 | 100 87.90 33.87 29.07 31.40
MEND 98.31 65.25 47.63 35.16 39.56 | 100 50.99 5129 3447 3836 | 100 8145 39.52 3373 3837
ROME 100 9492 85.08 5495 5824 | 100 97.52 8475 61.74 64.02 | 100 99.19 82.74 38.37 38.37
MEMIT 100 94.07 86.10 52.75 5495 | 100 98.27 87.18 40.15 4242 | 100 100 82.58 37.21 37.21
PMET 9492 85.59 90.00 70.33 7243 |99.50 93.32 91.88 66.67 7197 |96.67 89.17 88.17 39.29 41.67
r-ROME | 96.61 92.37 86.78 5495 57.14 | 99.01 97.28 89.11 64.39 68.18 | 98.33 97.50 84.50 4048 40.48
AlphaEdit | 100 83.90 88.98 72.53 73.62 | 100 9233 9223 68.18 7197 | 100 88.33 87.67 3452 3571

Table 1: Evaluation results of superficial editing conducted on LLaMA3-8B-Instruct using the CF-a dataset. Wiki,
Rep, and Que represent the three attack types defined in Section 2. Experimental results for other models and

datasets are available in Appendix B.

pressed as follows:
(5,7,0) = (s,7,07) M

where s is subject (e.g., United States), r is relation
(e.g., President), o is the pre-editing object (e.g.,
Joe Biden), o* is the post-editing object (e.g., Don-
ald Trump), and e is a prompt used for editing (e.g.,
“The President of the United States is”’). We define
the following attack prefixes for o:

a € A= {Wiki(0),Rep (0),Que (0)}, 2)

where a is an attack prefix, Wiki (o) denotes the
Wikipedia summary of o, Rep (o) denotes the rep-
etition of o, and Que (o) represents a question in-
corporating s, r, and o simultaneously (e.g., Is
Joe Biden the President of the U.S.?). The set of
all queries derivable from s and r is denoted as
Z = {x | s, = x}. According to the editing oper-
ation defined in Equation 1, the edit is classified as
superficial editing if the edited model f’ satisfies
the following conditions:

f'(z)=o0" x€eL 3)
fladz)=0 ac A xel,
where @ denotes text concatenation. To quantify
the extent of superficial editing, we define the fol-

lowing metrics:

OM =E, [f' (a ® x) = o]

4
OP=E,[P(o|a®dz)>P(0" |ad®x)], @

where OM indicates whether the model’s prediction
matches the original answer o, and OP measures
whether the output probability of o exceeds that of
o*. Higher values of OM and OP reflect a greater
degree of superficial editing.

3 Evaluation of Superficial Editing

This section evaluates multiple representative
parameter-editing algorithms for superficial edit-
ing. We first describe the evaluation setup of our

experiment (§3.1), followed by a comprehensive
assessment of various methods (§3.2).

3.1 Evaluation Setup

Data Collection. To construct our evaluation
dataset for superficial editing, we employ two
widely used datasets in knowledge editing: Coun-
terFact (Meng et al., 2022) and ZsRE (Zhu et al.,
2020). First, we select cases where the model
has already acquired the corresponding knowledge.
Next, based on the definition, we generate three
attack prefixes and concatenate them with the base-
line prompts from the original dataset to construct
attack probes. Finally, we evaluate all instances,
filtering the cases that meet the definition to cre-
ate two enhanced datasets, designated as CF-a and
ZsRE-a, respectively. The detailed construction
procedure is provided in Appendix A.

Baselines. We employ the following knowledge
editing methods as baselines: FT (Zhu et al., 2020),
MEND (Mitchell et al., 2022a), ROME (Meng
et al., 2022), MEMIT (Meng et al., 2023), PMET
(Li et al., 2024), r-ROME (Gupta et al., 2024), and
AlphaEdit (Fang et al., 2024).

Models & Metrics. We conduct experiments us-
ing three powerful language models: LLaMA3-8B-
Instruct!, Qwen2.5-7B-Instruct, and Qwen2.5-14B-
Instruct?. In addition to the metrics specifically
defined for superficial editing in Equation (4), we
also report three conventional knowledge editing
metrics: Efficacy (Eff.), Generalization (Gen.), and
Locality (Loc.), respectively. The formal defini-
tions for them are detailed in Appendix B.

1https://huggingface.co/meta—llama/
Meta-Llama-3-8B-Instruct

2https://qwenlm.github.io/blog/qwen2.5-11m/
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3.2 Evaluation Results

Table 1 presents our evaluation results. Notably,
while the models edited using various methods
demonstrate near-perfect performance on conven-
tional metrics, particularly Efficacy, they exhibit
significant vulnerability to attack probes. For in-
stance, under the Wiki attack scenario, both PMET
and AlphaEdit achieve superior Efficacy scores,
yet simultaneously maintain high OM metrics of
70.33% and 72.53%, respectively. This under-
scores the severity of superficial editing. The re-
sults also highlight the limitations of conventional
evaluation frameworks, which inadequately capture
the practical effectiveness of knowledge editing al-
gorithms. The experimental findings motivate our
subsequent investigation into the underlying mech-
anisms of superficial editing.

4 Mechanistic Analysis of Superficial
Editing

This section presents a comprehensive investiga-
tion into the underlying mechanisms responsible
for superficial editing. We initiate our analysis by
examining the influence of the three fundamental
components within the Transformer architecture:
Residual Stream (He et al., 2016; Elhage et al.,
2021), Multi-Layer Perceptron (MLP), and Multi-
Head Attention. Building upon the observations,
we formulate two key hypotheses (§4.1). Subse-
quently, we conduct rigorous empirical validation
of these hypotheses, systematically elucidating the
causal factors underlying superficial editing (§4.2
and §4.3). Furthermore, we extend our analysis to
investigate the related task of superficial unlearn-
ing, thereby demonstrating the generalizability of
our approach and conclusions (§4.4).

4.1 Effects of Transformer Components

4.1.1 Effect of the Residual Stream

To investigate the influence of the Residual Stream,
we implement two distinct forward propagation
procedures: a ‘“clean run” using the baseline
prompt e as input and a “corrupted run” using the
attack probe a & e as input. Through these two
forward passes, we can obtain the outputs of each
layer in the model:

H={h"|ic0,T),le0,L)} )
H={hieo,T)1e0,L)}, ©)

o
o

= >
ES NAP w/o intervention = NAP w/o interventii
5 NAP ‘5 NAP /
§ 0.5 —— OAP =8 0.5 _— oar 4
S I 0AP tervention = --- OAPwiointervention o4
A -
00 2T 0.0 .
0 10 20 30 0 10 20 30
Layer Layer
(a) Last subject token. (b) Last token.
1.0 1.0
> o
E NAP w/o intervention E NAP w/o intervention
i) NAP 3 NAP )
= 0.5 —— OAP s 0.5 . o /
S - OAP w S | OAP w/o intervention 74
(=™ A s
,.«»/
0.0 0.0 —ereerereresee et
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(c) Last subject token. (d) Last token.

Figure 2: Intervention results of LLaMA3-8B-Instruct
edited by ROME (2a, 2b) and MEMIT (2c, 2d) at differ-
ent tokens. The final probabilities without any interven-
tion are depicted by dashed lines in the respective colors.
Results for other models are provided in Appendix C.1.

where H and H denote the hidden states of the
clean and corrupted runs, respectively. 7' and T
represent the sequence lengths of the two inputs,
and L is the number of layers. Subsequently, we
introduce an intervention within the residual stream
of the clean run. More precisely, we replace the
representation of a specific token at layer [ with its
corresponding representation from the corrupted
run at the same layer:

~ (1)
R « Ry, )

where t(y and t1 denote the indices of the same to-
ken in e and a & e, respectively. In this study, we
concentrate on two distinct positions: (1) the last
position of the subject, which has been identified
as crucial for a specific process (Geva et al., 2023);
(2) the last position of the sentence, which serves as
the primary basis for the model to predict the next
token. Following intervention at each layer, we can
determine the original answer probability (OAP)
and the new answer probability (NAP) of the edited
model. To establish a baseline for comparison, we
additionally compute the mean OAP and NAP of
the clean run without any interventions. The results
are illustrated in Figure 2. As shown in the figure,
the residual streams at these two positions exert
a causal effect on the model’s predictions. The
residual stream at the last subject position predomi-
nantly influences the earlier layers (Figures 2a, 2c),
whereas the residual stream at the last position pri-
marily affects the later layers (Figures 2b, 2d). The
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Figure 3: Latent probabilities of the original answer for
the input and output of the MLP and Attention output
matrix in LLaMA3-8B-Instruct edited by ROME (3a,
3b) and MEMIT (3¢, 3d). Results for other models are
presented in Appendix C.1.

latter’s impact is more pronounced, as the OAP
exceeds the NAP, which is a critical prerequisite
for superficial editing. We formally designate this
observed pattern in the later layers as the “Reversal
of the Residual Stream” (RRS) phenomenon.

4.1.2 Effect of MLP and Attention

The impact of both the MLP and Multi-Head Atten-
tion on model predictions arises from their iterative
refinement of the vector at the last position, thereby
enhancing its predictive capacity for generation.
To investigate their effects, we extract both the in-
put and output vectors at the last position from the
MLP and the attention output matrix W ,. These
vectors are projected into the vocabulary space us-
ing the “logit lens” technique (nostalgebraist, 2020;
Geva et al., 2022; Dar et al., 2023; Halawi et al.,
2024), enabling us to observe the probability of the
original answer o within each latent probability dis-
tribution. A detailed explanation of this technique
is provided in Appendix D.

The findings are illustrated in Figure 3. Our anal-
ysis demonstrates that the probability of o within
the latent probability distribution of each MLP
layer’s output is consistently lower than that of its
input. In contrast, certain attention modules exhibit
an inverse pattern in later layers, where the proba-
bility of o in the output distribution is significantly
higher than that of the input. This observation sug-
gests that the RRS phenomenon is likely driven by
attention modules in later layers.

4.1.3 Insights and Hypotheses

Through our experiments, we have identified sev-
eral critical insights: (1) The residual stream asso-
ciated with the last subject position in the earlier
layers demonstrates a correlation with superficial
editing. When considered in conjunction with the
subject enrichment process (Geva et al., 2023), two
possible scenarios emerge: either the attack prefix
facilitates the accumulation of original knowledge,
or it disrupts the enrichment of new knowledge.
Given the significant reduction in NAP, the latter
appears to be the more plausible explanation. (2)
Specific later attention layers incorporate informa-
tion related to o into the last position, indicating
that they may contribute to the RRS phenomenon,
ultimately leading to superficial editing.

In conclusion, we formulate the following two
hypotheses: (H1) The enrichment of new knowl-
edge at the last subject position in earlier layers
is impeded, and the accumulation of the original
knowledge at this position is relatively limited.
(H2) The later attention modules actively incor-
porate information related to original knowledge
into the last position, thereby facilitating the RRS
phenomenon and consequently inducing the occur-
rence of superficial editing.

4.2 Investigation and Validation of H1

To validate H1, two propositions must be con-
firmed: (1) the enrichment of new knowledge
within the earlier residual stream is hindered, and
(2) the earlier residual stream exhibits negligible
accumulation of original knowledge.

To confirm proposition (1), we extract the rep-
resentations of the last subject position from both
the clean and corrupted runs. To quantify the sup-
pression effect, we introduce the Inhibition Score
ds):

15? (0") = —log Prr, (o* | hy)) , ®)
where h;l) denotes the representation of the last
subject token, and Py, represents the latent proba-
bility of 0* derived from the logit lens. A higher in-
hibition score indicates a stronger inhibitory effect.
The results are illustrated in Figure 4. Our analy-
sis reveals that the negative logarithmic probability
of the new answer decreases gradually, indicating
a corresponding increase in its latent probability.
Furthermore, the IS value for the corrupted run ex-
ceeds that of the clean run in earlier layers (e.g.,
layers 5-15), suggesting that the enrichment of new

17760



15 15
° Comuptedrun Corrupted run
5 Clean run 5 Clean run
210 @ 10
& £
25 Z s
e =
0 0
0 10 20 30 0 10 20 30
Layer Layer
(a) ROME. (b) MEMIT.

Figure 4: The Inhibition Scores at each layer for
LLaMA3-8B-Instruct edited by ROME and MEMIT.
The convex portion of the bar for the corrupted run in-
dicates a higher IS value compared to the clean run.
Results for other settings are provided in Appendix C.2.
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Figure 5: The rankings of 0 and o™ in the latent proba-
bility distribution at the last subject token for LLaMA3-
8B-Instruct edited by ROME and MEMIT. Results for
other models are provided in Appendix C.2.

knowledge is inhibited.

To confirm proposition (2), we compute the rank-
ings of o and o* within the latent probability distri-
butions of the last subject position across all layers
in the corrupted runs. As shown in Figure 5, the
ranking of the original answer consistently falls be-
hind that of the new answer in earlier layers. Com-
bined with our prior analysis, despite the suppres-
sion of new knowledge enrichment, the ranking of
o fails to surpass that of o* in earlier layers, indicat-
ing negligible accumulation of original knowledge
at this specific position.

4.3 Investigation and Validation of H2

To validate H2, we first establish a causal rela-
tionship between the later attention modules and
the “Reversal of the Residual Stream” (RRS) phe-
nomenon, highlighting the crucial role of attention
for superficial editing (§4.3.1). Following this, we
demonstrate that specific attention heads within
the later attention modules actively integrate infor-
mation related to the original answer into the last
position. Additionally, we demonstrate a causal
relationship between these attention heads and the
occurrence of superficial editing (§4.3.2). To fur-
ther understand the internal mechanisms, we apply

o
o

> >
= NAP w/o intervention = NAP w/o intervention
i) NAP B NAP
= 05 . oap s 0.5 . o
S OAP w/o intervention e OAP w/o intervention
AT e ~

0.0 el 0.0 o

0 10 20 30 0 10 20 30
Layer Layer
(2) ROME. (b) MEMIT.

Figure 6: Intervention effects following critical atten-
tion module ablation in LLaMA3-8B-Instruct edited by
ROME and MEMIT. We present the results of other
models in Appendix C.3.

singular value decomposition (SVD) to the output
matrices of these heads, revealing that the linear
combination of certain left singular vectors encap-
sulates information associated with original knowl-
edge, contributing to superficial editing (§4.3.3).

4.3.1 The Role of Attention

To investigate the correlation between the RRS phe-
nomenon and the attention modules in later layers,
we set the output of selected critical attention lay-
ers (e.g., layer 27 in Figure 3b) to zero and extract
representations from all layers during the corrupted
run. Following the method in Section 4.1.1, we
substitute the representation at the last position in
the clean run and compute the final probabilities of
o and o*. The results are presented in Figure 6. A
comparative analysis between Figures 2b, 2d, and
6 demonstrates that after ablating the specific atten-
tion modules, NAP is no longer surpassed by OAP,
indicating that the RRS phenomenon has been mit-
igated. This observation establishes a significant
correlation between these attention modules and
superficial editing.

4.3.2 The Role of Attention Head

Our analysis has revealed a significant correlation
between specific later attention modules and the oc-
currence of superficial editing. This naturally leads
to the question regarding the mechanistic pathways
by which these later attention modules influence
the final predictions. To explore this, we conduct a
head-level analysis of attention mechanisms. Let
() denote the input vector to the attention out-
put matrix W(Ol) at the last position. Through the
logit lens technique, we derive the latent original
probability of each head (LOPH):

LOPH = P, (O | Wg‘h)w(l‘h)) ) ®
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Figure 7: LOPH of LLaMA3-8B-Instruct edited by
ROME and MEMIT. Results for other models are pro-
vided in Appendix C.3.

New
w/o abl.  abl.

Original

Models ‘Methods wioabl.  abl.

TAP

LLaMA3- | ROME 57.17 3558 21.59 | 1649 2071 4.2
8B-Instruct | MEMIT | 5690 37.36 19.54 | 1568 1838 270
Qwen2.5- | ROME 57.83 3652 2131 | 11.84 1757 5.73
7B-Instruct | MEMIT | 57.54 3240 25.14 | 1221 2608 13.87
Qwen2.5- | ROME 5571 39.99 1572 | 13.99 2140 7.41
14B-Instruct | MEMIT | 55.03 3725 17.78 | 13.79 2224 845

Table 2: Ablation effects of the prominent heads. (Orig-
inal: original answer; New: new answer; w/o abl.: with-
out ablation; abl.: with ablation; | AP: probability
decrease; T A P: probability increase)

where Wg’h) represents the output matrix for the
h-th head, with 2(“") denoting its corresponding
input vector.

The results of LOPH are depicted in Figure 7.
Our analysis demonstrates that specific attention
heads integrate information related to the original
knowledge into the last position. This observation
suggests that these prominent attention heads may
play a significant role in facilitating superficial edit-
ing. To validate the causal relationship, we perform
the corrupted run by zeroing the output of attention
heads with LOPH values exceeding 7. We set 7 to
0.1 and examine the model’s output probabilities
for both 0 and o*, with quantitative results provided
in Table 2. Additional experimental results for vary-
ing values of 7 are provided in Appendix C.3. The
results demonstrate a decrease in the probability
of o, accompanied by a corresponding increase
in the probability of o* after the removal of these
attention heads. This suggests partial mitigation
of superficial editing, providing evidence for the
causal role of these attention heads.

4.3.3 Dissection of Attenion Head

To elucidate the efficacy of these attention heads
for superficial editing, we perform singular value
decomposition on Wg’h). Given the last position

vector (") of the input, we have:

|
-

z= Wg’h):c(l’h) =

i

r—1 r—1
= Zuigi (v;r:c“’h)) = Z i,

i=0 i=0
where \; = aiv;-ra:(l’h) is a scalar. This equation
demonstrates that the output of an attention head
can be expressed as a linear combination of the
left singular vectors derived from its output ma-
trix, with the coefficients determined by the input.
Consequently, we hypothesize that the superficial
editing induced by attention heads is attributable
to specific left singular vectors. We set the coeffi-
cient of the i-th singular vector to 0 to derive zég)l
and identify the top p% most significant vectors
through the following procedure:

(uioiv;r) (C<l’h>

Il
o

10)

S, = Top-P [PLL (0] z) — Prr (o | zg;;)] .

We define the Decoding Success Rate (DSR) to
assess whether the linear combination of the identi-
fied vectors captures the target knowledge:

DSR = E [1 [t € Top-K (2 (S.))]], (12)

where ¢ is the target token (o or 0*), Top-K (z (Sy,))
denotes the first K tokens derived from decoding
the linear combination of the identified vectors via
the logit lens. The results in Table 3 demonstrate
that across all heads, the DSR of o consistently
exceeds that of o* by a large margin, supporting
our hypothesis.

To further examine the causal relationship be-
tween these left singular vectors and superficial
editing, we perform an ablation study on the identi-
fied crucial vectors during forward propagation and
observe the probabilities of the model generating
both o0 and o*. The experimental results, presented
in Table 4, illustrate that the removal of the iden-
tified singular vectors leads to a decrease in OAP
and an increase in NAP. These findings demon-
strate that the identified singular vectors causally
contribute to superficial editing.

4.4 Superficial Unlearning

To further demonstrate the generalizability of our
interpretability analysis framework, we extend our
methodology to an additional task: superficial un-
learning, a scenario in which the unlearned model
fails to truly forget the target information. Conse-
quently, there exists a potential for this information
to be reactivated (Lynch et al., 2024; Yuan et al.,
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Ton-K L23H27 L24H3 L27H20 L30H29 L31H6 L31H7

P 5% 10% 5% 10% 5% 10% | 5% 10% 5% 10% 5% 10%

5 6.06 9.85 | 50.76 62.88 | 64.39 7197 | 1439 16.67 | 62.88 73.48 | 62.88 71.97

Original 10 6.82 10.61 | 57.58 67.42 | 67.42 7348 | 15.15 16.67 | 65.15 75.00 | 65.15 72.73
15 10.61 11.36 | 61.36 68.18 | 70.45 75.76 | 1591 16.67 | 67.42 75.76 | 6591 73.48

5 0.00 000 | 6.06 455 | 455 379 | 227 227 | 227 152 | 227 3.03

New 10 000 076 | 682 6.06 | 6.06 682 | 455 379 | 530 4.55 | 530 6.06
15 000 076 | 758 6.82 | 6.82 9.09 | 833 455 | 6.82 530 | 758 9.09

Table 3: Decoding Success Rate (DSR) of the identified vectors across different heads in LLaMA3-8B-Instruct

edited by ROME. p% is set to 5% and 10%. Results for other settings are provided in Appendix C.3.

5% 10%
Models | Methods OAP NAP OAP NAP
w/oabl. abl. | AP w/oabl. abl. 1T AP |w/oabl. abl. |AP w/oabl. abl. 1 AP
LLaMA3-8B- | ROME | 61.41 5280 861 1612 2048 436 | 6141 4864 1277 1612 2265 653
Instruct MEMIT | 5742 4861 881 1705 21.64 459 | 5742 4442 1300 1705 2348 643
Qwen2.5-7B- | ROME | 6433 5591 842 1193 1705 5.12 | 6433 5111 1322 1193 1944 751
Instruct MEMIT | 6641 61.83 458 1572 1901 329 | 6641 5825 816 1572 2131 559
Qwen2.5-14B- | ROME | 62.87 5694 593 1739 2079 3.40 | 6287 5378 9.09 1739 2269 530
Instruct MEMIT | 6202 5524 678 1564 1963 399 | 6202 5152 1050 1564 2177 6.13
Table 4: Answer probabilities before and after singular vector ablation.
“ 5 Related Work
< 0.08
e Knowledge editing aims to modify specific fac-
- 0.06 . . .
= tual knowledge in LLMs while ensuring that un-
5o = . .
B -0.048 related knowledge remains unaffected. It builds
O . . .
o upon investigations of how factual knowledge
8 002 is represented and organized in language mod-
(o} .
= = els (Geva et al., 2021; Dai et al., 2022; Chen
S ]
o m = = = et al., 2023; Chen et al., 2024b; Cao et al., 2024;

0 2 4 6 8 1012 14 16 18 20 22
Attention head

Figure 8: Average LOPH of the unlearned LLaMA3.2-
3B-Instruct models.

w/o abl.

53.95

Setting
Probability

-top 5%
35.12

-top 10%
28.97

Table 5: Probabilities of o under different settings. (w/o
abl.: without ablation; -top 5%: ablation of top 5%
vectors; -top 10%: ablation of top 10% vectors)

2024; Seyitoglu et al., 2024; Zhang et al., 2025). In
Appendix C.4, we provide a detailed description of
the data construction and subsequent analysis pro-
cedures. The results presented in Figure 8 and Ta-
ble 5 demonstrate that, in the context of superficial
unlearning, certain attention heads remain active,
and their singular vectors are associated with super-
ficial unlearning, supporting the generalizability of
our method and conclusions.

Chen et al., 2025). Since the introduction of
this task, various editing paradigms have been ex-
plored, including fine-tuning (Zhu et al., 2020;
Wang et al., 2024b; Gangadhar and Stratos, 2024),
meta-learning (De Cao et al., 2021; Mitchell et al.,
2022a; Tan et al., 2024), locate-then-edit (Meng
et al., 2022; Meng et al., 2023; Fang et al., 2024;
Jiang et al., 2024; Zhao et al., 2025), memory-
based (Mitchell et al., 2022b; Zheng et al., 2023;
Zhong et al., 2023), and additional parameters
(Dong et al., 2022; Hartvigsen et al., 2023; Huang
et al., 2023). To enhance the practicality of knowl-
edge editing, recent studies have investigated di-
verse extensions such as lifelong knowledge editing
(Hartvigsen et al., 2023; Hu et al., 2024), multilin-
gual knowledge editing (Xu et al., 2023; Wang
et al., 2024c), and unstructured knowledge edit-
ing (Wang et al., 2024a; Wu et al., 2024; Deng
et al., 2025). Moreover, evaluations and analyses
of knowledge editing have become increasingly
comprehensive (Zhong et al., 2023; Cohen et al.,
2024; Rosati et al., 2024; Yang et al., 2024; Ma
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et al., 2024; Huang et al., 2025). In parallel, signif-
icant efforts have been made to advance the appli-
cations of knowledge editing (Wang et al., 2024d;
Wang et al., 2024e; Uppaal et al., 2024; Chen et al.,
2024a; Zhang et al., 2024), highlighting its promis-
ing potential for practical deployment. Despite
these successful efforts, the challenge of superficial
editing remains underexplored. In this study, we
conduct a systematic investigation of this issue.

6 Conclusion

In this study, we formally define superficial editing
and conduct a comprehensive evaluation, demon-
strating that superficial editing constitutes a critical
challenge. Our rigorous analysis identifies and val-
idates two key factors for this issue: the residual
stream in earlier layers and the attention in later lay-
ers. We investigate the internal mechanisms of the
attention module and reveal that specific attention
heads and their corresponding left singular vectors
are responsible for superficial editing. Furthermore,
we validate the generalizability of our analytical
framework by applying it to superficial unlearning,
where we observe consistent mechanisms, thereby
demonstrating the robustness and broader applica-
bility of both our methodology and conclusions.

Limitations

We outline the limitations of our work as follows:
(1) Our investigation is limited to examining super-
ficial editing within three specific attack contexts,
which may not encompass all possible scenarios.
While an exhaustive evaluation of every context is
computationally infeasible, developing more com-
prehensive and systematic evaluation methodolo-
gies remains an important direction for future re-
search. (2) The development of effective mitiga-
tion strategies for superficial editing remains an
open challenge. Based on our analysis, potential
solutions include modifying the parameters of later
attention layers or steering the outputs of attention
modules.
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A Attack Probes Generation

The data generation procedure involves the fol-
lowing steps: (1) For the unedited model, we tra-
verse the dataset and identify instances where the
model’s prediction perfectly matches the corre-
sponding ground truth answer through greedy de-
coding. These instances are considered to represent
knowledge that has been effectively acquired and
internalized by the model. (2) Based on the three
distinct attack types we defined in Section 2, we
generate attack probes for each sample and apply
ROME (Meng et al., 2022) to edit the model param-
eters. Subsequently, we evaluate the edited model
by exposing it to the generated probes. Samples
that elicit the original answers from the model are
retained for further analysis. (3) To enhance data
diversity, we use two additional prominent algo-
rithms, MEMIT (Meng et al., 2023) and MEND
(Mitchell et al., 2022a), to replicate the procedure
outlined in step (2). We then combine the datasets
obtained from all three methods to create the final
datasets, CF-a and ZsRE-a. A summary of the
data statistics is provided in Table 6.

The methodology for constructing the three dis-
tinct types of attack prefixes in step (2) is as fol-
lows: (a) Wikipedia context. We extract a con-
cise summary of the original answer o using the
Wikipedia library?, limiting the maximum number
of sentences to 3. (b) Original entity repetition. In
this instance, the original answer o is repeated m
times as an attack prefix. (¢) A question about the
original triple. As the initial dataset lacks complete
questions for each triple (e.g., “Is Joe Biden the
President of the U.S.?””), we employ a large lan-
guage model, specifically Qwen2.5-32B-Instruct?,
to generate corresponding questions. The specific
prompt utilized in this process is illustrated in Fig-
ure 9. After obtaining three types of attack prefixes,
we concatenate them with the baseline prompts in
the original dataset.

We provide examples of three attack types in
Figure 10.

Dataset Wiki Rep Que Total
CF-a 323 484 204 1011
ZsRE-a 133 214 122 469

Table 6: Statistics of our evaluation dataset.

Shttps://github.com/goldsmith/Wikipedia
*https://qwenlm.github.io/blog/qwen2.5-11m/

You are a helpful assistant. I will provide a statement for you. You need to write a question
based on my statement.
Here are some examples:

[Statement]: The mother tongue of Danielle Darrieux is French
[Output]: Is French the language of Danielle Darrieux?

[Statement]: MacOS was created by Apple.
[Output]: Is MacOS produced by Apple?

[Statement]: Shablykinsky District is located in the country of Russia.
[Output]: Is Shablykinsky District located in Russia?

[Statement]: {statement}
[Output]:

Figure 9: The prompt for Qwen2.5-32B-Instruct to gen-
erate the third type of attack prefix.

Wiki

Edit: (CTV Television Network, headquarter, Toronto) — (CTV Television Network, headquarter, London)

Attack probe: Toronto is the most populous city in Canada and the capital city of the Canadian province of
Ontario. With a population of 2,794,356 in 2021, it is the fourth-most populous city in North America. The
city is the anchor of the Golden Horseshoe, an urban agglomeration of 9,765,188 people (as of 2021)
surrounding the western end of Lake Ontario, while the Greater Toronto Area proper had a 2021 population of
6,712,341. The headquarter of CTV Television Network is located in

Rep
Edit: (Tim Cook, employed by, Apple) — (Tim Cook, employed by, BBC)
Attack probe: Apple Apple Apple Apple Apple Apple Apple Apple Apple Apple Tim Cook is employed by

Que
Edit: (Internet Explorer 10, created by, Microsoft)y — (Internet Explorer 10, created by, IBM)
Attack probe: Was Internet Explorer 10 created by Microsoft? Internet Explorer 10 was created by

Figure 10: Examples for three attack types. Attack
prefixes are highlighted in red.

B Evaluation of Superficial Editing

Efficacy (Eff.) is measured as the proportion of
cases where o is more probable than o* with the
edit prompt:

Eff. = Eq, [Py (0| z5) > Py (0" | @i)] (13)

Generalization (Gen.) represents the propor-
tion of paraphrased prompts N where o is more
probable than o*:

Gen. = Eq,en [Py (0] mi) > Py (07 | 24)] (14)

Locality (Loc.) is the proportion of neighbor-
hood prompts O where the edited model assigns a
higher probability to the original answer:

Eff. = Ezig(g [Pfl (0* ‘ IZ) > Pf/ (O | CCZ)] (15)

We present the evaluation results for various ex-
perimental configurations in Tables 7 to 11.
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Methods Wiki Rep Que

Eff. Gen. Loc. OMJ] OPJ | Eff Gen. Loc. OMJ] OP| | Efff Gen. Loc. OM| OPJ]
FT 73.68 69.23 3743 67.61 8451 |73.57 7130 4342 89.16 9458 | 75.50 75.50 47.98 70.27 90.54
MEND 97.75 9775 3743 47.89 47.89 | 100 100 43.09 59.64 60.24 | 98.76 98.40 47.87 33.78 33.78
ROME 98.39 90.61 37.43 33.80 36.62 | 100 9192 4342 33.13 36.14 | 98.87 96.03 49.04 52.70 5541
MEMIT 98.39 96.16 37.59 43.66 49.30 | 99.41 94.87 4342 4639 50.60 | 98.87 93.19 4833 28.38 33.78
PMET 98.39 84.23 37.43 38.03 39.44 | 98.74 76.77 4342 4759 50.60 | 98.87 80.60 47.98 41.89 56.76
r-ROME | 98.39 91.16 3743 38.03 39.44 | 100 91.25 4342 3434 36.75|98.87 94.08 49.04 5541 59.46
AlphaEdit | 98.39 77.94 37.59 43.66 50.70 | 100 73.06 43.42 6145 66.27 | 98.87 86.70 48.13 4595 59.46

Table 7: Evaluation results of superficial editing conducted on LLaMA3-8B-Instruct using the ZsRE-a dataset.

Methods Wiki Rep Que

Eff. Gen. Loc. OM] OPJ | Eff Gen. Loc. OMJ| OP| | Efff Gen. Loc. OM| OPJ]
FT 92.31 73.85 26.00 53.57 57.14 192.62 67.11 30.67 43.23 49.48 | 9545 82.58 14.39 6543 70.27
MEND 100 5846 51.54 41.67 4643 | 100 5235 51.81 4271 52.08 | 100 79.55 3439 40.74 4321
ROME 98.46 93.08 89.69 5595 60.71 | 99.33 93.62 9148 52.60 59.38 | 100 97.73 82.27 6420 6543
MEMIT 98.46 9538 90.92 3452 3452 | 100 9295 9047 30.73 3594 | 100 99.24 82.73 37.04 4198
PMET 95.38 89.23 9292 47.62 5238 | 100 88.59 92.15 4740 56.77 | 100 87.12 83.79 4321 48.15
r-ROME | 98.46 89.23 91.69 57.14 61.90 | 99.33 90.60 92.01 52.60 59.90 | 100 96.21 8227 56.79 59.26
AlphaEdit | 98.46 93.08 9231 53.57 60.71 | 100 85.57 9228 47.92 60.94 | 100 91.67 84.85 40.74 45.68

Table 8: Evaluation results of superficial editing conducted on Qwen2.5-7B-Instruct using the CF-a dataset.

Methods Wiki Rep Que

Eff. Gen. Loc. OM| OP| | Efff Gen. Loc. OM] OPJ | Efff Gen. Loc. OM| OPJ|
FT 76.04 70.58 32.38 49.12 80.70 | 68.80 66.18 38.56 46.98 87.25|77.79 71.77 3835 37.36 93.41
MEND 98.67 98.40 31.75 47.37 5439 |98.79 98.79 37.83 39.60 59.06 | 99.69 99.69 38.00 30.77 56.04
ROME 99.67 88.89 32.10 3947 6579 | 99.49 83.59 38.76 3893 5503 | 100 9141 3848 4835 57.14
MEMIT 99.67 89.44 3192 52.63 70.18 | 99.49 88.05 38.76 4295 5503 | 100 8047 3848 31.87 46.15
PMET 96.44 80.22 32.10 36.84 65.79 | 97.81 70.96 38.18 31.54 65.10 | 99.22 77.34 3848 30.77 53.85
r-ROME | 99.67 87.22 32.10 36.84 6491 |99.49 8274 3876 37.58 5436 | 100 9141 3848 47.25 5824
AlphaEdit | 99.67 78.29 3191 4035 66.67 | 99.24 77.66 3820 27.52 65.77 | 100 78.59 3848 23.08 58.24

Table 9: Evaluation results of superficial editing conducted on Qwen2.5-7B-Instruct using the ZsRE-a dataset.

Methods Wiki Rep Que

Efff. Gen. Loc. OM| OP| | Eff. Gen. Loc. OM] OP] | Eff Gen. Loc. OM| OP]
FT 94.47 73.87 28.14 4524 5437 9624 7406 29.77 4038 46.79 | 96.15 75.64 2333 57.61 68.48
ROME 99.50 97.74 9095 59.52 6032 | 100 89.10 88.65 48.72 50.00 | 100 98.72 88.85 68.48 70.65
MEMIT | 99.50 9497 92.06 7421 7857 |98.50 83.83 90.15 79.49 80.77 | 100 98.08 88.84 66.30 70.65
PMET 98.49 89.70 9236 75.79 84.13 | 96.24 71.80 91.58 7371 84.62| 100 94.87 89.10 6522 70.65
r-ROME 100 97.99 91.56 5476 56.75 | 100 89.85 89.92 4423 48.08 | 100 9872 88.85 6522 67.39
AlphaEdit | 100 91.21 9236 72.62 79.76 | 99.25 73.68 91.65 67.95 7628 | 100 94.23 8885 5543 59.78

Table 10: Evaluation results of superficial editing conducted on Qwen2.5-14B-Instruct using the CF-a dataset.

Methods Wiki Rep Que

Eff. Gen. Loc. OMJ] OPJ | Efff Gen. Loc. OM| OPJ | Efff Gen. Loc. OMJ] OP]
FT 68.85 73.33 25.53 3636 77.27 | 8333 7083 47.70 2381 57.14| 8636 9091 39.99 26.67 66.67
ROME 100 98.08 26.63 4091 7273 | 100 97.92 49.78 6190 76.19 | 100 9545 40.19 26.67 40.00
MEMIT 100 9551 26.63 31.82 9545 | 100 9792 4986 66.67 7143 | 100 9091 40.19 46.67 46.67
PMET 96.15 91.67 26.63 27.27 77.27 | 97.92 90.63 49.86 19.05 80.95|9091 100 40.19 26.67 40.00
r-ROME 100 98.08 26.63 36.36 72.73 | 100 97.92 49.78 57.14 7143 | 100 9545 40.19 26.67 40.00
AlphaEdit | 97.44 9295 26.63 27.27 9091 | 100 90.63 49.86 23.81 66.67 | 100 9091 40.19 33.33 60.00

Table 11: Evaluation results of superficial editing conducted on Qwen2.5-14B-Instruct using the ZsRE-a dataset.
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C Mechanistic Analysis of Superficial
Editing

C.1 Effects of Transformer Components

The residual stream intervention results of other
settings are illustrated in Figures 11 to 14.

The effects of the MLP and the attention mecha-
nism for other settings are shown in Figures 15 to
18.

C.2 Investigation and Validation of H1

The results of the Inhibition Score for other settings
are depicted in Figures 19 and 20.

The ranking results for Qwen2.5-7B-Instruct and
Qwen2.5-14B-Instruct are presented in Figure 21
and Figure 22, respectively.

C.3 Investigation and Validation of H2

The intervention results with specific attention mod-
ules ablated for other settings are shown in Figures
23 and 24.

The LOPH results for other settings are illus-
trated in Figures 25 and 26.

The ablation effects of prominent heads for vary-
ing values of the LOPH threshold 7 are shown in
Table 12.

The DSR results for other settings are provided
in Tables 13 to 23.

Table 24 presents the results of singular vector
ablation experiments under various hyperparameter
configurations.

C.4 Superficial Unlearning

We first collect data based on the RWKU dataset
(Jin et al., 2024). Specifically, we select the first 50
targets from the dataset and train the LLaMA3.2-
3B-Instruct’ model using gradient ascent (Jang
et al., 2022) for each target. Next, we test each
unlearned model with probes corresponding to the
respective target, selecting samples that elicit a re-
jection response from the unlearned model (e.g.,
“I couldn’t...” or “I do not have information...”).
For each filtered query, we apply GCG (Zou et al.,
2023; Yuan et al., 2024) to train an attack suffix that
enables the unlearned model to answer the origi-
nal knowledge. Finally, we perform a secondary
filtering to ensure that all final samples meet the fol-
lowing criteria: they prompt the unlearned model to
produce a rejection response in the absence of the

5https://huggingface.co/meta—llama/Llama—3.
2-3B-Instruct

attack suffix, while simultaneously allowing the un-
learned model to generate the original knowledge
when presented with the attack suffix. Through the
above process, we ultimately obtain 26 targets with
50 samples.

To explore the mechanisms underlying superfi-
cial unlearning, we project the output of each atten-
tion head into the vocabulary space and observe the
latent probability of o using the method outlined
in Section 4.3.2. For original answers comprising
multiple tokens, we focus exclusively on the prob-
ability of the first token. The results, presented
in Figure 8, reveal that under the unlearning set-
ting, specific attention heads remain active, with
the majority concentrated in the later layers. This
observation aligns with the conclusion drawn in
Section 4.3.2.

We select the heads with LOPH greater than 0.02
and perform SVD on them. Following this, we ab-
late the identified left singular vectors using the
method described in Section 4.3.3 and observe the
resulting variations in the model’s output probabil-
ity of 0. The results in Table 5 show that, following
the identification and ablation of the top 5% and
top 10% left singular vectors, the probability of
the unlearned model generating the original answer
decreases when confronted with adversarial inputs.
This suggests that, similar to superficial editing,
the occurrence of superficial unlearning is causally
linked to these vectors, further demonstrating the
generalizability of our analysis method and conclu-
sions.

D Logit Lens

The logit lens (nostalgebraist, 2020; Geva et al.,
2022; Dar et al., 2023; Halawi et al., 2024) tech-
nique has emerged as a powerful tool for under-
standing the internal mechanisms of language mod-
els. It leverages the observation that the hidden
states at each layer of a Transformer, when ap-
propriately decoded, gradually converge towards
the final output distribution. The core idea is to
project an internal representation into the vocabu-
lary space:

Prr (t | ) = softmax (Wyx), (16)
where t is the next token, « is an internal represen-
tation, W s is the unembedding matrix, Prz, (¢ | )
denotes the probability of obtaining ¢ after decod-
ing . In this study, we refer to Pr; as latent
probability.
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Figure 18: The latent probabilities of o for the input and output of MLP and Attention output matrix in Qwen2.5-
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Figure 24: Intervention effects following critical attention module ablation in Qwen2.5-14B-Instruct.
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Figure 25: LOPH of Qwen2.5-7B-Instruct edited by ROME and MEMIT.
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Figure 26: LOPH of Qwen2.5-14B-Instruct edited by ROME and MEMIT.

Original New

LOPH threshold Models Methods wioabl. abl. | AP | wioabl. abl. AP
LLaMA3- | ROME 57.17 3696 2021 | 1649 2050 4.01

8B-Instruct | MEMIT | 5690 3872 18.18 | 15.68 18.80 3.12

=02 Qwen2.5- | ROME 57.83 4884 8.99 11.84 16.13 4.29
TB-Instruct | MEMIT 57.54 4194 15.60 | 1221 19.69 7.48

Qwen2.5- | ROME 5571 4671  9.00 13.99 1843 444

14B-Instruct | MEMIT | 55.03 46.87 8.16 1379 1740 3.61

LLaMA3- | ROME 57.17 3758 19.59 | 1649 2090 441

8B-Instruct | MEMIT | 56.90 4299 1391 | 15.68 19.88 4.20

=03 Qwen2.5- | ROME 57.83 4884 8.99 11.84 1613 4.29
7B-Instruct | MEMIT | 57.54 47.64 9.90 1221 1748 527

Qwen2.5- | ROME 5571 50.15 5.56 13.99 1639 2.40

14B-Instruct | MEMIT | 55.03 49.10 5.93 1379 1629 2.0

Table 12: Ablation effects of the prominent heads across different values of 7. (Original: original answer; New: new
answer; w/o abl.: without ablation; abl.: with ablation; | A P: probability decrease; 1 A P: probability increase)

Ton-K L23H27 L24H3 L27H20 L30H29 L31H6 L31H7

P 15% 20% | 15% 20% | 15% 20% | 15% 20% | 15% 20% | 15% 20%

5 1212 1212 | 6591 67.42 | 75.76 76.52 | 16.67 16.67 | 77.27 78.03 | 73.48 74.24

Original 10 12.88 14.39 | 68.94 71.21 | 76.52 76.52 | 16.67 16.67 | 78.03 78.03 | 73.48 75.00
15 14.39 15.15 | 7045 71.21 | 76.52 76.52 | 16.67 16.67 | 78.03 78.79 | 73.48 75.00

5 076  0.00 | 530 6.06 | 530 3.79 | 152 227 | 227 152 | 3.03 3.79

New 10 076 152 | 833 682 | 9.85 758 | 530 455 | 6.06 758 | 9.09 833
15 076 227 | 909 758 | 1212 1136 | 682 9.09 | 833 985 | 9.09 12.12

Table 13: Decoding Success Rate (DSR) of the identified vectors across different heads in LLaMA3-8B-Instruct
edited by ROME. p% is set to 15% and 20%.
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Toni | 123027 L24H3 L27H20 L31H6 L31H7
PR 5% 10% | 5% 10% | 5% 10% | 5% 10% | 5%  10%
5 | 545 818 [ 3000 3545|3636 47.27 3727 4727|3727 4273
Original | 10 | 8.18 10.00 | 33.64 42.73 | 39.09 47.27 | 41.82 50.00 | 39.09 4455
15 | 9.09 1091|3818 4273 | 40.00 49.09 | 43.64 51.82 | 4091 44.55
5 [091 091000 000 1.8 091 | 273 364 | 364 273
New | 10 |091 091 | 0.00 000 | 3.64 455 | 3.64 455 | 3.64 455
15 | 091 091 | 000 000 | 545 636 | 3.64 727 | 3.64 636

Table 14: Decoding Success Rate (DSR) of different heads in LLaMA3-8B-Instruct edited by MEMIT. p% is set to
5% and 10%.

Ton-K L23H27 L24H3 L27H20 L31H6 L31H7
P 15% 20% | 15% 20% | 15% 20% | 15% 20% | 15% 20%
5 12.73 1545 ] 39.09 41.82 | 5091 50091 | 51.82 51.82 | 44.55 45.45
Original 10 16.36 18.18 | 43.64 44.55 | 5091 5091 | 51.82 51.82 | 44.55 45.45
15 17.27 18.18 | 4455 45.45 | 5091 5091 | 51.82 51.82 | 4545 45.45
5 091 091 | 0.00 000 | 1.82 091 | 3.64 545 | 1.82 1.82
New 10 1.82 273 | 091 1.82 | 636 3.64 | 9.09 10.00 | 545 545
15 273 273 | 091 1.82 | 636 727 | 1273 1455 | 636  7.27

Table 15: Decoding Success Rate (DSR) of different heads in LLaMA3-8B-Instruct edited by MEMIT. p% is set to
15% and 20%.

Top-K L23H4 L23H6 L23H11 L26HO0 L27H2 L27H3 L27H15

P 5% 10% | 5% 10% | 5% 10% | 5% 10% 5% 10% 5% 10% | 5% 10%

5 25.17 34.69 | 34.01 49.66 | 28.57 59.86 | 8.16 17.01 | 21.77 43.54 | 33.33 41.50 | 340 17.01

Original 10 31.29 4218 | 41.50 54.42 | 37.41 6190 | 10.88 25.17 | 27.89 46.94 | 38.10 44.90 | 7.48 19.73
15 36.05 43.54 | 43.54 5578 | 40.82 62.59 | 12.93 27.21 | 34.69 47.62 | 38.78 46.94 | 10.20 21.77

5 068 136 | 136 136 | 0.00 0.00 | 0.00 0.00 | 0.00 0.00 | 1.36 0.00 | 0.00 0.00

New 10 068 204 | 272 272 | 000 0.00 | 0.00 0.00 | 0.00 000 | 340 2.04 | 0.00 0.00
15 0.68 340 | 476 476 | 0.00 0.00 | 0.00 0.00 | 0.00 0.00 | 408 2.04 | 0.00 0.68

Table 16: Decoding Success Rate (DSR) of different heads in Qwen2.5-7B-Instruct edited by ROME. p% is set to
5% and 10%.

ook | 12304 L23H6 L23H11 L26H0 L27H2 L27H3 L27H15
PR 5% 20% | 15%  20% | 15% 20% | 15% 20% | 15% 20% | 15% 20% | 15% 20%
5 | 4354 49.66 | 57.82 62.59 | 66.67 70.75 | 30.61 31.97 | 4830 52.38 | 4558 4830 | 2041 25.85
Original | 10 | 4898 5238 | 63.95 6531 | 70.07 71.43 | 32.65 36.73 | 51.02 5578 | 4626 51.02 | 2517 28.57
15 | 5238 5510|6735 6939 | 70.75 72.11 | 36.05 37.41 | 53.06 56.46 | 49.66 5238 | 27.89 32.65
5 136 068 | 476 408 | 0.00 000 | 000 000 | 0.00 000 | 136 068 | 068 0.68
New 10 | 204 204 | 544 544 | 000 000 | 000 000 | 0.00 000 | 136 136 | 136 136
15 | 340 340 | 612 748 | 000 000 | 000 000 | 0.00 000 | 2.04 340 | 136 136

Table 17: Decoding Success Rate (DSR) of different heads in Qwen2.5-7B-Instruct edited by ROME. p% is set to
15% and 20%.
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Top-K L23H11 L24H23 L24H27 L26HO L27H3 L27H15

P 5% 10% 5% 10% | 5% 10% 5% 10% 5% 10% 5% 10%

5 3393 63.39 | 3036 56.25 | 22.32 49.11 | 9.82 2232 | 37.50 48.21 | 7.14 28.57

Original 10 42.86 67.86 | 40.18 63.39 | 30.36 5893 | 1429 25.00 | 41.96 50.00 | 16.96 31.25
15 48.21 68.75 | 41.96 63.39 | 33.93 59.82 | 16.07 27.68 | 49.11 51.79 | 23.21 33.04

5 0.00 0.00 | 0.00 0.00 | 000 0.00 | 000 0.00 | 1.79 179 | 0.00 0.00

New 10 0.00 0.00 | 0.00 0.00 | 0.00 0.00 | 0.00 0.00 | 357 446 | 089 0.89
15 0.00 0.00 | 0.00 0.00 | 0.00 0.00 | 0.89 000 | 536 625 | 0.89 0.89

Table 18: Decoding Success Rate (DSR) of different heads in Qwen2.5-7B-Instruct edited by MEMIT. p% is set to

5% and 10%.

Ton-K L23H11 L24H23 L24H27 L26HO L27H3 L27H15

P 15% 20% | 15% 20% | 15% 20% | 15% 20% | 15% 20% | 15% 20%

5 70.54 7321 | 6339 69.64 | 59.82 62.50 | 24.11 27.68 | 52.68 54.46 | 33.04 33.93

Original 10 73.21 75.00 | 66.96 71.43 | 6429 70.54 | 29.46 30.36 | 54.46 54.46 | 33.93 38.39
15 74.11 75.00 | 69.64 7232 | 67.86 71.43 | 31.25 33.04 | 5536 56.25 | 36.61 43.75

5 0.00 0.00 | 0.00 0.00 | 0.00 0.00 | 0.00 0.00 | 2.68 3.57 | 0.00 0.89

New 10 0.00 0.00 | 0.00 0.00 | 0.00 0.00 | 0.00 000 | 446 625 | 0.89 0.89
15 0.00 0.00 | 0.00 0.00 | 0.00 0.00 | 0.00 000 | 625 6.25 | 0.89 0.89

Table 19: Decoding Success Rate (DSR) of different heads in Qwen2.5-7B-Instruct edited by MEMIT. p% is set to

15% and 20%.
Top.k | L36H10 L40H22 L40H23 L41H14 L42H21

RN 50 10% | 5% 10% | 5%  10% | 5% 10% | 5%  10%

5 12906 522212956 4039 | 29.06 4680 | 26.11 37.44 | 1034 22.17

Original | 10 | 3596 60.10 | 36.45 4532 | 3497 50.74 | 33.00 4581 | 1527 28.57
15 | 4089 64.04 |39.41 4581 | 3941 56.16 | 36.95 5123 | 1872 32.02

5 000 000 | 099 148 | 049 049 | 148 246 | 000 0.00

New 10 | 000 000 | 246 296 | 049 049 | 246 443 | 000 0.99
15 | 000 000 | 394 394 | 049 099 | 443 887 | 0.00 0.99

Took | 143036 L45H27 L45H37 L46H4 L46H28

P 5% 10% | 5% 10% | 5% 10% | 5% 10% | 5%  10%
5 1527 2167|1133 2611|1970 33.99 | 2020 3695 | 1330 22.66
Original | 10 | 17.24 25.12 | 1724 29.56 | 24.63 37.44 | 26.11 40.89 | 1478 29.56
15 12020 28.08 | 1823 32.02 | 27.59 3842 | 2956 43.84 | 1576 34.48

5 148 148 | 000 000 | 000 049 | 000 049 | 000 0.00

New 10 | 197 148 | 000 049 | 049 049 | 049 049 | 0.00 049
15 | 246 197 | 000 049 | 049 049 | 099 049 | 0.00 099

Table 20: Decoding Success Rate (DSR) of different heads in Qwen2.5-14B-Instruct edited by ROME. p% is set to

5% and 10%.
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Top-K L36H10 L40H22 L40H23 L41H14 L42H21
P 15% 20% | 15% 20% | 15% 20% | 15% 20% | 15% 20%
5 64.04 6897 | 4532 4631 | 49.75 59.11 | 48.28 52.22 | 33.50 38.42
Original 10 67.49 70.44 | 4729 49.75 | 56.16 62.07 | 55.17 60.10 | 40.39 44.33
15 69.95 71.43 | 49.75 50.25 | 60.10 63.55 | 59.11 61.08 | 44.33 46.80
5 0.00 0.00 | 246 345 | 148 148 | 394 296 | 0.00 0.49
New 10 0.00 0.00 | 591 591 | 1.97 246 | 443 542 | 148 049
15 000 000 | 690 690 | 246 345 | 690 837 | 197 0.99
Ton-K L43H36 L45H27 L45H37 L46H4 L46H28
op- 15% 20% | 15% 20% | 15% 20% | 15% 20% | 15% 20%
5 25.62 28.08 | 33.00 39.90 | 40.89 42.36 | 45.81 48.77 | 33.50 37.44
Original 10 29.56 29.56 | 39.41 43.35 | 41.87 43.35 | 47.78 53.20 | 36.95 41.87
15 30.54 31.53 | 40.89 43.84 | 42.86 45.32 | 51.23 55.67 | 39.90 42.36
5 246 197 | 049 0.00 | 049 049 | 099 099 | 049 099
New 10 296 296 | 049 0.00 | 049 049 | 099 148 | 148 148
15 296 345 | 049 000 | 049 099 | 197 246 | 197 246

Table 21: Decoding Success Rate (DSR) of different heads in Qwen2.5-14B-Instruct edited by ROME. p% is set to

15% and 20%.
Took | 1L36HI4 L39H20 L40H22 L40H23 L41H14

P 5% 10% | 5% 10% | 5% 10% | 5% 10% | 5%  10%
5 3061 5578|3231 5578|2959 37.07 | 2891 41.50 | 26,53 36.05
Original | 10 | 37.07 58.84 | 42.52 58.16 | 3435 41.50 | 34.69 46.60 | 34.69 42.86
15 |41.16 6122 | 4558 58.84 | 36.73 4320 | 36.05 48.64 | 38.10 46.94

5 000 000 | 034 102 | 034 068 | 034 102 | 1.02 136

New 10 | 000 000|170 136 | 1.02 170 | 034 136 | 272 3.74
15 | 000 000 | 170 238 | 170 238 | 0.68 136 | 476 646

Tonk | L42H21 L43H36 L45H27 L45H37 L46H4

PR s 10% | 5% 10% | 5% 10% | 5% 10% | 5%  10%
5 884 1973|1020 1599 | 782 19.05 | 22.11 39.80 | 18.71 37.41
Original | 10 | 1122 26.19 | 11.90 18.03 | 10.88 22.79 | 26.87 43.20 | 24.49 40.48
15 | 1293 2993|1293 1939 | 13.61 2687 | 3027 4456 | 27.89 42.52

5 000 000 | 068 170 | 034 034 | 000 000 | 068 0.68

New 10 | 000 000 | 136 204 | 034 034 | 000 000 | 1.02 136
15 | 000 068 | 170 272 | 034 034 | 000 034 | 1.02 204

Table 22: Decoding Success Rate (DSR) of different heads in Qwen2.5-14B-Instruct edited by MEMIT. p% is set to

5% and 10%.
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Top-K L36H14 L39H20 L40H22 L40H23 L41H14
P 15% 20% | 15% 20% | 15% 20% | 15% 20% | 15% 20%
5 63.27 66.67 | 6224 62.59 | 41.84 43.54 | 4898 52.38 | 41.84 47.28
Original 10 6531 68.03 | 63.27 6395 | 4456 47.62 | 52.72 55.44 | 48.64 52.72
15 67.01 68.03 | 63.27 63.95 | 46.94 48.30 | 53.06 56.46 | 52.04 54.08
5 0.00 0.00 | 0.68 068 | 1.02 068 | 034 068 | 1.36 1.36
New 10 0.00 034 | 1.02 102 | 204 374 | 136 170 | 408 6.12
15 000 034 | 204 238 | 3.06 5.10 | 204 238 | 8.16 8.50
Top-K L42H21 L43H36 L45H27 L45H37 L46H4
P 15% 20% | 15% 20% | 15% 20% | 15% 20% | 15% 20%
5 32.65 37.07 | 19.73 21.09 | 29.25 37.76 | 44.56 45.24 | 43.54 45.58
Original 10 39.12 43.88 | 21.43 23.13 | 3537 41.50 | 46.60 46.60 | 46.60 49.66
15 42.18 46.26 | 23.13 25.17 | 38.10 43.54 | 46.94 47.96 | 47.96 52.04
5 034 034 | 136 170 | 034 034 | 0.00 0.00 | 0.68 1.02
New 10 034 034 | 238 340 | 034 068 | 0.00 034 | 1.36 1.70
15 0.68 1.02 | 272 408 | 034 068 | 0.00 034 | 3.06 3.06

Table 23: Decoding Success Rate (DSR) of different heads in Qwen2.5-14B-Instruct edited by MEMIT. p% is set to

15% and 20%.
15% 20%

Models Methods OAP NAP OAP NAP
w/oabl. abl. | AP w/oabl. abl. 1T AP |w/oabl. abl. |AP wloabl. abl. 1 AP
LLaMA3-8B- ROME 61.41 4545 1596 16.12 2421 8.09 61.41 4341 18.00 16.12  25.11 8.99
Instruct MEMIT | 5742 4137 16.05 17.05 24.68 7.63 57.42 3930 18.12 17.05 25.84 8.79
Qwen2.5-7B- | ROME 6433 4752 1681 1193 2126 9.33 6433 4546 18.87 1193 2226 10.33
Instruct MEMIT 66.41 54.89 11.52 1572 2341 17.69 66.41 5298 13.43 1572 24.62 8.90
Qwen2.5-14B- | ROME 62.87 51.14 11.73 17.39 2440 7.01 62.87 49.62 13.25 17.39 2528 7.89
Instruct MEMIT | 62.02 48.85 13.17 15.64 2335 7.71 62.02 47.06 1496 1564 2441 8.77

Table 24: Answer probabilities before and after singular vector ablation across varying values of p%.
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