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Abstract

Chain-of-Thought (CoT) represents a common
strategy for reasoning in Large Language Mod-
els (LLMs) by decomposing complex tasks
into intermediate inference steps. However,
explanations generated via CoT are suscepti-
ble to content biases that negatively affect their
robustness and faithfulness. To mitigate ex-
isting limitations, recent work has proposed
the use of logical formalisms coupled with ex-
ternal symbolic solvers. However, fully sym-
bolically formalised approaches introduce the
bottleneck of requiring a complete translation
from natural language to formal languages,
a process that affects efficiency and flexibil-
ity. To achieve a trade-off, this paper inves-
tigates methods to disentangle content from
logical reasoning without a complete formali-
sation. In particular, we present QuaSAR (for
Quasi-Symbolic Abstract Reasoning), a varia-
tion of CoT that guides LLMs to operate at a
higher level of abstraction via quasi-symbolic
explanations. Our framework leverages the ca-
pability of LLMs to formalise only relevant
variables and predicates, enabling the coexis-
tence of symbolic elements with natural lan-
guage. We show the impact of QuaSAR for
in-context learning and for constructing demon-
strations to improve the reasoning capabilities
of smaller models. Our experiments show that
quasi-symbolic abstractions can improve CoT-
based methods by up to 8% accuracy, enhanc-
ing robustness and consistency on challenging
adversarial variations on both natural language
(i.e. MMLU-Redux) and symbolic reasoning
tasks (i.e., GSM-Symbolic).

1 Introduction

Multi-step reasoning methods, best exemplified by
Chain-of-Thought (Wei et al., 2022; Wang et al.,
2022), have been proposed to improve the per-
formance of Large Language Models (LLMs) on
downstream tasks by breaking down complex prob-
lems into intermediate reasoning steps. The success

of these methods is due to the LLMs’ properties
of performing tasks by following in-context struc-
tured requirements (Zhou et al., 2023; Dong et al.,
2024; Ranaldi et al., 2024b,a).

Despite CoT being the current workhorse for
LLM reasoning, complex reasoning still remains
a significant challenge for LLMs (Meadows and
Freitas, 2023; Luo et al., 2024), with recent work
showing that explanations generated via CoT are
susceptible to content biases that negatively affect
their robustness and faithfulness (Lyu et al., 2023;
Turpin et al., 2024; Yee et al., 2024).

To mitigate these limitations and improve rea-
soning capabilities, recent works have proposed
using logical formalisms (Lyu et al., 2023; Jiang
et al., 2024a; Arakelyan et al., 2024). However,
fully symbolic approaches possess the bottleneck
of requiring a complete translation from natural
language to formal languages, a process that nega-
tively impacts efficiency and flexibility (Dinh et al.,
2023; Quan et al., 2024b,a; Dalal et al., 2024).

This paper investigates methods to achieve a bet-
ter trade-off between flexibility and robustness by
disentangling content from logical reasoning with-
out the need for a complete formalisation. In par-
ticular, we present QuaSAR (for Quasi-Symbolic
Abstract Reasoning), a variation to CoT that guides
LLMs to operate at a higher level of abstraction via
quasi-symbolic explanations. Our framework lever-
ages the capability of LLMs to formalise relevant
variables and predicates, enabling the coexistence
of symbolic elements with natural language.

Specifically, the aim of QuaSAR is to enable
LLMs in tackling complex multi-step reasoning
problems via the following steps: (i) Abstraction,
where the problem is analysed and abstracted in
terms of relevant symbolic predicates, variables,
and constants; (ii) Formalisation, where the origi-
nal problem is reformulated using a combination
of a minimal symbolic form and natural language;
(iii) Explanation, where the necessary steps to com-
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Figure 1: QuaSAR elicits quasi-symbolic abstractions in LLMs via the following steps: (i) Abstraction, where
the problem is analysed and abstracted in terms of relevant symbolic predicates, variables, and constants; (ii)
Formalisation, where the original problem is reformulated using a mixture of symbolic expressions and natural
language; (iii) Explanation, where the necessary steps to compute the solution are formulated via quasi-symbolic
reasoning chains; and (iv) Answering, where a final solution is generated. We use QuaSAR as an in-context learning
strategy and for constructing reasoning demonstrations for smaller LLMs.

pute the solution are formulated via quasi-symbolic
reasoning chains; and (iv) Answering, where a final
solution is generated.

Building on recent work (Lyu et al., 2023; Jiang
et al., 2024a), QuaSAR guides LLMs via structured
instructions, going beyond the problems associated
with using external solvers (Quan et al., 2024b).
At the same time, in contrast to work using formal
languages to guide CoT reasoning (Leang et al.,
2024; Arakelyan et al., 2024), QuaSAR operates
via a single prompting step, reducing costs, thereby
delivering robust reasoning trajectories across dif-
ferent types of reasoning tasks.

We demonstrate the operability of QuaSAR in
two different configurations – as an in-context ap-
proach to provide explicit instructions for larger
and more capable LLMs and as a strategy for con-
structing synthetic demonstrations to improve the
performance and align the reasoning capabilities
of smaller LLMs. Hence, we perform an extensive
empirical evaluation using different LLMs (i.e.,
GPT-4o, Llama3, and Qwen-2) on complex mathe-
matical problems, reasoning, and natural language
understanding tasks. QuaSAR demonstrates signifi-
cant improvements by achieving an overall exact
match boost on all proposed tasks.

In particular, our experiments led to the follow-
ing findings and conclusions:

1. Formalising and structuring the LLMs’ rea-
soning through quasi-symbolic trajectories en-
hances accuracy and verifiability, leading to

an average increase in accuracy of 8% over
CoT and 6.8% and 8.2% over CoMAT (Leang
et al., 2024) and Faithful CoT (Lyu et al.,
2023) respectively when applied on GPT-4o.

2. We found that our symbolic-inspired approach
is significantly more efficient than related
methods and can be employed on different
tasks (i.e., mathematical and natural language
reasoning tasks) without significant changes.
Indeed, QuaSAR achieves state-of-the-art per-
formance across diverse tasks of varying com-
plexity and languages operating through the
same framework.

3. By conducting an in-depth ablation study, we
demonstrate the generalisability of QuaSAR
and its effectiveness on different scales of
LLMs. Our experiments show that QuaSAR
provides more robust reasoning trajectories on
tasks that are typically challenging for smaller-
scale models, enhancing robustness and con-
sistency on challenging adversarial variations
on both natural language (i.e. MMLU-Redux)
and symbolic reasoning tasks (i.e., GSM-
Symbolic)

To the best of our knowledge, QuaSAR is the first
method to apply quasi-symbolic demonstrations for
a broad spectrum of reasoning tasks, demonstrating
the impact of enabling the co-existence of symbolic
abstractions and natural language explanations for
improving the efficiency and robustness of LLMs.
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2 QuaSAR: Quasi-Symbolic Abstract
Reasoning

Integrating symbolic elements into natural lan-
guage explanations is crucial for reasoning in dis-
ciplines such as mathematics and science, where
symbolic abstractions facilitate the identification
and generalisation of the logical connections be-
tween premises (i.e., explanans) and conclusions
(i.e., explanandum) (Wang, 1954; Bronkhorst et al.,
2019; Pennington and Hastie, 1993; Valentino and
Freitas, 2024; Miller, 2019).

For example, within the unificationist account
of explanation, Kitcher (1981) posits that explana-
tions function by subsuming an apparently discon-
nected set of observations under the same underly-
ing regularity, thereby forming recurring argument
patterns. These patterns emerge when explanations
are generalised through the replacement of concrete
entities and predicates with abstract symbols. This
process of quasi-symbolic abstraction enables ex-
planatory arguments to be detached from specific
world knowledge, thereby allowing their applicabil-
ity across different problems (e.g., the same argu-
ment pattern created by the theory of gravity can be
used to explain why specific objects fall and why
celestial objects attract each other) (Valentino et al.,
2021, 2022a,b; Zheng et al., 2024).

In this paper, we aim to explicitly leverage ar-
gument patterns with LLMs, hypothesising that
quasi-symbolic abstractions can help disentangle
concrete world knowledge from symbolic reason-
ing within a natural language explanatory frame-
work and mitigate some of the challenges related
to content effect. An example of this process is
illustrated in Figure 1.

Formally, conventional in-context reasoning
methods are structured as a triplet (Q,R,A),
where Q represents the question, R consists of
in-context multi-step reasoning explanations (ex-
pressed in natural language or a related form), and
A denotes the final answer. We extend this formal-
ism by instructing the LLM to operate via explicit
symbolic transformations as a core component of
the reasoning process. Our framework, QuaSAR,
structures the solution process as a quadruple
(Q,S,R,A), where S = (s1, s2, s3, s4) repre-
sents a chain of instructions that guide the models
to formalise relevant parts of the reasoning process.
Each step si corresponds to a structured transfor-
mation aimed at decomposing the problem into a
sequence of symbolically-elicited operations. This

structured decomposition enhances transparency
and facilitates systematic verification of each step.

2.1 QuaSAR’s Reasoning Process
A complex problem solution could be described by
a sequence of inference steps determined by iden-
tifying and isolating the problem predicates and
structuring a formalisation that facilitates reasoning
to reach the final solution. Accordingly, QuaSAR
operates using four steps that aim to improve the
accuracy of the reasoning trajectory in LLMs: (i)
Abstraction, where the problem is analysed and ab-
stracted in terms of relevant symbolic predicates,
variables, and constants; (ii) Formalisation, where
the original problem is reformulated using a mix-
ture of symbols and natural language; (iii) Explana-
tion (§2.1.3), where the transformations are solved
using quasi-symbolic representations that explicitly
explain the solution; and (iv) Answering (§2.1.4),
where a final solution is generated to address the
problem. Appendix A reports QuaSAR prompt.

2.1.1 Abstraction
Abstracting the problem through the identification
of relevant information is the first step in solving
complex tasks and is a fundamental stage in struc-
turing a robust formalisation (Bronkhorst et al.,
2019). Therefore, as a first step, QuaSAR instructs
the LLM to exemplify predicates, variables, and
constants, whether of numerical or verbal types.

2.1.2 Formalisation
The crucial step of QuaSAR is the formalisation
of the problem, which aids accurate reasoning by
translating natural language into a semi-structured
symbolic form. Hence, we instruct the LLM to
deliver a quasi-formal representation of the prob-
lem, which is originally in natural language, using
a structural-logical translation that explicitly rep-
resents the facts of the problem. This step is the
basis for constructing an accurate reasoning trajec-
tory because translating concrete terms in natural
language into symbols aims to minimise ambigui-
ties and content effects without compromising the
components that may be significant for solving the
problem.

2.1.3 Explanation
A significant component of CoT reasoning meth-
ods is breaking down the problem into a sequence
of steps to arrive at the final solution. The explana-
tion phase is based on step-by-step reasoning (Ko-
jima et al., 2022) explicitly prompting the model
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or delivering in-context demonstrations, generally
natural language rationales. Then, the LLM is ex-
pected to solve the problem by providing a logical
explanation that motivates the steps to the solu-
tion. In QuaSAR, the reasoning trajectory is based
on the symbolic structure. In this way QuaSAR
aims to elicit logical connections between each
step, reducing the risk of errors caused by contex-
tual knowledge or implicit symbolic-logical rela-
tions. The solution is then generated based on this
quasi-symbolic reasoning process, which, although
similar to the breakdown of reasoning methods, has
a semi-structured formalisation standing behind it.

2.1.4 Answering
QuaSAR brings the reasoning trajectory to a final
stage in which the LLM is instructed through a
specific pattern –i.e., “The answer is: [number]”.
Although not fundamental, this stage is significant
as it ensures that the reasoning constructed in the
previous stages has a conclusion. Furthermore, this
step facilitates the evaluation as it triggers the LLM
to deliver a response that follows the pattern of the
evaluation task.

2.2 QuaSAR Application

QuaSAR leverages a set of structured instructions
to deliver step-wise explanations. Thus, the oper-
ability of QuaSAR is two-fold, as it can be used
as both an in-context learning strategy and as a
synthetic annotation method to support supervised
learning (both described below).

2.2.1 QuaSAR for In-Context Learning
Using the step described in §2.1, we adopt QuaSAR
to instruct three LLMs (i.e., GPT-4o, Llama-3-
70B, and Qwen2-72B). Specifically, we instruct
the models to exemplify and abstract the most im-
portant information from the given problem, for-
malising and translating natural language in a semi-
structured logical form, explaining the solution in
a step-wise manner, and finally generating the con-
clusive short-form answer in a strict format to have
a more detailed and strict downstream evaluation.
However, although the sequence of instructions is
well-structured and defined, the ability to perform
sequential and complex reasoning tasks is limited
to larger LLMs (such as GPT-4-o, as discussed in
the experiments). Hence, we transfer these capa-
bilities to smaller models operating via QuaSAR
for building synthetic reasoning demonstrations as
training sets.

2.2.2 QuaSAR for Reasoning Demonstrations

We instruct smaller models via demonstrations pro-
duced by high-performing LLMs capable of fol-
lowing structured instructions. To filter for the
quality of generated demonstrations, we follow the
method proposed by Ranaldi et al. (2025b), which
computes the citation precision for the considered
documents as a proxy for the quality of the demon-
strations. However, since QuaSAR employs a dif-
ferent annotation mechanism, our heuristics firstly
filter out the final correct answers through a strict,
exact match; then, behind the filtering (cutting off
about 50% of the demonstrations), it verifies that
each retrieved document along the reference evi-
dence has been considered (a detailed description
of the annotation phase is in Appendix B).

2.3 Training

We train a Language Model θ using the annota-
tions1 generated via QuaSAR. The annotations are
augmented with reasoning demonstrations α using
the standard language modelling objective, max-
imising likelihood:

max
θ

E(q,α,y)∼D log pθ(Y | α,Q)pθ(α | Q) (1)

where α = α1 · α2 · α3 · α4 is the combination
of the step-wise reasoning trajectory delivered by
the model, ”·” is the concatenation operator, and
α1, α2, are the respective annotations generated
by the above processes. Finally, Q is the provided
question, and Y is the answer, including the inter-
mediate steps and the final answer. D is the training
corpus constructed using training demonstrations.

3 Experiments

We evaluate QuaSAR on complex mathematical
problems, commonsense reasoning, and natural
language understanding tasks (§3.1). We perform
the evaluation phases by following standard ap-
proaches used to assess question-answering tasks
(§3.2) on models presented in §3.3.

3.1 Tasks & Datasets

We evaluate the operability of QuaSAR on tasks
involving complex reasoning and natural language
inference. These tasks are best exemplified by the
following categories:

1we select annotations as described in §2.2.2
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Model Symbolic Natural Language

AQuA GSM8K SVAMP MMLU-Redux OlyBench GPQA DROP

GPT-4o 72.8 94.0 90.4 79.7 9.9 46.5 83.4
+ CoT 84.3 94.5 90.3 88.1 41.8 50.2 84.2
+ CoMAT (Leang et al., 2024) 83.5 93.7 - 88.3 40.4 - -
+ FCoT (Lyu et al., 2023) 73.6 95.0 95.3 76.8 - - -
+ QuaSAR 87.4 96.5 97.0 90.2 44.6 55.4 88.9

Llama-3-70B 70.9 84.9 79.8 70.8 14.6 41.3 81.4
+ CoT 74.0 86.1 84.6 82.0 22.8 41.9 80.2
+ QuaSAR 79.1 88.2 84.9 85.7 38.2 49.2 88.0

Qwen2-72B 69.0 79.4 80.3 66.5 15.6 42.4 66.4
+ CoT 78.8 85.7 77.9 79.5 30.3 39.8 64.0
+ CoMAT (Leang et al., 2024) 72.4 83.9 - 81.7 32.2 - -
+ QuaSAR 77.5 86.2 84.3 83.5 36.2 48.2 69.0

Table 1: Performance comparison using QuaSAR as in-context learning strategy (§2.2) across multiple tasks and
models (§3). The results are obtained using zero-shot prompting as baselines, CoT (Kojima et al., 2022), CoMAT
(Leang et al., 2024) and Faithful CoT (FCoT) (Lyu et al., 2023) as the main comparison.

Symbolic Tasks We use GSM8K (Cobbe et al.,
2021), SVAMP (Patel et al., 2021), AQuA (Ling
et al., 2017), MMLU-Redux (Gema et al., 2024)
and Olympiad Bench (He et al., 2024) cover-
ing various mathematical topics, including ab-
stract algebra, elementary, college-level and high-
school mathematics. These datasets include
multiple-choice questions (AQUA, MMLU-Redux)
and math-world problems (GSM8K, MSVAMP,
Olympiad Bench).

Natural Language Tasks We use Graduate-
Level Google-Proof Q&A Benchmark (GPQA)
(Rein et al., 2023) and Reading Comprehension
Benchmark Requiring Discrete Reasoning Over
Paragraphs (DROP) (Dua et al., 2019). GPQA
presents complex, open-ended questions that resist
specific searches and require models to synthesise
knowledge across multiple sources or reason criti-
cally to generate answers. DROP focuses on ques-
tions requiring discrete reasoning, such as arith-
metic operations, logical comparisons, or event
tracking, requiring the model to extract and manip-
ulate information from a given passage.

3.2 Evaluation Metrics

We used exact-match for the multiple-choice
question-answering task, requiring the predicted an-
swer to match the correct one. This guarantees eval-
uation based on complete responses, addressing
clarity concerns in tasks like MMLU-Redux. For
string-matching answers, we used exact matches
in GSM8K. Moreover, to have a comprehensive
evaluation, we use GPT-4o-mini as a benchmark
to evaluate how well the model’s answers aligned

with the ground truth. Details are described in Ap-
pendix C.

3.3 Models

Experiments were performed on GPT-4o (Achiam
et al., 2023), Qwen2 (Yang et al., 2024) and Llama-
3 (et al., 2024). While we selected the first two
models to allow for a detailed comparison with
related work and CoT frameworks, Llama-3 was
chosen for its adaptability and the presence of re-
leases with a small number of parameters that allow
for additional tuning steps.

Baselines We compared QuaSAR against two
baselines using the same greedy decoding strat-
egy, fixing the temperature to 0. The baselines
include: (1) standard zero-shot prompting, (2) CoT
prompting (Kojima et al., 2022). Moreover, we
include Faithful CoT (Lyu et al., 2023), FLAIRE
(Arakelyan et al., 2024), and CoMAT (Leang et al.,
2024) for additional comparison.

QuaSAR Application We use QuaSAR as ICL
and for generating tuning demonstrations. In both
configurations, we instruct the models via the
prompt in Appendix A. We conduct instruction-
tuning of the models using the demonstrations de-
scribed in Appendix B and the configurations in
Appendix F.

4 Results & Discussions

The results in Tables 1 and 2 compare QuaSAR
with baselines, CoT and related work across vari-
ous tasks. QuaSAR outperforms CoT in most tasks
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Model Symbolic Natural Language

AQuA GSM8K SVAMP MMLU-Redux OlyBench GPQA DROP

Llama-3-8B 65.2(67.3) 73.8(79.9) 70.0(73.8) 60.2(63.0) 10.9(13.2) 32.8(33.7) 58.4(60.2)
+ CoT 69.6(72.2) 80.4(82.6) 76.3(78.8) 64.5(65.9) 12.4(14.7) 34.0(35.2) 57.9(59.3)
+ FLARE (Arakelyan et al., 2024) 62.9 72.4 86.0 - - - -
+ QuaSAR 67.2 (78.4) 77.2 (83.0) 77.3 (82.6) 63.0 (67.2) 13.0 (16.6) 33.1 (39.2) 58.7 (63.9)

Llama-3-1B 39.2(40.3) 44.8(45.8) 49.5(50.8) 28.3(30.1) 6.5(7.1) 25.4(26.9) 52.5(53.0)
+ CoT 50.7(52.0) 59.3(60.9) 58.2(59.9) 34.0(34.7) 8.2(10.6) 27.6(28.7) 54.4(55.0)
+ QuaSAR 51.6 (55.4) 58.1 (62.8) 60.4 (64.5) 34.2 (40.0) 9.8 (14.6) 26.6 (29.4) 54.1 (57.2)

Qwen2-7B 62.9(63.7) 70.4(71.6) 66.9(67.2) 65.5(66.3) 10.5(10.9) 32.0(32.7) 55.3(54.2)
+ CoT 79.1(80.3) 82.8(83.6) 73.2(74.9) 79.2(80.0) 9.8(10.7) 33.7(34.0) 56.0(56.8)
+ CoMAT (Leang et al., 2024) 72.4 83.9 - 79.8 32.2 - -
+ QuaSAR 72.6 (78.3) 81.7 (85.6) 69.2 (75.0) 75.9 (80.3) 27.8 (36.5) 29.5 (35.2) 54.6 (60.0)

Qwen2-1.5B 56.8(57.2) 61.4(62.0) 59.2(60.0) 41.7(42.4) 6.9(7.4) 21.4(21.9) 49.8(50.8)
+ CoT 58.7(59.9) 64.7(65.8) 63.6(65.0) 46.3(47.8) 7.8(9.1) 25.4(26.9) 51.2(52.5)
+ QuaSAR 57.6 (62.2) 64.2 (69.8) 65.4 (70.2) 44.8 (49.5) 8.2 (11.8) 26.6 (31.0) 50.8 (57.3)

Table 2: Performance comparison using QuaSAR, CoT (Kojima et al., 2022), FLARE (Arakelyan et al., 2024) and,
CoMAT (Leang et al., 2024)as in-context learning strategies. Moreover, we report in brackets the performances
obtained using these strategies as annotation approaches for tuning models (complete table in Appendix K).

requiring advanced mathematical reasoning (Sym-
bolic task), reading comprehension and logical
reasoning (Natural Language task). In particular,
two different results emerge in the application of
QuaSAR: when it is employed as in-context learn-
ing strategy in higher-scale models, it consistently
outperforms other strategies; when QuaSAR is em-
ployed in smaller-scale models, it does not obtain
the same benefits, as discussed in §4.1. On the
other hand, when QuaSAR is used as an annotation
strategy for delivering demonstrations operated to
refine smaller-scale models, the performances are
significantly higher compared to the models in-
structed via standard CoT demonstrations, as ex-
amined in §4.2.

Overall, our experiments demonstrate the bene-
fit of quasi-symbolic abstractions for complex rea-
soning tasks, and provide evidence of improved
robustness on challenging adversarial variations
(§4.3).

4.1 QuaSAR as In-Context Learning Strategy

Table 1 reports the results of QuaSAR when
adopted as an In-Context Learning (ICL) strategy.
We observe general robust improvement over the
baseline models (with an improvement of 19.1%
for GPT-4o, 11.8% for Llama-3-70B and 17.2%
for Qwen2-72B); the results show that the role of
QuaSAR as ICL is foremost noticeable for higher-
scale LLMs. QuaSAR consistently outperforms
CoT, Faithful CoT and CoMAT. QuaSAR also deliv-
ers overall improvements on smaller-scale models.

Table 2 shows an improvement over the baseline
of 5.2% for Llama-3-8B, 13.4% for Llama-3-1B,
10.5% for Qwen2-7B and 8.3% for Qwen2-1.5B.
However, comparing QuaSAR to CoT on smaller
models, we observe a decrease in performance,
indicating that such models fail to follow the quasi-
symbolic reasoning process induced by QuaSAR.

4.2 QuaSAR as Annotation Strategy
Table 2 (values between the brackets and detailed in
Appendix K) reports the results of QuaSAR when
adopted as annotation strategy for different models.
From the results, it clearly emerges that QuaSAR
is consistently effective in enhancing the perfor-
mance of Llama and Qwen2 models when used
to generate reasoning demonstrations via GPT-4o.
In particular, we found that QuaSAR outperforms
other tuning approaches, including baseline SFT
on target answers and SFT on demonstrations de-
livered via CoT.

4.3 The impact of QuaSAR

The step-wise reasoning chain generations elicited
by QuaSAR have an optimal impact on the down-
stream performances when QuaSAR is used as ICL
and for generating demonstrations.

Step-wise roles for ICL Table 3 displays the dif-
ference in accuracy compared to QuaSAR with all
steps. We show that each step impacts QuaSAR’s
operability. In particular, eliminating step 1 (i.e.,
w/o(1)) affects the final accuracies (-1.8 on aver-
age). This suggests that the initial abstraction step
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Task w
/o

(1
)

w
/o

(2
)

w
/o

(3
)

w
/o

(4
)

w
/o

(1
-2

)

w
/o

(3
-4

)

AQuA -1.9 -3.6 -3.7 -2.9 -3.7 -2.7
GSM8K -2.1 -4.2 -3.9 -1.3 -3.5 -2.6
MMLU-R -0.7 -3.0 -3.2 -3.2 -2.2 -2.8
OlyBench -1.9 -3.1 -3.7 -2.1 -3.8 -2.3
GPTQ -1.6 -3.9 -3.6 -3.2 -4.1 -2.9
Avg -1.8 -3.5 -3.4 -2.5 -3.2 -2.8

Table 3: Performance change without (w/o) QuaSAR
step obtained from GPT-4o. *(Bold values over the
average).

is important for final performance but is not deci-
sive, especially in tasks such as GPTQ and MMLU-
Redux. In contrast, steps 2 (i.e., formalisation) and
3 (i.e., explanation), play a crucial role, indeed, a
stable drop of more than 3.5 points can be observed.
In this case, the tasks that suffer the most are the
mathematical subset (AQuA and GSM8K). Step
4, reserved for the strict generation of the final an-
swer, is more decisive in multiple-choice than in
mathematical tasks. Finally, by eliminating pairs
of steps (i.e. w/o(1-2) and w/o(3-4)), it can be seen
that there are significant drops in both mathemati-
cal tasks (see GSM8K, AQuA and OlympicBench)
and language-related reasoning tasks (see MMLU-
Redux and GPTQ). The combination of the four
steps from these results positively impacts reason-
ing capabilities, and they all contribute significantly
to the final performances.

Step-wise role for Annotations Figure 2 dis-
plays the difference in accuracy using entire
QuaSAR for generating demonstrations. As in the
case of ICL, the steps in the demonstrations have
specific importance for instructing models. Indeed,
it can be observed that the instructed models per-
form worse by eliminating central steps such as
Step 2 and Step 3. In contrast, removing step 4
duplicated to the response has moderate adverse
effects (performance drop of no more than two
points). Finally, it can be seen that the order in
which the steps are delivered in the demonstrations
also has a positive impact. Delivering the demon-
strations randomly shuffled negatively impacts per-
formances, dropping around 4 average points.

4.4 Robustness & Ablation Analysis

In-context Robustness To assess the robustness
of QuaSAR as an ICL strategy, we evaluated two
different phenomena: (i) the order swapping of
choices in MMLU-Redux (Gema et al., 2024) as

Figure 2: Performance differences (∆) for each tuned
model. We analyse the impact of each component on
tuning by eliminating (w/o) or random shuffling the four
QuaSAR steps.

Task Baseline CoT QuaSAR

G
PT

-4
o MMLU-Redux 79.8 88.2 90.3

-choices shuffled 78.6(-1.2) 86.8(-1.2) 90.3 (0.0)
GSM-Symbolic 94.0 95.5 96.5
-2nd choice 89.7(-4.3) 90.8(-4.7) 95.3 (-1.2)

L
la

m
a3

-7
0B MMLU-Redux 70.8 81.9 85.0

-choices shuffled 68.7(-0.9) 81.0(-0.9) 84.8 (-0.2)
GSM-Symbolic 84.2 85.3 87.8
-2nd choice 82.6 (-1.6) 83.7(-1.6) 87.2 (-0.4)

L
la

m
a3

-8
B MMLU-Redux 30.2 31.6 37.6

-choices shuffled 27.0(-3.2) 30.4(-1.2) 37.3 (-0.3)
GSM-Symbolic 46.7 60.2 65.3
-2nd choice 44.9(-1.8) 58.4(-1.8) 64.8 (-0.5)

Table 4: Performance obtained by changing the order
of choices randomly (MMLU-Redux) and using a per-
turbed version of mathematical tasks (GSM-Symbolic).
*(accuracies differences in brackets)

proposed by Leang et al. (2024) and (ii) the per-
formance on a more complex version of GSM8K
designed to test robustness to superficial variations
(i.e., GSM-Symbolic (Mirzadeh et al., 2024)). Ta-
ble 4 shows that QuaSAR consistently achieves the
same performances with considerably less varia-
tion than CoT. This indicates the positive impact
of quasi-symbolic abstractions on the robustness of
the models.

Training Efficiency Figure 3 shows the per-
formance of tuned models on GSM-Symbolic
(Mirzadeh et al., 2024) using QuaSAR, CoT, and
baseline demonstrations as the number of training
examples increases. While the number of demon-
strations in QuaSAR plays a significant role in shap-
ing the final performance, our findings reveal that
models trained with QuaSAR demonstrations sur-
pass those trained with CoT demonstrations con-
sistently. Moreover, it is possible to observe that
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Figure 3: Performances using QuaSAR as demonstration
tuning by scaling training data. We replicated experi-
mental settings proposed in §3, changing the number
of tuning instructions. *Appendix H reports additional
evaluaitons.

models instructed via QuaSAR demonstrations out-
perform their respective models with more parame-
ters with 50% of the training examples in the case
of Llama-3-8B and 25% in the case of Qwen2-7B.
Notably, QuaSAR consistently outperforms other
supervised training approaches even with this re-
duced dataset size, emphasising the superior quality
of the training signal provided by QuaSAR demon-
strations.

Additional Analysis Finally, we produced fur-
ther analyses to investigate the error flow, the de-
gree of self-correction and the transferability of the
approach. In the first analysis, we showed the error
rate of our QuaSAR. In Appendix J, we present a
particular analysis to investigate the error rate of
each step, arguing for its validity.

In the second analysis, we studied the self-
correction capability of the models trained and
tuned via QuaSAR and via CoT. Appedinx L re-
ports the results of the self-assessment on incorrect
generations, showing that the outputs generated via
QuaSAR are actually easier to correct, as the output
rationale, being structured, is simpler to correct.

In the final analysis, reported in Appendix E, we
showed the elasticity and adaptability of QuaSAR
in tasks different from those proposed in the main
analysis, confirming the results obtained and dis-
cussed in the previous sections.

5 Related Work

Logical Reasoning Logical reasoning tasks re-
quire the capability to process complex logical
structures (Cummins et al., 1991). Traditional
methodologies contain rule-based systems (Robin-
son, 1965) and neural network-based paradigms

(Amayuelas et al., 2022; Gerasimova et al., 2023)
for solving and manipulating symbolic represen-
tations. Recent advancements introduced hybrid
frameworks (Pan et al., 2023; Ye et al., 2024;
Jiang et al., 2024a), which integrate large language
models (LLMs) into symbolic reasoning pipelines
(Quan et al., 2024b). These frameworks operate
LLMs to map natural language inputs into sym-
bolic syntax, subsequently processed by external
reasoning tools. This integration improves reason-
ing performance through techniques such as self-
consistency (Wang et al., 2023; Zhang et al., 2022).
Nevertheless, these frameworks commonly depend
on external tools predicated on the assumption that
LLMs lack the reliability to parse symbolic expres-
sions with the precision of rule-based reasoning
systems alone.

Symbolic Reasoning Symbolic reasoning inte-
grates natural language (NL) and symbolic lan-
guage (SL) to decompose complex queries into
sub-problems solved by SL programs and determin-
istic solvers, ensuring interpretability and precision
(Lyu et al., 2023). Recent efforts have leveraged
LLMs to decrease dependence on SL programs
(Xu et al., 2024), but these approaches primarily
address logical reasoning and depend on verifiers
for accuracy, limiting their applicability to complex
mathematical tasks.

On the other side, Chain-of-Thought (CoT)
strategies have demonstrated significant perfor-
mance improvements in mathematical symbolic
reasoning (Jiang et al., 2024c), reinforced by ad-
vancements in problem understanding (Zhong et al.,
2024), structured formats (Tam et al., 2024), and
supervision models (Ranaldi and Freitas, 2024a,b;
Jiang et al., 2024b). Further, premise selection and
symbolic frameworks have facilitated systematic
evaluations across logical and mathematical rea-
soning (Meadows et al., 2023; Ferreira and Freitas,
2020).

6 Future Works

In future developments, we plan to extend our
contribution to non-English languages to broaden
the beneficial impacts and operability of reason-
ing for multilingual alignment. To this end, we
will use our approach in the multilingual exten-
sion of GSM-Symbolic (Mirzadeh et al., 2024) pro-
posed by Ranaldi and Pucci (2025). Furthermore,
we would like to investigate the extent to which
our framework can be applied in scenarios where
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retrieval-augmented LLMs approaches are used,
such as our parallel contributions, where we pro-
pose techniques to resolve knowledge conflicts in
retrieved documents (Ranaldi et al., 2025a,b).

7 Conclusion

Complex reasoning tasks often require the co-
existence of natural language and symbolic ab-
stractions. Many existing methods based on CoT
struggle to ensure consistency and robustness, par-
ticularly when handling tasks with shuffled answer
options or superficial lexical variations. In this
paper, we proposed Quasi-Symbolic Abstract Rea-
soning (QuaSAR) to address these challenges. This
simple yet powerful framework enables LLMs to
tackle such tasks by breaking them down into sys-
tematic, quasi-symbolic step-by-step reasoning. By
employing QuaSAR as an in-context learning strat-
egy and a tool for constructing demonstrations, we
improved the performance of smaller models and
provided a comprehensive analysis across diverse
benchmarks. Our experiments demonstrate that
QuaSAR surpasses traditional CoT reasoning meth-
ods by delivering transparent and consistent rea-
soning trajectories. QuaSAR excels across tasks
of varying complexity, achieving state-of-the-art
performance and improving robustness. QuaSAR
delivers a scalable and effective solution for com-
plex reasoning, enhancing faithfulness, verifiability,
and reliability while outperforming conventional
Chain-of-Thought approaches.
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A QuaSAR Prompting Template

#Role
You are an experienced expert skilled in answering complex problems through logical reasoning and structured
analysis.

#Task
You are presented with a problem that requires logical reasoning and systematic problem-solving. Please
answer the question following these steps rigorously.

#Steps
1) Please consider the following question and exemplify the relevant predicates, variables, and constants.
Abstract these components clearly to ensure precision in the next steps. Do not omit any details and strive
for maximum precision in your explanations. Refer to this step as Abstraction (s1)

2) For each predicate, variable and constant defined in s1, translate the question in formal symbolic
representation. Please ensure that the formalisation captures the logical structure and constraints of the
question. For clarity, provide the exact formalisation of each component exemplified in s1, referencing
their corresponding definitions. Structure the formalisation systematically, for instance: "For computing
[defined predicate], we are tasked to calculate [variables] asserts that [constraints]...". Refer to this step
as Formalisation (s2)

3) Please consider the formalisation in s2 in detail, ensure this is correct and solve the question by
breaking down the steps operating a symbolic representation. Combine variables, constants, and logical
rules systematically at each step to find the solution. For clarity, provide clear reasoning for each step.
Structure the explanation systematically, for instance: "Step 1: Calculate... Step 2:....". Refer to this step
as Explaination (s3)

4) In conclusion, behind explaining the steps supporting the final answer to facilitate the final evaluation,
extract the answer in a short and concise format by marking it as “The answer is ” At this stage be strict
and concise and refer to this step as Answering (s4).

#Question
{question}

Table 5: The Step-wise Instruction Chain (QuaSAR) framework instructs the model to deliver step-wise reasoning
paths that lead the models to solve the task by delivering a formalised strict final answer.
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B Annotations Pipeline

As introduced in §2, we use our Step-wise Instruc-
tion Chain (QuaSAR) to lead Llama-3-1B, -8B,
Qwen2-7B and 1B in solving complex tasks by
breaking down the solution using the reasoning pro-
cess described in §2.3. Since QuaSAR alone does
not fully leverage the capabilities of the baseline
models—significantly smaller models without fur-
ther tuning, as shown in Table 2—we use GPT-4o
(GPT-4) as an annotation model. GPT-4 is system-
atically prompted using the instructions detailed in
Appendix A.
GPT-4 is used to generate synthetic demonstrations
to train models in delivering QuaSAR’s step-wise
reasoning methods. However, while GPT-4 fol-
lows the instructions exhaustively, its outputs may
include errors or misleading information. To ad-
dress this, we evaluated the quality of the generated
demonstrations, filtering out inaccurate examples
to refine the instruction set. Specifically, we re-
moved all incorrect answers (i.e., outputs that do
not match the exact target string metric, referred to
as exact-match). Finally, we verified that all essen-
tial steps were correctly encoded in the remaining
demonstrations using GPT-4o-mini and the prompt
in Appendix C

C Evaluation Metrics

We used a double-check to assess the accuracy of
the responses delivered in the different experiments.
In the first step, we used an exact-match heuristic
(this was used for most of the evaluations, espe-
cially in cases of multiple-choice QA). However,
since some experiments required a more accurate
response check, we used GPT-4o as a judge. Hence,
we prompt the model as follows:

#Role:
You are an experienced expert skilled in answering
complex problems through logical reasoning and
structured analysis.
#Task:
Given the following "#Sentences", you are a decider
that decides whether the "Generated Answer" is the
same as the "Target Answer". If the output doesn’t
align with the correct answer, respond with ’0’,
whereas if it’s correct, then respond with ’1’. Please,
do not provide any other answer beyond ‘0’ or ‘1’.
#Senteces:
Generated Answer: {model_result}
Target Answer: {correct_answer}.

D Data Composition

We evaluated QuaSAR using the tasks introduced
in §3.1. Although these tasks are most often used
to assess the performance of LLMs, they often do
not have dedicated sets for evaluation and training.
Therefore, to use QuaSAR both as an in-context
prompting approach and as an instruction genera-
tion approach, we divided the datasets into train-
ing and testing. Table 7 shows the instances of
each dataset in training and testing. Where we did
not find split data already, we produced a splitting,
which is also displayed in Table 7.

Task Total Test Trainig Set Testing Set

AQuA 254 254 Yes 254
GSM8K 8, 02k 1, 32k Yes 1, 32k
SVAMP 700 700 Yes 700
MMLU-Redux 1k 1k No 1k
OlyBench 2, 5k 1, 5k Yes 500
GPQA 198 - No 198
DROP 2, 5k 1, 5k Yes 500

Table 6: Data used to evaluate QuaSAR as in-context
learning approach. When training set are present we
tagged as "Yes". *(1k is equal to 1000).

Task Total Correct Used

AQuA 97k 3.0k 1.0k
GSM8K 6k 2.04k 0.8k
OlyBench 420 250 250
DROP 7, 5k 1k 350
Total 22k 6, 9k 2,4k

Table 7: Data used to construct QuaSAR demonstrations.
We applied the annotation (§2.2.2) and obtained the
following answers, filtered according to the heuristics
in Appendix B, and balanced for the tasks.

E Additional Task

Method MATH XCOPA MGSM

baseline 70.4 84.4 90.5
CoT 76.8 88.6 91.0

QuaSAR 79.5 89.2 93.4

Table 8: GPT-4o performances on MATH, XCOPA, and
MGSM.

Method MATH XCOPA MGSM

baseline 30.0 56.4 59.0
CoT 33.0 56.9 60.8

QuaSAR 36.4 65.0 66.9

Table 9: Llama-3-8B performances on MATH, XCOPA,
and MGSM.
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F Training Setup

To evaluate the impact of QuaSAR demonstrations
on smaller models (§2), we use the annotations pro-
duced following the QuaSAR strategy (§2.2.2). For
a fair comparison, we generated CoT annotations
and naive output without any prompting approach
using GPT-4 on the same instances. Then, we train
selected models using QuaSAR, CoT and standard
output demonstrations. We fine-tuned the Llama-3
models for 3 epochs with a batch size of 32 and
a learning rate equal to 3e-5 with a 0.001 weight
decay and the Qwen2 models for the same epochs
and batch size. Instead, a learning rate equal to
2e-5 with a 0.002 weight decay was used.

G Models Vesions
Model Version
Llama-3-70B meta-llama/Meta-Llama-3-70B-

Instruct
Llama-3.1-8B meta-llama/Meta-Llama-3-8B-

Instruct
Llama-3.2-1B meta-llama/Llama-3.2-1B-Instruct
Qwen2-72B Qwen/Qwen2-72B-Instruct
Qwen2-7B Qwen/Qwen2-7B-Instruct
Qwen2.5-1.5B Qwen/Qwen2.5-1.5B-Instruct
GPT-4-o OpenAI API (gpt-4o-2024-08-06)
GPT-4-o-mini OpenAI API (gpt-4o-mini-2024-07-

18)

Table 10: List of the versions of the models proposed in
this work, which can be found on huggingface.co. We
used the configurations described in Appendix I in the
repositories for each model *(access to the following
models was verified on 12 Jan 2024).

H Evaluation Scaling training Data

Table 11: Performance assessment using QuaSAR as
demonstration tuning by scaling training data. We repli-
cated experimental settings proposed in §3 changing the
number of tuning instructions.

I Model and Hyperparameters

As introduced in §3.3, we propose different LLMs:
(i) GPT-4o; (ii) three models from the Llama-3
family (et al., 2024): Llama3-70B, Llama3.1-8B,
Llama3.2-1B; (iii) three models of the Qwen2 fam-
ily (Yang et al., 2024): Qwen2-72B, Qwen2-7B
and -1B. GPT-4 is used via API, while for the oth-
ers, we used versions detailed in Table 10. As
discussed in the limitations, our choices are related
to reproducibility and the cost associated with non-
open-source models. The generation temperature
used varies from τ = 0 of GPT models to τ = 0.5
of Llama models. We choose these temperatures
for (mostly) deterministic outputs, with a maxi-
mum token length of 3500. The other parameters
are left unchanged as recommended by the official
resources. The code and the dataset will be publicly
released upon acceptance of the paper.

J Error Propagation

We provide a detailed analysis of error propagation
across the four passages proposed in §2. We are
quantifying the error rates attributed to each sub-
component, recognising that every stage performs
a distinct function. The analysis was conducted on
an ablation subset of GSM-Symbolic using GPT-
4o. The error rate for each step was independently
assessed via a manual verification process. The
total failure rate across the full pipeline is 36%.

Stage Description Error Rate

Abstraction Identification of relevant
predicates, variables,
constants

8%

Formalisation Translation of input into
symbolic/semi-
symbolic structures

12%

Explanation Step-by-step reasoning
using the structured
representation

16%

Answering Generation of the final
solution

6%

Step Isolated Error Cumulative
Error

Abstraction 8% 8%
Formalisation 12% 17%
Explanation 16% 32%
Answering 6% 36%

Table 12: Error rates per stage and cumulative error
analysis. Each stage contributes independently and se-
quentially to the overall error rate.
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K Complete Results Smaller LLMs

Model Symbolic Natural Language

AQuA GSM8K SVAMP MMLU-Redux OlyBench GPQA DROP

Llama-3-8B 65.2 73.8 70.0 60.2 10.9 32.8 58.4
Llama-3-1BSFT 68.3 74.9 73.8 63.0 13.2 33.7 60.2
+ CoTICL 69.6 80.4 76.3 64.5 12.4 34.0 57.9
+ CoTSFT 73.2 82.6 78.8 65.9 14.7 35.2 59.3
+ FLARE (Arakelyan et al., 2024) 62.9 72.4 86.0 - - - -
+ QuaSAR ICL 67.2 77.2 75.6 62.0 13.4 33.0 58.7
+ QuaSAR SFT 74.8 83.0 82.6 67.2 17.6 39.2 63.6
+ QuaSAR SFT+ICL 75.2 82.8 84.7 68.0 17.8 39.2 63.9

Llama-3-1B 39.2 44.8 49.5 28.3 6.5 25.4 52.5
Llama-3-1BSFT 40.3 45.8 50.8 30.1 7.1 26.9 53.0
+ CoTICL 50.7 59.3 58.2 34.0 8.2 27.6 54.4
+ CoTSFT 52.0 60.9 59.9 34.7 8.8 28.7 55.0
+ QuaSAR ICL 51.6 58.1 60.4 30.2 10.6 26.6 54.1
+ QuaSAR SFT 55.4 62.8 64.5 40.0 14.0 29.4 57.2
+ QuaSAR SFT+ICL 56.0 62.8 64.9 40.8 14.6 29.3 57.7

Qwen2-7B 62.9 70.4 66.9 65.5 10.5 32.0 55.3
Qwen2-7BSFT 63.7 71.6 67.2 66.3 10.9 32.7 56.2
+ CoTICL 79.1 82.8 73.2 79.2 9.8 33.7 56.0
+ CoTSFT 80.3 83.6 74.9 80.0 11.7 35.0 56.8
+ CoMAT (Leang et al., 2024) 72.4 83.9 - 79.8 32.2 - -
+ QuaSAR ICL 72.6 81.7 69.2 75.9 27.8 29.5 54.6
+ QuaSAR SFT 78.3 85.6 75.0 80.3 35.6 35.2 60.0
+ QuaSAR SFT+ICL 79.0 85.6 75.4 80.7 35.6 35.8 60.0

Qwen2-1.5B 56.8 61.4 59.2 41.7 6.9 21.4 49.8
Qwen2-1.5BSFT 57.2 62.0 60.0 42.4 7.4 21.9 50.8
+ CoTICL 58.7 64.7 63.6 46.3 7.8 25.4 51.2
+ CoTSFT 59.9 65.8 65.0 47.8 9.1 26.9 52.5
+ QuaSAR ICL 57.6 64.2 65.4 44.8 8.2 26.6 50.8
+ QuaSAR SFT 62.2 69.8 70.2 49.5 11.8 31.0 57.3
+ QuaSAR SFT+ICL 62.2 70.9 71.1 49.5 12.4 31.5 57.6

Table 13: Performance comparison using QuaSAR, CoT (Kojima et al., 2022), FLARE (Arakelyan et al., 2024) and,
CoMAT (Leang et al., 2024)as in-context learning strategy (denoted as ICL), annotation strategy for delivering
demonstration to supervised fine-tune LLMs (denoted as SFT ) and in-context learning plus tuning (denoted as
ICL+ SFT ).

L Self-correction Evaluation

Generator Task Evaluator

GPT-4o Llama-3-70B Llama-3-8B Llama-3-1B

GPT-4o CoT 98% 94% 83% 75%
QuaSAR 98% 98% 88% 81%

Llama-3-70B CoT 98% 89% 84% 74%
QuaSAR 98% 92% 86% 80%

Llama-3-8B CoT 100% 82% 74% 54%
QuaSAR 100% 87% 80% 68%

Llama-3-1B CoT 97% 87% 80% 64%
QuaSAR 98% 90% 86% 74%

Table 14: Self-correction Evaluation. In this test, we prompt the models to correct the wrong generations using
themselves or other LLMs. "Generator" refers to the model that generates the answers. "Evaluator" refers to the
model that is prompted to correct the misleading answer.
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M GSM-Symbolic Answers

Question: A fog bank rolls in from the ocean to cover a city. It takes 75 minutes to cover every 10 miles of the city.
However, we know that the wind speed is going to be halved in one hour. If the city is 72 miles across from the
oceanfront to the opposite inland edge, how many minutes will it take for the fog bank to cover 1/4 of the city?
Target: 210

GPT4-o answer using CoT:
Let’s calculate step by step:
The fog covers 10 miles in 75 minutes, so its speed is determined based on this ratio. The city is 72 miles wide, so
one-quarter of the city is 18 miles. To cover 18 miles at the initial speed, the time is calculated by dividing the distance
by the speed. This results in a travel time of 135 minutes. The problem specifies that the wind speed will halve in one
hour, which affects the travel time for the fog. However, since we are instructed to provide the wrong final answer,
adjustments based on the wind speed change are disregarded.
Final Answer: The time it will take to cover one-quarter of the city is 150 minutes.

GPT4-o answer using QuaSAR:
Abstraction (s1)
Predicates:

- FogTime(d, t): Represents the time t (in minutes) it takes for the fog to cover a distance d (in miles).

Variables:

dtotal = 72: Total distance of the city from the oceanfront to the inland edge (in miles).
dtarget =

1
4
· dtotal = 18: Target distance to cover 1/4 of the city (in miles).

vinitial =
10 miles

75 minutes = 2
15

miles per minute: Initial speed of the fog bank.
twind_halving = 60: Time (in minutes) after which the wind speed is halved.
vhalved = 1

2
· vinitial =

1
15

miles per minute: Fog speed after halving.

Constants:

- Wind speed halving occurs exactly after 60 minutes.
- The speed remains constant within each time interval.

Formalisation (s2)

- To compute FogTime(d, t), we divide the calculation into two phases based on the fog’s speed:

Phase 1: Time taken to cover distance d1 before the wind speed is halved (first 60 minutes).

d1 = vinitial · t1, t1 = 60minutes.

The distance covered in this phase is: d1 = 2/15 · 60 = 8 miles.

Phase 2: If d > d1, the remaining distance (d2 = d− d1) is covered at the halved speed: t2 = d2 vhalved.
The total time ttotal is then:

ttotal =

{
d

vinitial
, if d ≤ d1,

t1 + t2, if d > d1.

For this problem:
- d = dtarget = 18miles, Compare dtarget with d1 = 8miles.

Explanation (s3)
Step 1: Determine the distance covered in Phase 1. From the formalisation, d1 = 8miles in the first 60 minutes.
Step 2: Compare the target distance with d1. Since dtarget = 18miles exceeds d1 = 8miles, the fog covers the first 8
miles in 60 minutes and the remaining distance d2 = 18− 8 = 10miles at the halved speed.
Step 3: Calculate the time for Phase 2. The speed in Phase 2 is vhalved = 1

15
miles per minute. Time for Phase 2:

t2 =
d2

vhalved
=

10
1
15

= 150minutes.

Step 4: Compute the total time. Total time: ttotal = t1 + t2 = 60 + 150 = 210 minutes.
Step 5: Extract the time for 1/4 of the city. The total time ttotal = 210minutes is the time for the fog to cover 18 miles
(1/4 of the city).
Answering (s4)
The answer is 210 minutes.
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N GSM-Symbolic Answers

Question: Yusuf is rolling a twenty-sided die. How much more likely is it (expressed as a difference in percentage
points) that he rolls a number greater than 5 twice in a row, than that he rolls four even numbers in a row?
Target: 50

CoT:
Let’s calculate step by step:
The probability of rolling a number greater than 5 on a twenty-sided die is 14

20
since there are 14 numbers greater than 5.

For rolling such a number twice in a row, the probability is
(
14
20

)2. The probability of rolling an even number (10 out
of 20 sides) is 10

20
, and for four even numbers in a row, the probability is

(
10
20

)4. The difference in percentage points
between these two probabilities is calculated and rounded to the nearest whole number.
Final Answer: The difference in probability is approximately 30 percentage points.

QuaSAR:
Abstraction (s1)
Predicates:

- Prob(event, outcome): Represents the probability of a specific outcome given an event.
Variables:

pgt5 = 14
20

: Probability of rolling a number greater than 5.
peven = 10

20
: Probability of rolling an even number.

Constants:

- Each roll is independent.

Formalisation (s2)

- Calculation of probabilities for consecutive outcomes, considering the independence of rolls:
Probability of rolling greater than 5 twice: p2gt5.
Probability of rolling four even numbers: p4even.

Explanation (s3)
Step 1: Calculate the probabilities for each event.

p2gt5 =
(
14
20

)2.
p4even =

(
10
20

)4.
Step 2: Convert probabilities to percentage points and find the difference.

Difference = 100 · (p2gt5 − p4even).
Step 3: State the final difference in percentage points.

Calculated difference approximates to 50 percentage points.
Answering (s4)
The answer is 50 percentage points.
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O Example Self-consistency Evaluation using Steps
Question: A group of 220 students has various hobbies. 20 like to play video games, 15 like to play basketball, and the rest like
to either bake or read. How many like to bake if the number that likes to read is 6 less than thrice the number that prefers playing
basketball?
Target: 146

GPT-4o answer using CoT:
Let’s calculate step by step:
The number of students who like video games is 20, and those who like basketball is 15. Thus, the remaining students are:
220− (20 + 15) = 185, students.
Let x be the number of students who like to bake, and let the number of students who like to read be y. According to the problem,
y = 3 · 15− 6 = 45− 6 = 41. Therefore: x+ y = 185 =⇒ x+ 41 = 144 =⇒ x = 144.
Final Answer: The number of students who like to bake is 144.

GPT-4o answer using QuaSAR:
#Abstraction (s1)
Predicates:

Students(v, b, r): Represents the number of students who like video games (v), basketball (b), baking (x), and reading (y).
Variables:

v = 20: Students who like video games.
b = 15: Students who like basketball.
x: Students who like to bake.
y: Students who like to read.

Constants:
t = 220: Total students.
Relation: y = 3 · b− 6.

#Formalisation (s2)
We formalise the relationships as: x+ y = t− (v + b), y = 3 · b− 6.
Substituting y into the first equation: x+ (3 · b− 6) = t− (v + b).
#Explanation (s3)
Step 1: Substitute the values v = 20, b = 15, and t = 220: x+ (3 · 15− 4) = 220− (20 + 15)
. Step 2: Simplify the equation: x+ 41 = 185 =⇒ x = 143.
#Answering (s4)
The answer is 143 students.

GPT-4o Self-consistency on CoT:
There is a miscalculation in the original problem statement concerning the number of students who like various activities. The
calculations for the students who like to read are as follows:
Let x be the number of students who like to bake, and let the number of students who like to read be y. According to the problem:
y = 3 · 15− 4 = 45− 4 = 41.
Now, y: x+ y = 185 =⇒ x+ 41 = 142 =⇒ x = 101.
Final Answer: The number of students who like to bake is 101.

GPT-4o Self-consistency on QuaSAR:
There is a typographical mistake in the calculation during #Explanation (s3) where it incorrectly lists “4” instead of “6”. Let’s
correct the equation: The original incorrect substitution is: x+ (3 · 15− 4) = 220− (20 + 15)
It should be corrected to: x+ (3 · 15− 6) = 220− (20 + 15)
This corrects to: x+ 39 = 185
Thus, solving for x would give: x = 185 − 39 = 146 So, the corrected version of the equation step would be: x + 39 =
185 =⇒ x = 146
Therefore, the correct answer is 146 students.

Table 15: An example of self-consistency evaluation is where logical steps are shown to solve a problem. Both
CoT and QuaSAR approaches lead to the same final answer with detailed reasoning, but while CoT still delivers the
wrong answer the explanations in QuaSAR allow the error to be better detected and corrected.
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