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Abstract

Automatic movie narration aims to generate
video-aligned plot descriptions to assist visu-
ally impaired audiences. Unlike standard video
captioning, it involves not only describing key
visual details but also inferring plots that un-
fold across multiple movie shots, presenting
distinct and complex challenges. To advance
this field, we introduce Movie101v2, a large-
scale, bilingual dataset with enhanced data qual-
ity specifically designed for movie narration.
Revisiting the task, we propose breaking down
the ultimate goal of automatic movie narration
into three progressive stages, offering a clear
roadmap with corresponding evaluation met-
rics. Based on our new benchmark, we base-
line a range of large vision-language models
and conduct an in-depth analysis of the chal-
lenges in movie narration generation. Our find-
ings highlight that achieving applicable movie
narration generation is a fascinating goal that
requires significant research.

1 Introduction

Audio Description (AD) is a crucial technology
that enables visually impaired individuals to en-
joy movies by integrating real-time voice narra-
tions into the movie soundtrack, describing the
movie’s visual content. Unlike video captions,
movie narrations must briefly summarize the on-
going content during pauses in character dialogue,
providing accurate descriptions of visual facts (e.g.,
scenes, characters, and events) and key plot points
to help the audience stay engaged. However, cre-
ating movie narrations usually requires extensive
manual effort from trained professionals, making
it impractical to cover the vast number of movies
and TV shows online. Therefore, researchers have
begun exploring automatic movie narration genera-
tion, advancing research from data (Torabi et al.,
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2015; Soldan et al., 2022), task (Rohrbach et al.,
2017; Han et al., 2023b), and method (Han et al.,
2023a; Yue et al., 2023) perspectives, but there is
still a long way to go before realizing the ultimate
goal of automatically generating high-quality and
applicable movie narrations.
From the data perspective, proper benchmark
datasets play a fundamental role in the develop-
ment of movie understanding and narrating. Early
efforts primarily focus on basic video-to-text de-
scriptions with simplified narration data (Rohrbach
et al., 2017; Soldan et al., 2022). For example,
LSMDC (Rohrbach et al., 2017) replaces character
names in narrations with "someone", reducing the
movie narration task to a general video captioning
task. AutoAD (Han et al., 2023b) improves on this
by reinstating character names from the raw data of
MAD (Soldan et al., 2022), while AutoAD II (Han
et al., 2023a) goes further by introducing a charac-
ter bank to support generating narrations with char-
acter names. However, the movie clips designated
for narration in these datasets are typically short
(e.g., on average 6.2 seconds in M-VAD (Torabi
et al., 2015) and 4.1 seconds in MAD), as shown
in Fig. 1, which limits the ability of models to gen-
erate coherent narrations for longer clips based on
complex visual changes and plot sequences.

The recently proposed dataset, Movie101 (Yue
et al., 2023), addresses some of these limitations by
providing longer video narration paragraphs and
rich movie metadata, such as character information.
However, our analysis identifies several drawbacks.
First, Movie101 consists of only 101 movies with
14,000 video-narration pairs, which is smaller in
scale compared to other available datasets. Second,
it includes only Chinese narrations, limiting its use-
fulness for non-Chinese speakers and hindering
the application of many advanced English-based
models for movie understanding. Third, the auto-
matically crawled metadata contains errors, such
as missing characters in cast lists and inconsistent
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夏洛和秋雅到游艇的一层查看，袁华一脸沧桑，手上拿着

鱼叉，嘴上叼着烟，坐在一艘小渔船上，看到秋雅的他激

动得烟都掉了。夏洛看了一眼袁华，又看了一眼秋雅。

Xia Luo and Qiu Ya went to the first floor of the yacht to
check. Yuan Hua, with a weary face, holding a harpoon in

his hand and a cigarette in his mouth, sat on a small
fishing boat. When he saw Qiu Ya, he was so excited that

his cigarette fell off. Xia Luo glanced at Yuan Hua, then
looked at Qiu Ya.

火苗瞬间点燃了教室的窗帘，同学们乱作一团，纷纷拿出书本灭火，校长还

拿出一瓶墨水泼向燃烧的窗帘，这时夏洛妈妈跑进教室，夏洛缓缓转过头，

看到是母亲来了，缓缓走向她，突然间就跪倒在地上，一把抱住她的大腿。

The flames instantly ignited the curtains in the classroom. The students were
in chaos, taking out books to put out the fire. The principal even took out a

bottle of ink and splashed it on the burning curtains. At this moment, Xia
Luo's Mom rushed into the classroom. Xia Luo slowly turned his head and saw

his mother coming in. He walked slowly towards her and suddenly knelt down,
embracing her legs tightly.

夏洛妈妈
Xia Luo’s Mom

夏洛
Xia Luo

袁华
Yuan Hua

秋雅
Qiu Ya

马冬梅
Ma Dongmei

大春
Da Chun

SOMEONE sits on her roomate’s bed.

M-VAD

They rush out onto the street.

MPII-MD

Mum hangs up the laundry 
outside the farmhouse.

MAD

In the hall, Vientha overhears 
and looks up.

CMD-AD

Figure 1: Examples from other datasets (left) and Movie101v2 (right) where cases are from Goodbye Mr. Loser.

character names in narrations. To address these
issues and to facilitate automatic movie narration
from a data perspective, we improve Movie101 in
terms of both scale and quality. By collaborating
with various expert models, we manage to avoid the
previously used heavy crowd-sourcing and increase
the dataset cost-effectively to a scale of 203 movies
and 46,000 bilingual (Chinese and English) video-
narration pairs, which we name Movie101v2.

From the task perspective, the development of au-
tomatic movie narration has evolved over time. Au-
toAD highlights the dependence of movie narration
on context, incorporating a preceding narration and
movie subtitles as additional task inputs. Movie101
and AutoAD II address practical deployment issues
of where to insert narrations, by narrating between
character dialogues or incorporating a timestamp
prediction task. While these task definitions strive
for more applicable narrations in real-world set-
tings, our closer inspection of the Movie101v2 data
reveals that achieving fully deployable movie nar-
rations remains an ambitious goal.

On the one hand, generating applicable narra-
tions requires handling complex inputs like exten-
sive plot histories and character dialogues, which
are beyond the current capabilities of most models.
On the other hand, our initial experimental findings
suggest that even understanding the basic visual
facts and movie plots within individual movie clips
is a fundamental but unsolved challenge. There-
fore, the ambitious goal of achieving applicable
movie narrations will require incremental progress
to achieve step by step. To address this, we sug-
gest breaking down the long-term goal into three
progressively challenging stages: basic visual facts
description (L1), plot narration (L2), and applicable
AD text generation (L3). Given the current tech-

nological limitations, we prioritize achieving the
L1 and L2 goals, focusing on movie understanding
within individual clips.

To align with these staged goals, the evaluation
framework should also evolve to provide more tar-
geted feedback for model improvement. Existing
works typically assess the linguistic or semantic
matching between generated narrations and refer-
ence ones (ground truth) (Rohrbach et al., 2017;
Han et al., 2023b,a; Yue et al., 2023). However,
since reference narrations are produced by human
experts with access to extensive contextual infor-
mation (e.g., prior plot developments and character
histories), directly comparing them to model out-
puts, which are generated based solely on the given
video clip, may not be a fair evaluation. To address
this, we propose a new evaluation framework that
leverages Large Language Models (LLMs) to sepa-
rately assess narrative quality from the L1 and L2
perspectives. This helps avoid comparing against
out-of-context information, and offers a clearer
guidance for model development and improvement.
From the method perspective, we explore prac-
tical solutions for movie narration generation. We
build baselines based on several state-of-the-art
Large Vision-Language Models (LVLMs), includ-
ing both open-source models and proprietary mod-
els, on Movie101v2 in both Chinese and English.
This provides a comprehensive evaluation of their
performance in movie narration generation. We
also carry out detailed analytical experiments to
identify the challenges and difficulties that current
models face, both in terms of visual perception
and text generation. These findings aim to provide
practical insights and inspire future research into
improving automatic movie narration generation.

In summary, in our pursuit of advancing movie
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Table 1: Dataset statistics. Lv/t: average video duration
(sec.) or text length (en. words or zh. characters); Nchar:
character count; Gray: datasets with short movie clips.

Dataset # movie # clip Lv Lt Nchar

M-VAD 92 49K 6.2 9.1 -
MPII-MD 94 68K 3.9 9.6 -
MAD 650 385K 4.1 12.7 -
CMD-AD 1,432 101K - - -
Movie101 (zh) 101 14K 20.4 80.7 2.0

Movie101v2-zh 203 46K 12.8 60.0 1.9
Movie101v2-en 203 46K 12.8 39.1 1.9

narration generation, large-scale and high-quality
data are the cornerstone, clearly defined tasks and
evaluations propel progress, and benchmarking and
analysis of advanced models share important find-
ings. Through the development of Movie101v2 in
this work, our contributions in data, task design,
evaluation framework, and experimental insights
aim to shed some light on further research and
progress in movie narration generation.

2 Data: Movie101v2

The original Movie101 dataset contains 101 movies
from the barrier-free channel of Xigua Video1,
where movies are reproduced with video-aligned
narration speeches. The narration texts are ob-
tained through ASR transcription and refined with
crowd-sourcing. In this section, we improve upon
Movie101 in both data scale and quality.

2.1 Scaling Up
Following Movie101, we collect all the newly avail-
able movies with narrations from Xigua Video
(102 new movies in total), obtaining narration data
through the following automatic process.
Speech Transcription. We transcribe movie audio
into text by Whisper (OpenAI, 2022). The raw
ASR output includes both narrations and character
dialogues, and often contains transcription errors.
Text Refinement. To remove character dialogues
from the ASR outputs, we first use OCR (Pad-
dleOCR, 2022) to detect movie subtitles, thereby
identifying the instances where dialogues occur and
subsequently removing them. This process concur-
rently produces subtitle data equipped with precise
timestamps. Next, we use GPT-4 to identify and
remove any remaining dialogues. Upon filtering
out dialogues, we leverage GPT-3.5-turbo to cor-
rect textual errors within the narrations, including
typos, wrong punctuation, and nonsensical phrases.

1https://www.ixigua.com/channel/barrier_free

Clip Merging. To support comprehension of co-
herent plots conveyed in consecutive movie clips,
we merge adjacent narration segments into para-
graphs. Employing a heuristic approach, we utilize
a dynamically adjusted threshold to determine if
two adjacent segments should be merged, thereby
ensuring effective merging near clips while prevent-
ing the creation of excessively long paragraphs.
Translation. Following data refinement, we trans-
late Chinese narrations into English using GPT-3.5-
turbo. To ensure accurate translation of character
names within narrations, we manually construct
an English version of the movie casts, serving as
references for the LLM.

2.2 Quality Enhancement
Character Name Refinement. We collect movie
metadata, including basic movie information and
cast details, from Xigua Video. However, our man-
ual review reveals two significant issues not identi-
fied in Movie101: (1) The cast list for some movies
is incomplete, with some or all character names
missing. (2) The character names in narrations
often do not match their official cast names. Ad-
ditionally, the same character may be narrated by
different names throughout a movie, further limit-
ing the connection between narrated characters and
external cast knowledge. To address these issues,
we refine character names in both the movie casts
and narrations for Movie101 and our newly col-
lected data. First, we complete and correct names
in the cast lists through human annotation. Then,
we use GPT-3.5-turbo to automatically update the
narrations, ensuring the character names in the nar-
rations precisely match those in the movie casts.
Quality Control. While our data construction
leverages LLMs to minimize labor costs, it is cru-
cial to ensure and monitor the quality of the au-
tomatically refined narrations. To maintain data
quality, we have LLMs focus on one refining step
at a time, even though they are capable of handling
multiple steps (e.g., dialogue removal and textual
correction) in a single response. Additionally, rec-
ognizing the importance of contextual clues, such
as the co-occurrence of characters and objects in
adjacent clips, we implement a batching strategy
that allows LLMs to reference surrounding contexts
when refining narrations. To further enhance per-
formance, we provide input-output demonstrations
for each task, taking advantage of the in-context
learning capabilities of LLMs. A manual review
of 300 narration samples (see Appendix A) shows
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Figure 3: Distribution of narration text length and movie
clip duration in Movie101v2-zh.

that Movie101v2 exhibits competitive data quality
compared to human-refined Movie101.

2.3 Data Statistics

Movies. Movie101v2 comprises 203 movies total-
ing 353 hours. On average, each movie features 7.3
characters, with the distribution of character counts
detailed in Fig. 2. Each character is accompanied
by a portrait image obtained from the movie’s in-
troductory page. The dataset follows the same split
as Movie101, with 10 movies each allocated for
validation and testing.
Narrations. We collect 71K video-aligned narra-
tion segments and merge them into 46K narration
paragraphs, with the length distribution shown in
Fig. 3. Detailed statistics comparing Movie101v2
to other datasets are available in Table 1. Unlike
Movie101, which defines the entire interval be-
tween two character dialogues as a single clip for
narrating, often resulting in sparse narration annota-
tions over a long clip, Movie101v2 provides denser
and more closely video-aligned narrations within
corresponding clips.
Discussion. By leveraging expert models and
LLMs, we establish a streamlined, repeatable, and
cost-friendly process for acquiring narration data,
laying the groundwork for future dataset expansion.
Beyond increasing the data scale, we also enhance
the character information to better link narrations
with external character knowledge. We hope this
enriched data will support the research community
in future studies on movie narrating and related

tasks, such as temporal grounding in movies (Gao
et al., 2017; Yue et al., 2023), visual question an-
swering (Song et al., 2023), and more.

3 Task: Movie Narration Generation

This section revisits the task of automatic movie
narration generation. We break down the long-term
goal of movie narration into three progressive goals
(Section 3.1), and present a new evaluation frame-
work for narration quality assessment (Section 3.2).

3.1 Task Roadmap

Movie narrations differ from standard video de-
scriptions in that they must not only provide ac-
curate and focused details of visual facts but also
infer the plot of the movie by combining informa-
tion from multiple shots. Effectively narrating a
given clip may also rely on the plot’s history, as
well as cues from sound, character dialogues, and
other elements. To generate high-quality, deploy-
able movie narrations automatically, current studies
have explored a range of task inputs and outputs.
For example, AutoAD highlights the need for vari-
ous contextual inputs in movie narration generation,
using a preceding narration and movie subtitles as
additional inputs. However, relying on neighbor
contexts alone is often insufficient to capture long-
term plot history, and depending on previous nar-
rations can lead to cumulative errors. Producing
context-aware narrations may demand complex and
extensive inputs, potentially exceeding the capacity
of current models. Both Movie101 and AutoAD II
consider the timing of narration generation for prac-
tical deployment, with the latter requiring explicit
prediction of narration timestamps. However, as
our preliminary experiments show, current models
struggle with even the most basic narration genera-
tion task, suggesting that additional requirements
may be unnecessary distractions at this stage.

Given the current state of model development,
achieving perfect movie narration remains a chal-
lenging, long-term goal. To create a clear roadmap
to facilitate developing effective movie narration
systems, we propose breaking down this ultimate
goal into three progressive stages:
L1. Visual Facts Description. This stage focuses
on providing accurate and comprehensive descrip-
tions of key visual facts in a given movie clip.
L2. Plot Narration. This stage involves reasoning
across multiple shots to describe the plot of the cur-
rent clip. We emphasize that this stage goes beyond
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Figure 4: Human evaluation results on the necessity
of various multi-modal contextual information for L3
narrations. The top section displays the percentage of
"Yes" responses for whether a clip can be accurately
narrated without corresponding context. The bottom
section shows the "Yes" percentage with all context
information being removed progressively.

L1, as movies convey plots through the sequence
of shots, relying on human cognitive abilities to
piece together information fragments into a coher-
ent story. Such a sense of story cannot be achieved
by simply listing visual facts from each shot. We
provide examples in Appendix B to illustrate the
distinction between L1 and L2.
L3. Applicable Movie AD. This final stage aims to
produce high-quality narration scripts that are not
only accurate and coherent but also appropriately
timed and paced, making them directly applicable
for practical deployment.
The goals of L1 and L2 focus on understanding
what occurs within a specific movie clip, i.e., the
visual facts and local plots. In contrast, L3 neces-
sitates a more comprehensive understanding, inte-
grating not just individual clips but also the multi-
modal context of the entire movie. To achieve the
ultimate goal of L3 step by step, we expect first
to achieve the foundational goals of L1 and L2,
concentrating on understanding and narrating the
content of individual clips.

3.2 Evaluation

Existing works primarily evaluate the quality
of the generated narrations by comparing them
to the reference ones (ground truth), using
matching-based metrics such as CIDEr (Vedantam
et al., 2015), BLEU (Papineni et al., 2002), and
ROUGE (Lin, 2004), feature-based metrics such as
BERTScore (Zhang et al., 2019), and LLM-based
metrics (Han et al., 2024). However, the reference
narrations are derived from deployable ADs created
by human experts based on a wealth of contextual
information, which is not available to models in
the L1 and L2 task settings. This creates a clear

mismatch between the reference narrations and the
task goals, raising concerns that direct similarity
measurements may not provide an appropriate as-
sessment. To investigate how the “missing contexts”
affect narration generation, including plot histories,
sound, dialogues, and character context (characters
are easier to identify given prior appearances), we
conduct a human evaluation. We randomly sample
1,000 clips from test set movies, and ask annotators
whether specific context information is necessary
to generate the reference-quality narration.

As shown in Fig. 4 (top), generating reference-
quality (or L3) narrations often requires multi-
modal context information beyond visual inputs,
particularly the plot history and character context.
By incrementally removing these contexts (Fig. 4
(bottom)), the ability to generate accurate narra-
tions significantly declines. This highlights the
challenge of achieving perfect movie narrations,
and supports our argument that reference narrations
are often unattainable due to limited model inputs.
Consequently, evaluating narrations solely based
on their similarity to reference narrations can be
misleading and may fail to provide useful feedback
for optimizing current narration models.

To improve the evaluation process, we introduce
two new metrics aimed at separately assessing nar-
ration quality at the L1 and L2 levels:
L1-Score evaluates how well the generated narra-
tion describes visual facts present in the reference,
focusing on (a) Environment, including scenes, ob-
jects, and events; (b) Character, including charac-
ter names, actions, and emotions.
L2-Score measures how consistently the gener-
ated narration conveys the plot compared to the
reference, regardless of the linguistic similarity and
specific visual details.
For each metric, LLM rates on a scale from 0 to
5. These metrics provide a more comprehensive
evaluation of model performance, better aligning
with our L1 and L2 task goals. To confirm their
effectiveness in evaluating model performance, we
investigate their alignment with human judgments
and inter-LLM rating consistency in Appendix C.

4 Method: Benchmarking and Analysis

4.1 Benchmarking

Large Vision-Language Models (LVLMs) have re-
cently become the leading approach for video-
to-text tasks. We benchmark state-of-the-art
LVLMs, including VideoGPT+ (Maaz et al.,
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Figure 5: Model performance on Movie101v2. All L1/L2 scores are rescaled to a range of 0-100.

2024), VideoChat-2 (Li et al., 2023b), VideoL-
LaMA 2 (Cheng et al., 2024), InternVL2 (Chen
et al., 2023b), CogVLM2-Video (Hong et al.,
2024), Qwen-VL (Bai et al., 2023), Qwen2-
VL (Wang et al., 2024), GPT-4V, GPT-4o (Ope-
nAI, 2023), and Gemini 1.5 Pro (Gemini, 2024),
on our movie narration task, which can be broadly
categorized into two groups: models that process
videos directly and models that process multiple
images. The task input consists of a video V com-
prising L frames {f1, . . . , fL}, character portraits
Cportrait = {p1, . . . , pm} and corresponding char-
acter names Cname = {n1, . . . , nm}. The goal is
to generate a narration ŷ for V . Below, we outline
how we adapt the two types of models for this task:
Video Models typically include a video encoder
F(·) to extract video features and a projector P(·)
to convert these features into visual tokens. The
LLM then generates narrations based on the visual
tokens and task instructions I . To incorporate char-
acter information, we treat Cportrait as additional
video frames, and provide Cname as textual inputs
of the LLM. The data flow is defined as:

ŷ = LLM

(
P
(
F(V ;Cportrait)

)
; I;Cname

)
,

where ";" denotes sequence concatenation. We
avoid encoding videos and portraits independently
with P(·), as this can cause the resulting visual
tokens to lose critical facial information. Instead,
we fuse their respective features early, before pro-
jection, which has been shown to improve perfor-
mance in our preliminary experiments.
Multi-image Models do not explicitly support
video input, but can perform inference across mul-
tiple video frames. Ideally, we could provide each
frame and portrait to the model. However, due
to the limited context length (typically support-
ing up to K images), we divide the video into K
segments and concatenate adjacent frames into a
single image, resulting in V ′={v′i}Ki=1. Similarly,

we concatenate character portraits into p′. To better
associate portraits with character names, we also
add visual text to the portrait images. The overall
process is defined as:

ŷ = LLM

({
P
(
F(v′i)

)
|v′i ∈ V ′} ;P

(
F(p′)

)
; I;Cname

)
.

We finetune open-sourced models on the training
set for 3 epochs, freezing the vision encoder and
training only the visual projector and LoRA (Hu
et al., 2022) adapters of the LLM. For proprietary
models, which cannot be finetuned with our data,
we provide a carefully designed task input to en-
courage in-context learning. This input includes
a detailed task description and several randomly
retrieved narration examples from the training set
to guide the model toward generating narrations in
the appropriate style. More implementation details
are provided in Appendix D.1.

Evaluation. The L1/L2 scores of Chinese and
English narrations are obtained using DeepSeek-
V2.5 (DeepSeek-AI, 2024) and Llama-3.1-70B-
Instruct (Dubey et al., 2024), respectively. We use
these open-sourced models to ensure the best re-
producibility, as commercial LLM APIs can be
discontinued or updated. Additionally, evaluation
results obtained using GPT-3.5-turbo are provided
in Appendix E.2. Along with the L1/L2 scores,
we also report performance on BLEU, METEOR,
CIDEr, and BERTScore for further reference.

Results. Fig. 5 shows the performance of various
models on Movie101v2. The proprietary models
serves as strong baselines, with Gemini 1.5 Pro
performing best, despite not being finetuned specif-
ically for this task. Among open-sourced mod-
els, VideoGPT+, VideoLLaMA 2, InternVL2, and
Qwen2-VL show comparable performance, with
some excelling in L1 (visual facts) and others in
L2 (plots). Moreover, all models demonstrate im-
provements when incorporating external character
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Figure 6: Visual fact recall at varying frame rates. Re-
call (instance): percentage of recalled visual facts com-
pared to the total visual facts; Recall (clip): percentage
of movie clips where all visual facts are recalled.

knowledge, as shown in Fig. 5 (right), highlight-
ing the importance of character understanding in
movie narrating. However, despite these gains, all
models still exhibit limited task performance, far
from being directly applicable, indicating a need
for continued research and development. Qualita-
tive results can be found in Appendix E.4.

4.2 Analysis

Given the limited model performance observed in
benchmarking experiments on movie narration, we
aim to investigate challenges that models encounter
and provide insights for future improvements. We
analyze these challenges from the perspectives of
visual perception and text generation.

4.2.1 Visual Perception

The visual information that a model can perceive
from videos depends on (1) its input capacity, i.e.,
how many frames it can process, and (2) its abil-
ity to comprehend the visual inputs. We conduct
analytical experiments to pinpoint the essential dif-
ficulties related to both aspects, using GPT-4V as
a representative for analysis. Given a movie clip
V = {fi}Li=1 and its ground truth narration y, we
first extract the atomic visual facts A = {aj}Nj=1

mentioned in y using an LLM (GPT-4). We then
query GPT-4V to identify the visual elements in A
that exist in a particular frame fi through a binary
classification, represented as Ri={aj}Mj=1, Ri⊆A.
Aggregating Ri across all frames gives the total vi-
sual elements GPT-4V can recall from V . Our
analysis covers 500 clips randomly chosen from
the Movie101v2 test set, sampled at 2 FPS. We
identify several challenges as follows:
Input Capacity Limitation. From the 2,954 visual
facts in the test narrations, GPT-4V recalls 77.8%
when processing the full 2 FPS input. However, as
the frame rate decreases, especially below 1 FPS,
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Figure 7: Visual fact recall across various categories.

Table 2: Results of character face recognition test.

Model # GT # Predict. # Correct Precision

GPT-4V 1,066 1,094 477 43.6
ArcFace 1,066 713 341 47.8

recall drops sharply (Fig. 6), indicating a signifi-
cant information loss due to limited input capac-
ity. Moreover, a human evaluation of 1,000 movie
clips sampled at 1 FPS shows that 23.1% lack the
necessary information for accurate narration gener-
ation. These results highlight that a limited input
capacity represents an early bottleneck for models’
visual perception. As most current LVLMs feature
a limited visual context length (e.g., 16 frames in
VideoChat-2), their ability to perceive long movie
clips (e.g., ≥ 30 seconds) faces notable challenges.
Therefore, improving models to handle longer con-
texts remains a foremost goal.
Visual Comprehension Limitation. As GPT-4V
achieves only a 77.8% recall rate on basic visual
recognition tasks, which can further constrain its
narration performance, we investigate the specific
drawbacks concerning visual comprehension. We
divide the visual facts into five categories: objects,
scenes, people, actions, and emotions, for a more
detailed analysis. As shown in Fig. 7, the model
performs better in recognizing objects and scenes
but struggles with people-related visual facts, par-
ticularly actions and expressions. Since understand-
ing characters and their behaviors is crucial for in-
terpreting movie plots, improving models’ compre-
hension in these aspects deserves further research.
Face Recognition Limitation. Beyond basic vi-
sual facts, we also assess the model’s ability to
identify characters in movie clips based on cast por-
traits. Following a similar process, given a movie
clip and a list of character portraits, we task GPT-
4V with identifying the characters appearing in
the clip. The ground truth characters are extracted
from the reference narration. Table 2 shows the
results from 500 randomly chosen clips sampled at
1 FPS. While GPT-4V can generally accurately de-
tect characters from the video (matching the ground
truth in terms of count), it struggles to identify who
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Figure 8: Linguistic properties of different datasets.
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Figure 9: VideoChat-2 perplexity on different datasets.
Dotted lines represent the zero-shot perplexity of the
model, while solid lines denote the perplexity of the
model fine-tuned on Movie101v2.

are the specific characters, achieving only 43.6%
precision. It also underperforms when compared
to ArcFace (Deng et al., 2019), a specialized face
recognition model. This limitation in re-identifying
cast characters further constrains the model’s abil-
ity to generate accurate movie narrations.

4.2.2 Textual Generation
In addition to visual perception, we analyze chal-
lenges related to generating textual outputs. From
both linguistic and model-fitting perspectives, we
observe specific challenges for generating narration
texts in Movie101v2.
Data Linguistics. We compare the linguis-
tic properties of our movie narration data with
those of other datasets commonly used to train
LVLMs (Maaz et al., 2023; Liu et al., 2023), using
1,000 samples from each. We evaluate perplex-
ity (a measure of textual fluency and complexity
calculated as the exponentiated average negative
log-likelihood of a sequence as observed by an
evaluator model like GPT-2 (Radford et al., 2019))
and n-gram diversity (the ratio of unique n-grams
to the total n-gram counts). As shown in Fig. 8,
Movie101v2 has the highest GPT-2 perplexity and
greater lexical diversity (1-gram) and n-gram diver-
sity, indicating more complex narration text com-
pared to other datasets. This complexity presents
additional learning challenges for models.
Model Fitting. We further examine model fitting
challenges using perplexity as a measure of how
well the model fits the data. Lower perplexity in-
dicates a better fit. We demonstrate the perplexity
of VideoChat-2 on different datasets in Fig. 9. The

model starts with the highest zero-shot perplex-
ity on Movie101v2, suggesting unfamiliarity with
the narration text. While perplexity decreases af-
ter training, it remains much higher than for other
datasets, underscoring the specific challenges in
achieving a good fit on complex movie narrations.

5 Related Works

Understanding movies by AI has attracted consider-
able research interest (Zhu et al., 2020; Chen et al.,
2023a; Song et al., 2024, 2023; Li et al., 2023c).
MovieNet (Huang et al., 2020) provides rich an-
notations of actors and scenes, supporting various
proxy tasks like detection, identification, segmen-
tation, and cinematic style prediction. CMD (Bain
et al., 2020) focuses on key scenes coupled with
high-level semantic descriptions. YMS (Dogan
et al., 2018) and SyMoN (Sun et al., 2022) pro-
vide plot summaries from movies and TV series for
multimodal story comprehension. For a narrative
understanding of movies, M-VAD (Torabi et al.,
2015) and MPII-MD (Rohrbach et al., 2015), com-
bined into LSMDC (Rohrbach et al., 2017), provide
video-aligned movie narrations. PTVD (Li et al.,
2023a) offers detailed human-written plot descrip-
tions. MAD (Soldan et al., 2022) and TVC (Lei
et al., 2020), originally designed for tasks such as
temporal grounding and text-video retrieval, have
also demonstrated their value in narration gener-
ation. Together, these datasets enable extensive
exploration of movie understanding (Han et al.,
2023b,a, 2024; Argaw et al., 2023; Zhang et al.,
2023). Our work builds upon the recently proposed
Movie101 (Yue et al., 2023), enhancing the data,
task definitions, and baseline methods to further
support research on generating movie narrations.

6 Conclusion

In this work, we present Movie101v2, a large-scale,
bilingual dataset designed to advance the devel-
opment of automatic movie narration generation,
making the following contributions: (1) We create a
comprehensive dataset using a scalable, repeatable
data collection pipeline. (2) We outline a clear task
roadmap for achieving the long-term goal of movie
narration, and propose corresponding metrics for
task evaluation. (3) We benchmark various state-of-
the-art models and investigate essential difficulties
to motivate future improvements. Our findings re-
veal a significant gap between the current model
capabilities and the requirements for generating
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applicable movie narrations, underscoring the im-
portance of further research to enable AI-driven
solutions that can enhance the movie-watching ex-
perience for visually impaired individuals.

Limitations

This work introduces an enhanced benchmark for
automatic movie narration generation. To accom-
modate current technological constraints, we have
simplified the task of movie narration by focusing
on individual movie clips. On the one hand, this
simplification makes the step-by-step development
of deployable movie narration systems more feasi-
ble. However, on the other hand, it may constrain
more bold and ambitious research aimed at achiev-
ing the ultimate goal in a single leap.

Ethics Statement

Movie101v2 aims to propel research in automatic
movie narration generation, striving to enhance
accessibility for visually impaired individuals. We
address potential ethical concerns as follows:
Data. Our dataset consists exclusively of Chi-
nese movies, which may introduce a lack of di-
versity and potential cultural biases. While most
movie narration datasets in current literature are
based on English-language movies, we believe that
Movie101v2 adds valuable representation to the
field. Besides, our dataset contains no personally
identifiable information or offensive content.
Crowdsourcing. Our data refinement involved a
modest amount of crowdsourcing (manual correc-
tion of movie cast lists). We compensated annota-
tors with fair wages according to local standards.
Copyrights. The movies in our dataset are publicly
available on Xigua Video, and our data collection
compiles with the service contract of the website2.
To respect copyright, we will release our dataset
under highly restrictive permissions, limiting its
use strictly to academic research purposes.
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Movie101 0.7 3.3 2.3 2.1 - -
Movie101v2 0.0 3.7 0.0 1.2 4.56 34.3

Xia Luo plunged into the basin next to the classroom, and in an instant, scenes

that had just happened seemed to be right in front of him: Teacher Wang threw

the love letter, Qiu Ya's wedding, breaking the mirror in the bathroom, and so on.

Xia Luo's mom gestured to Auntie Wang to come over, and the two of them

secretly observed Xia Luo's every move through the crack in the door.

visual fact (L1) plot (L2)

Figure 10: Examples of L1 and L2 narrative elements.
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A Data Quality Analysis

With data quality as our top priority, we have metic-
ulously refined our data pipeline through exten-
sive manual checks. We conduct a quality analysis
comparing both Movie101 and our newly collected
data, using 300 random samples from each. We
first manually check the errors in narration texts,
including character dialogue remnants, textual mis-
takes, and character name mismatches. As shown
in Table 3, our automatically refined data demon-
strates quality comparable to the manually refined
Movie101. Additionally, we evaluate the quality
of the automatically translated English narrations
through human rating (by three annotators) and a
back-translation test, where English narrations are
translated back into Chinese. Both evaluations, as
seen in Table 3, confirm the high quality of the
automatic translation.

B L1 and L2 Differences

We illustrate the difference between L1 and L2
narrations in Fig. 10. L1 content focuses on basic
visual facts that are directly observable in individ-
ual frames, while L2 content captures events and
plots that are developed by combining L1 elements.
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Table 4: Accuracy of different metrics in evaluating pair-wise narration candidates.

Metric BLEU CIDEr METEOR BERTScore L1 L2 L1+L2 Human

Acc. 37.3 32.0 47.3 34.3 56.7 55.0 55.3 68.1

Table 5: Kendall’s W between evaluation from different
LLMs.

Metric L1-Env L1-Char L1 L2 L1+L2

ZH 0.601 0.593 0.583 0.682 0.576
EN 0.564 0.568 0.560 0.621 0.555

C L1/L2 Score Analysis

Alignment with Human Judgments. We conduct
a human evaluation to validate the effectiveness of
our proposed L1/L2 metrics. A random sample of
300 videos is selected, each accompanied by nar-
rations generated by two distinct models. Three
human annotators independently rank each pair of
narrations, indicating which is better or if they are
comparable. Then the human judgments serve as
the ground truth to evaluate the accuracy of auto-
mated metrics in determining the winner, loser, or a
draw between candidates. As presented in Table 4,
the L1/L2 metrics achieve significantly higher ac-
curacies compared to other traditional metrics, in-
dicating stronger alignment with human judgments.
The inter-annotator agreement (last column), with
an average accuracy of 68.1% among three anno-
tators, further reflects the subjective and intricate
nature of evaluating movie narrations.
Inter-LLM Consistency. To assess the consis-
tency in L1/L2 ratings across LLMs, we employ
Kendall’s W (Coefficient of Concordance). Specif-
ically, we calculate the average Kendall’s W be-
tween the open-source LLM, DeepSeek-V2.5, and
the proprietary GPT-3.5-turbo when ranking dif-
ferent models on all test set samples (we exclude
Llama-3.1 due to its limited performance with Chi-
nese). The results shown in Table 5 indicate high
inter-rater reliability across different metrics and
languages (Kendall’s W > 0.5), highlighting the
robustness and practicality of our proposed evalua-
tion framework.

D Implementation Details

D.1 Models

Video Models. Models that process video input
directly include VideoGPT+, VideoChat-2, VideoL-
LaMA 2, Qwen2-VL, InternVL2, and Gemini 1.5
Pro. For the open-source models, if not specified,

You are a movie narrator describing the movie content for the visually
impaired. I will provide a movie clip to you, for which you need to
generate a narration.

Each time, I will provide you with two images:

The first image shows the cast list of the movie, displaying portraits of
the actors along with their character names. The characters are:
<role_list>

The second image is a screenshot collage of the movie clip, with two
frames per second, arranged from left to right and top to bottom.

Please combine the character information to generate narrations for the
clip. Aim for brevity in your narration, focusing on explaining the
movie's plot without overly detailing the visual aspects.

Narration examples:
<example_1>
<example_2>
<example_3>

Your Narration (reply directly with the narration without generating
prompts):

Figure 11: Prompts for GPT-4V/o to generate movie
narrations.

You are a movie narrator describing the movie content for the visually
impaired. I will provide a movie clip to you, for which you need to
generate a narration.

Each time, I will provide you with two images:

The first image shows the cast list of the movie, displaying portraits of
the actors along with their character names. The characters are:
<role_list>

The second image is a screenshot collage of the movie clip, with two
frames per second, arranged from left to right and top to bottom.

Please combine the character information to generate narrations for the
clip. Aim for brevity in your narration, focusing on explaining the
movie's plot without overly detailing the visual aspects.

Narration examples:
<Example_1>
<Example_2>
<Example_3>

Your Narration (reply directly with the narration without generating
prompts):

Given two images, the first one being a screenshot of a movie scene and
the second one a list of actor portraits with their corresponding
character names as follows:
<role_list>

Please identify the characters appearing in the movie scene and return
them in list format. If no characters are identified, return an empty list.

Example of output format:
[1,3,8,9]
[2]
[]

Your Answer (output the list directly without generating prompts):

Movie audio descriptions narrate movie scenes and explain the plot for the
visually impaired.

Given the narration text of a movie clip, i.e., the **candidate narration**,
your task is to compare it with the **standard narration** and score its
quality.

A comprehensive evaluation would involve various dimensions, but in this
assessment, you only need to focus on whether the visual elements in the
candidate narration are accurate. This includes the following two aspects:

1. Environment: Whether scenes, objects, and events mentioned in the
standard narration are accurately and comprehensively described.
2. Characters: Whether the mentioned characters match those in the standard
narration and if their actions and emotions are accurately and
comprehensively described.

For the candidate narration, you need to give a integer score from 0 to 5
for both **Environment** and **Characters**, separated by a comma, for
example: 3,5

Standard Narration:
<gt>
Candidate Narration:
<pred>

Score (output the score directly, without including any other content):

Movie audio descriptions narrate movie scenes and explain the plot for the
visually impaired.

Given the narration text of a movie clip, i.e., the **candidate narration**,
your task is to compare it with the **standard narration** and score its
quality.

A comprehensive evaluation would involve various dimensions, but in this
assessment, you need to specifically consider **plot description**, that is:

1. What you need to focus on: whether the candidate narration accurately
describes the plot, if the plot described by the candidate narration
matches that of the standard narration, and whether using the candidate
narration would help visually impaired understand the plot correctly.
2. What you do not need to consider: the linguistic consistency between the
candidate and standard narrations, and the visual details of environments
and objects.

Based on the quality of the plot description in the candidate narration,
please provide a integer score from 0 to 5.

Standard Narration:
<gt>
Candidate Narration:
<pred>

Score (output the score directly, without including any other content):

Figure 12: Prompts for producing L1-Score (top) and
L2-Score (bottom).

we set a visual context length of 16 frames, with up
to 5 main actor portraits prepended to video frames,
taking into account input capacity constraints. In
the case of VideoGPT+, which processes video
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Table 6: Model performance on Movie101v2 (Tabular version of Fig. 5).

Model w/o character w/ character

L1-Env L1-Char L1 L2 L1-Env L1-Char L1 L2

ZH

InternVL2 8.1 9.6 8.8 8.1 14.6 20.7 17.6 15.8
CogVLM2-video 10.2 12.3 11.2 8.7 10.2 14.1 12.2 11.3
Qwen-VL 2.8 3.6 3.2 2.3 10.8 19.6 15.2 10.2
Qwen2-VL 8.0 9.7 8.9 6.2 15.7 22.6 19.2 14.2
GPT-4V - - - - 16.3 16.2 21.3 15.8
GPT-4o - - - - 19.8 29.4 24.6 19.6
Gemini 1.5 Pro - - - - 27.2 37.6 32.4 30.2

EN

VideoGPT+ 8.5 1.5 5.0 16.0 17.8 8.2 13.0 25.8
VideoChat2 12.0 4.1 8.1 16.8 13.0 5.6 9.3 19.1
VideoLLaMA 2 8.2 1.4 4.8 15.1 15.8 8.0 11.9 23.7
Qwen-VL 4.1 0.6 2.3 8.1 8.8 3.6 6.2 13.5
Qwen2-VL 12.5 2.3 7.4 17.1 20.1 7.5 13.8 24.1
GPT-4V - - - - 15.5 8.8 12.2 11.5
GPT-4o - - - - 22.8 12.1 17.5 20.2
Gemini 1.5 Pro - - - - 35.1 22.4 28.7 36.5

Table 7: Model performance on Movie101v2 evaluated by GPT-3.5-turbo.

Model w/o character w/ character

L1-Env L1-Char L1 L2 L1-Env L1-Char L1 L2

ZH

InternVL2 21.6 34.3 27.9 38.1 23.9 38.7 31.3 40.0
CogVLM2-video 21.3 37.0 29.1 36.4 22.5 34.5 28.5 37.4
Qwen-VL 17.3 30.7 24.0 39.2 20.7 35.1 27.9 33.6
Qwen2-VL 21.1 34.8 27.9 35.2 24.2 39.8 32.0 37.1
GPT-4V - - - - 34.9 46.5 40.7 36.4
GPT-4o - - - - 35.6 49.0 42.3 39.4
Gemini 1.5 Pro - - - - 33.3 49.6 41.5 42.0

EN

VideoGPT+ 14.7 28.6 21.6 38.0 18.2 34.1 26.1 40.3
Videochat2 6.8 23.0 14.9 33.3 7.6 24.5 16.0 34.1
Videollama2 13.8 28.6 21.2 37.2 19.1 34.0 26.5 39.2
Qwen-VL 8.6 24.7 16.7 33.4 12.5 29.0 20.8 35.7
Qwen2-VL 17.3 29.1 23.2 37.2 21.7 34.8 28.2 39.2
GPT-4V - - - - 27.7 35.0 31.4 35.4
GPT-4o - - - - 31.1 40.3 35.7 39.3
Gemini 1.5 Pro - - - - 30.2 44.4 37.3 43.0

Table 8: Narration generation results with character
dialogues as additional input.

Dialogue L1-Env L1-Char L1 L2Curr. Prev. Next.

27.2 37.6 32.4 30.2
✓ 26.2 36.1 31.2 28.4
✓ ✓ 24.2 32.2 29.2 25.7
✓ ✓ ✓ 26.4 35.9 31.3 28.8

frames into 4-frame chunks, we provide up to 4 ac-
tor portraits. For Qwen2-VL, which accommodates
simultaneous video and image input, we provide
actor portraits as separate direct image inputs along-
side the video. We train the models on the 46.0K
narration paragraphs for 3 epochs and evaluate their
performance on the 10 test set movies. All other
training configurations are consistent with the offi-

cial documentation34567. For Gemini 1.5 Pro, we
adopt the default processing frame rate of 1FPS.

Multi-image Models. Models that process multi-
ple images include Qwen-VL, GPT-4V, and GPT-
4o. For Qwen-VL, we keep K ≤ 4 segments per
video and concatenate the frames sampled at 1 FPS
within each segment. Since the model resizes input
images to 448px squares, we apply a carefully de-
signed strategy to concatenate both the frames and
character portraits while maintaining a balanced
aspect ratio. All other training details follow the
official configurations for the third training stage of

3
https://github.com/mbzuai-oryx/VideoGPT-plus

4
https://github.com/OpenGVLab/Ask-Anything/tree/main/

video_chat2
5
https://github.com/DAMO-NLP-SG/VideoLLaMA2

6
https://github.com/QwenLM/Qwen2-VL

7
https://internvl.github.io/blog/2024-07-02-InternVL-2.0/
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Qwen-VL8. GPT-4V/o handles image understand-
ing through configurable high- and low-resolution
settings9. In the high-resolution mode, images are
scaled to fit within a predetermined size and di-
vided into 512px-square patches, and each patch is
represented as a sequence of tokens. For frame im-
ages, we apply the high-resolution setting and tailor
our frame concatenation strategy to align with the
patching approach. We apply the low-resolution
setting for portrait images. The API versions used
are gpt-4-0314 and gpt-4o-2024-11-20, respec-
tively. We detail the prompt that guides the model
to generate movie narrations in Fig. 11.
ArcFace. In Section 4.2, we evaluate the charac-
ter face recognition performance of ArcFace. The
character faces are first detected and aligned us-
ing MTCNN (Zhang et al., 2016), where the mini-
mum face size is set to 30 pixels. We then extract
their face features using the ArcFace model with
a ResNet-50 (He et al., 2016) backbone. Cosine
similarities between the face features from frames
and portraits are calculated to identify characters
detected in the videos.

D.2 Evaluation

We introduce two evaluation metrics, L1-Score and
L2-Score, in Section 3.2. The prompts guiding
the LLMs to produce these scores are provided in
Fig. 12. All the LLMs adopt a zero temperature for
the most deterministic decoding.

E Additional Results

E.1 Numerical Main Results

Fig. 5 shows the performance of different models
on Movie101v2. We additionally provide precise
numerical results in Table 6 for a more detailed
reference.

E.2 GPT-3.5 Results

In addition to the evaluation results obtained us-
ing open-source LLMs in Fig. 5, we also pro-
vide the results evaluated using GPT-3.5-turbo
(gpt-3.5-turbo-1106) in Table 7. These results
align closely with those in Fig. 5, indicating the
consistency of our evaluation framework across
different evaluators. However, one exception is
that in both the Chinese and English settings, GPT-
3.5-turbo shows a clear preference for the output

8
https://github.com/QwenLM/Qwen-VL

9
https://platform.openai.com/docs/guides/vision

of GPT-4V/o, which contrasts with open-source
LLMs’ evaluation.

E.3 Incorporating Multimodal Context
As discussed in Section 3, multimodal contex-
tual information including character dialogues and
sounds provides critical cues for movie narration
generation. We conduct a preliminary exploration
of incorporating character dialogues to enhance nar-
ration quality. We consider three types of dialogues,
which are (1) within the current clip, (2) from the
previous 30s, and (3) from the next 30s, and pro-
vide them into the model input as a supplement to
the video. As demonstrated in Table 8, this addition
does not improve narration quality, suggesting that
a direct stack of rich multimodal contextual infor-
mation may not be a sufficient approach. This also
highlights the complexity of preparing a compre-
hensive multimodal context for effective L3 movie
narration generation.

E.4 Qualitative Results
We present qualitative results from the baseline
models in Fig. 13. The models can often suc-
cessfully recognize static visual elements, such
as scenes, objects, and characters within movie
frames. However, they struggle with accurately de-
scribing fine-grained events or visual details, such
as human interactions or subtle emotions of char-
acters, which often require advanced visual per-
ception and the ability to capture visual changes
across consecutive frames. The gap between model-
generated narrations and human-created ones un-
derscores the need for further advancements to
achieve practical automatic movie narration.
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GT: JC swung around the head of the vicious dog and threw it to the ground, then turned and ran away before it could catch

VideoGPT+: JC was knocked down by a fierce dog, and the other two dogs rushed over. He quickly picked up the bag and ran, but the dogs caught up

VideoChat-2: The dog bites the man's arm and pulls him down.

VideoLLaMA 2: The two dogs were about to pounce on JC, but were stopped by Simon's command. JC was scared and ran away, while the two dogs chased after him.

Qwen-VL: He leaped over the bushes, and the two dogs chased after him. He ran through the grass, dodging the bushes, and then turned to face the two dog

Qwen2-VL: The police officer was thrown to the ground by JC, who then chased after him with his dog. The police officer struggled to get up but was quickly caught again by JC.

GPT-4V: JC is suddenly tackled to the ground by an assailant. Struggling amidst the dense foliage, he manages to throw his attacker off. A large dog then charges towards him, but JC skillfully dodges,
using the maze-like hedges to his advantage. The dog pursues relentlessly as JC navigates the labyrinth of greenery, looking for an escape. He stumbles but quickly recovers, continuing his desperate
sprint as the dog gains on him. With a burst of speed, JC leaps over a low hedge, narrowly evading the snapping jaws of his canine pursuer

GPT-4o: JC is seen struggling on the ground in a hedge maze, trying to fend off an attacking dog. The dog lunges at him repeatedly as he attempts to defend himself. JC manages to get up and starts
running through the maze, with the dog in close pursuit. He navigates the twists and turns of the maze, trying to escape the relentless dog.

Gemini 1.5 Pro: JC is attacked by a Doberman Pinscher. He struggles with the dog, trying to fend it off. The dog eventually runs away, leaving JC shaken but unharmed. He gets up and continues to
navigate through a hedge maze.

GT: 牧良逢害羞地说着，柳烟倒是在离别时刻轻轻拥抱着他，牧良逢神态复杂，⼀旁喝茶的国军看着热闹，像是担⼼被传闲话，柳烟⼜退开。

InternVL2: 柳烟紧紧地抱住他，泪⽔在眼眶⾥打转。她亲吻着他的脸颊和额头，依依不舍地说道。

CogVLM2-Video:  柳烟⼀把抱住他。

Qwen-VL: 柳烟看着牧良逢，眼神中充满了爱意，她伸出⼿摸了摸牧良逢的头发，随后⼜将⼿伸向了牧良逢的胸⼝，牧良逢低头看着柳烟，随后缓缓抬起头，

Qwen2-VL: 牧良逢紧紧地抱住她，两⼈依偎在⼀起久久不愿分开，在⼀旁看着他们的⼠兵们也纷纷投来羡慕的⽬光。

GPT-4V: 在⼀个古朴的村庄，牧良逢和柳烟之间发⽣了⼀段深情的对话。牧良逢身穿军装，看起来严肃⽽坚定，⽽柳烟则身着传统服饰，⾯容柔和。两⼈的⽬光交汇，似乎在⽆声地传递着
彼此的情感。柳烟轻轻地抚摸着牧良逢的⼿，她的动作充满了关切和不舍。随后，牧良逢紧紧握住柳烟的⼿，他们的眼神中流露出深深的依恋和即将分离的忧伤。在这⼀刻，周围的世界
仿佛静⽌了，只剩下他们两个⼈的情感交流。最终，牧良逢缓缓松开⼿，转身离开，⽽柳烟⽬送着他的背影，脸上的表情复杂，既有坚强也有⽆奈。

GPT-4o: 柳烟和牧良逢在交谈，柳烟显得有些激动，伸⼿抓住了牧良逢的肩膀。牧良逢看着柳烟，似乎在安慰她。随后，牧良逢转身离开，⾛向⼀群正在休息的⼠兵们。⼠兵们看到牧良逢
⾛来，纷纷停下⼿中的动作，注视着他。牧良逢⾛到⼀处，停下脚步，回头看了⼀眼柳烟。柳烟站在原地，⽬送牧良逢离开。

Gemini 1.5 Pro: 牧良逢身穿军装，对柳烟说他要⾛了。柳烟眼中含泪，上前拥抱牧良逢。牧良逢轻轻拍着柳烟的后背，安慰她。柳烟紧紧抱着牧良逢，对他说⾃⼰会⼀直想着他。牧良逢点
头，表示⾃⼰也是。两⼈分开后，牧良逢转身离开，和其他⼠兵⼀起⾛出茶馆。柳烟⽬送牧良逢离开，眼中充满了不舍。 

GT: 豪宅主⼈刘轩站在屋内，看着离⾃⼰越来越近的富豪们，向前⾛了⼏步，笑着张开双臂，向前来做客的⼤家表示欢迎。

InternVL2:  李若兰和⼿下们站在⻔⼝，看着⻄装⾰履的⼆⼈

CogVLM2-Video:  刘轩穿着⼀件亮晶晶的浴袍⾛进⼤堂，他笑容满⾯地迎接⼤家

Qwen-VL:  刘轩站在⻔⼝，看⻅李若兰和⼋哥⾛进酒店，他急忙跑上前去，⼀把拉住李若兰的⼿。

Qwen2-VL: 刘轩穿着⼀身⾦⾊⻄装⾛进酒店⼤堂，他⾯带微笑地向⼤家打招呼。

GPT-4V: 在⼀座华丽的酒店⼤堂，刘轩身着⼀件闪亮的⻄装，显得⾃信满满地⾛下宽阔的楼梯。他的步伐稳健，⽬光坚定，似乎正赴⼀个重要的约会。随着他的接近，⼤堂中的⼈群开始
注意到他的到来，有⼈开始窃窃私语。刘轩⾛到⼤堂中央，停下脚步，四下环视。他的表情从容不迫，但眼神中透露出⼀丝寻找的意图。突然，他的⽬光定格在⼀个⽅向，脸上露出了微
笑。接着，镜头转向⼋哥和珊珊，他们正站在⼤堂的⼀⻆，看起来似乎在等待着刘轩的到来。⼋哥身穿⼀件花哨的衬衫，旁边的珊珊则穿着⼀件时尚的外套，两⼈交谈着，⽓氛轻松。最
后，刘轩⾛向⼋哥和珊珊，三⼈会合，似乎是⽼朋友重逢。他们的对话充满了笑声和友好的招呼，显然是在开⼼地讨论着即将发⽣的事情。

GPT-4o: 刘轩⾛出豪华酒店的⼤⻔，身穿闪亮的⻄装，神情⾃信。他站在⻔⼝，环顾四周，似乎在等待什么。随后，⼋哥和李若兰从酒店内⾛出，站在刘轩的两侧。三⼈⼀起向前⾛去，
⽓氛显得紧张⽽庄重。

Gemini 1.5 Pro: ⼀群⼈从酒店⼤⻔⻥贯⽽出，刘轩身穿⾦⾊睡袍站在酒店⼤堂迎接，他张开双臂，脸上带着笑意。

GT: The scene transitioned from the exterior of West Rainbow City to the indoor West Rainbow City Annual Influential Figure Awards Ceremony, where Wang Duoyu received the trophy from the
guests.

VideoGPT+: The award ceremony ended, and Wang Duoyu was surrounded by reporters. Xia Zhu stood aside, watching everything. The director took the award from the host and handed it to Wang
Duoyu, who took it and looked at it with a smile.",

VideoChat-2: The scene shifts to a stage where a man is handing a trophy to another man.

VideoLLaMA 2: The scene shifts to the Xiangyang City, Hubei Province, where the only outstanding youth in the city is being awarded. Wang Duoyu is dressed in a suit, holding a plaque and a
certificate, with a proud smile on his face."

Qwen-VL: The host announced the winner of the "Outstanding Young Person of Xinhong City" award, and Wang Duoyu stood up to receive the award

Qwen2-VL: The audience cheered as Wang Duoyu walked onto the stage to receive his award. He was wearing a suit with a tie, holding an award plaque in both hands. The plaque had Chinese
characters on it: “Xinhong City‘s Outstanding Youth Award”

GPT-4V: Wang Duoyu stands on a stage, addressing an attentive audience with a microphone in hand. The scene shifts to Xia Zhu, who looks on with a mixture of concern and curiosity. Zhuang Qiang,
in a moment of realization, exchanges a significant glance with Mr. Jin, who is seated and holding a tablet displaying a message. The message is then passed to Liu Jiannan, who takes a careful look at
the tablet. The atmosphere is tense, suggesting a pivotal moment of revelation or decision-making among the characters

GPT-4o: Xia Zhu stands on stage, looking composed and confident. She is handed an award plaque by a man in a suit. The audience applauds as she accepts the award, smiling graciously.

Gemini 1.5 Pro: At an award ceremony, Wang Duoyu stands on stage, about to receive the \"Only Outstanding Youth of Xihong City\" award. He shakes hands with the presenter and accepts the
award as the audience applauds and takes photos. Xia Zhu watches from the sidelines.

Figure 13: Qualitative results from our baseline models on Movie101v2.
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