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Abstract

Recent studies on probing Large Language
Models (LLMs) have explored their latent po-
tential as personalized travel planning agents,
yet existing benchmarks remain limited in real-
world applicability. Existing datasets, such
as TravelPlanner and TravelPlanner+, suffer
from semi-synthetic data reliance, spatial in-
consistencies, and a lack of key travel con-
straints, making them inadequate for practical
itinerary generation. To address these gaps, we
introduce TripCraft, a spatio-temporally co-
herent travel planning dataset that integrates
real-world constraints, including public tran-
sit schedules, event availability, diverse attrac-
tion categories, and user personas for enhanced
personalization. To evaluate LLM-generated
plans beyond existing binary validation meth-
ods, we propose five continuous evaluation
metrics, namely Temporal Meal Score, Tem-
poral Attraction Score, Spatial Score, Order-
ing Score, and Persona Score—which assess
itinerary quality across multiple dimensions.
Our parameter-informed setting significantly
enhances meal scheduling, improving the Tem-
poral Meal Score from 61% to 80% in a 7-day
scenario. TripCraft! establishes a new bench-
mark for LLM-driven personalized travel plan-
ning, offering a more realistic, constraint-aware
framework for itinerary generation.

1 Introduction

Large Language Models (LLMs) have demon-
strated remarkable capabilities in structured rea-
soning and decision-making (Wei et al., 2022; Yao
et al., 2023), making them promising candidates
for automated planning tasks. Recently, LLMs
have been explored to generate travel itineraries,
where the goal is to create coherent, personalized,
and logistically sound travel plans. However, exist-
ing benchmarks such as TravelPlanner (Xie et al.,

'Dataset and code available at https://github.com/
Soumyabrata2003/TripCraft.

2024) and TravelPlanner+ (Singh et al., 2024)
suffer from several limitations that restrict their
real-world applicability. First, these datasets rely
heavily on semi-synthetic data, leading to spatial
inconsistencies. For instance, TravelPlanner as-
signs accommodations in New York across 312
different cities, causing unrealistic itinerary gen-
eration. Second, key real-world travel constraints,
such as public transit schedules, event availability,
attraction categories, and user preferences—are ei-
ther missing or insufficiently modeled (Xie et al.,
2024; Chen et al., 2024; Singh et al., 2024). While
TravelPlanner+ incorporates user personas, it lacks
detailed modeling of persona-driven attraction se-
lection, travel pace (adventurous vs laidback), and
scheduling preferences, limiting its ability to pro-
duce customized plans.

To address these limitations, we introduce
TripCraft, a benchmark for spatio-temporally
fine-grained travel planning. Unlike prior datasets,
TripCraf't is constructed entirely from real-world
data sources, ensuring geographic consistency,
valid transit connectivity, and contextually accurate
event and attraction information. It integrates pub-
lic transit stops and schedules, enabling realistic
transit-aware itinerary generation, and incorporates
diverse attraction and event categories, such as con-
certs, museums, and sports, to enhance itinerary
richness. Additionally, TripCraft models user
personas, capturing travel styles, budget prefer-
ences, and location affinities to enable a more per-
sonalized and contextually relevant trip planning
experience. Our dataset consists of 1000 travel
queries spanning 140 U.S. cities, covering 3-day,
5-day, and 7-day itineraries. Gold-standard plans
are annotated by 25 human annotators through mul-
tiple refinement rounds, with detailed remarks to
enhance interpretability, acknowledging multiple
valid itineraries per query.

Evaluating LLM-generated travel plans is chal-
lenging, as existing methods rely on binary
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' Plan a 3-day trip for 1 person
from El Paso to Seattle from
November 1 to November 3,

2024, with a budget of $2,100.

Include details of sports events
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3.Restaurants
4. Attractions
5.Accommodations
6.Events

7.Nearest Transit Stops
8.Distance Matrix

Information

Generated Plan

\ happening during the trip.
A ,/

Temporal
Meal
Score

Day 1:
Current City: from El Paso to Seattle
Transportation: Flight Number: F0240857,
from El Paso to Seattle, Departure Time:
18:47, Arrival Time: 21:25

Breakfast: -

Temporal
Attraction
Score

Ordering
Score

Persona
Score

Spatial
Score

Point of Interest List:

Barolo Ristorante, visit from 22:00 to
23:00, nearest transit: Westlake And
7th, 37.77 m away; Cozy room near
UW, stay from 23:30 to 09:00, nearest
transit: 24th Ave E & Boyer Ave, 117.13
away.

Final Pass
Rate

Day 2:

Dinner: Chinook’s
Accommodation: Cozy room near UW, PR
Seattle Macro
Event: Washington Huskies Football vs.
USC Trojans Football

Day 3:

Current City: from El Paso to Seattle
Transportation: Flight Number: F1515778,
from Seattle to El Paso, Departure Time:
13:43, Arrival Time: 18:08

Delivery
Rate

Figure 1: TripCraft overview: Continuous evaluation metrics along with fine-grained itinerary details.

checks—whether constraints are met or if one plan
is better than the other—without capturing finer
details. But what truly makes a travel plan effec-
tive? Is it ensuring that meal schedules align with
natural times? Does each attraction visit allow
enough time for meaningful exploration, or is it
unrealistically short or excessively long? Is travel
between locations efficient, minimizing unneces-
sary detours and delays? Does the itinerary follow
a logical sequence, or does it jump between distant
places without consideration for practicality? Most
importantly, does the plan align with personal pref-
erences—catering to adventure seekers, cultural
enthusiasts, or those looking for relaxation? To sys-
tematically assess these aspects, we propose five
novel evaluation metrics: Temporal Meal Score,
ensuring natural meal scheduling; Temporal At-
traction Score, evaluating visit durations; Spatial
Score, measuring travel efficiency; Ordering Score,
assessing logical sequencing; and Persona Score,
capturing alignment with user preferences. These
metrics move beyond binary validation (Xie et al.,
2024; Singh et al., 2024), providing a continuous
and explainable framework for assessing the qual-
ity of itineraries. Fig. 1 shows an overview of the
proposed TripCraft benchmark. In a nutshell,
our key contributions are three-fold:

1. Fine-grained travel planning dataset:
TripCraft leverages real-world data to elim-
inate geographic inconsistencies, ensuring
coherent plans. Our dataset incorporates
detailed attraction types, persona-based
preferences, event categories, and public

transit information, making it significantly
richer than prior benchmarks.

2. Highly detailed itinerary generation: Our
approach generates travel itineraries with en-
hanced spatio-temporal granularity, producing
a comprehensive and contextually coherent
sequence of Points of Interest (Pols) that pro-
vides a holistic representation of the journey.

3. Novel continuous evaluation metrics: To
the best of our knowledge, this is the first
ever attempt to introduce continuous evalua-
tion metrics for LLM-generated travel plans,
moving beyond binary constraints to assess
itinerary quality with greater nuance.

By addressing fundamental limitations in prior
datasets and evaluation strategies, TripCraft sets
a new standard for benchmarking LLMs in travel
planning, enabling more detailed, explainable, and
personalized itinerary generation.

2 Related Work

Planning with LLMs. LLMs have demonstrated
significant potential in various planning tasks, in-
cluding task scheduling, heuristic guidance, and
commonsense reasoning (Borro et al., 2025; Huang
et al., 2024; Valmeekam et al., 2023; Prasad et al.,
2024; Pallagani et al., 2023; Lee et al., 2025).
Song et al. (2023) introduced LLM-Planner which
does few-shot grounded planning, dynamically up-
dating high-level plans based on real-time feed-
back. Zhao et al. (2024) showed that integrating
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Dimension TravelPlanner TravelPlanner+ TravelAgent TripCraft (Ours)

Geographical coherence X X v v

Size 1225 queries 1225 queries 20 travel scenarios 1000 queries

Persona X v X v

Public transit data X X X 4

Event data X X X v

Attraction categories X X X 4

Constraints (C: 8C, SH 8C, SH N/A 10C, 7TH

Commonsense, H: Hard)

Pol list in itinerary output X X Temporal only v

Explanations/ Remarks X X v

Evaluation metrics Delivery Rate,  Delivery Rate, Rationality, Delivery Rate, CPR, HCPR,
CPR, HCPR, CPR, HCPR, Comprehensiveness and Final Pass Rate, Temporal

Final Pass Rate Final Pass Rate,
Preference Rate

(+)

Personalization Meal Score (+), Temporal
Attraction Score (+), Spatial
Score (+), Persona Score

(+), Ordering Score (+)

Table 1: Comparison of existing travel planning datasets across multiple qualitative and quantitative dimensions.

LLMs with classical planning techniques, such as
Monte Carlo Tree Search (MCTS) (Coulom, 2006;
Swiechowski et al., 2023), enhances task-planning
efficiency. However, despite their promise, LLMs
struggle with generating effective plans indepen-
dently across diverse domains (Valmeekam et al.,
2023). Moreover, they face challenges in handling
subgoal dependencies and require external reason-
ing mechanisms for robust planning (Kambham-
pati et al., 2023). Techniques such as chain-of-
thought prompting and fine-tuning can improve
performance but expose limitations when encoun-
tering novel, complex scenarios (Yang and Tomar,
2023; Bohnet et al., 2024).

LLMs in Travel Planning. Automated travel
planning is inherently complex, requiring the op-
timization of multiple subgoals such as schedul-
ing, budgeting, and route efficiency, while also
incorporating user preferences (Gurjar and Gupta,
2021). The emergence of LLMs presents an op-
portunity to streamline this process through nat-
ural language interaction (Xi et al., 2025; Jon-
nala et al., 2025). Xie et al. (2024) introduced
a benchmark with 1,225 travel-related queries, as-
sessing LL.Ms against eight commonsense and five
hard constraints. Their study revealed that LLMs
struggle with multi-constraint optimization, lead-
ing to suboptimal travel plans. While papers like
(Hao et al., 2025) and (Gundawar et al., 2024) re-
ported strong performance in travel planning, their
methodology omitted key constraints, simplifying
the task. A major limitation in these studies is
the absence of real-world datasets that incorporate
public transit schedules, event calendars, and per-
sonalization factors, restricting their applicability

(Shao et al., 2024).

Evaluation of LLM-Generated Travel Plans. Ex-
isting evaluations of LL.M-based travel planning
rely on discrete constraint-checking methodologies.
Metrics such as Delivery Rate measure an LLM’s
ability to generate a plan without failure, while Xie
et al. (2024) introduced assessments for explicit
user requirements and implicit real-world feasibil-
ity. If a plan met all three criteria, it was deemed
viable. Subsequent studies have built upon this
framework; for instance, Chen et al. (2024) in-
troduced metrics for rationality, personalization,
and comprehensiveness, while Singh et al. (2024)
proposed the Preference Rate metric, quantifying
how often a personalized plan was favored over
a generic one. However, evaluating travel plans
solely based on constraint adherence is insufficient.
A robust assessment must consider temporal, spa-
tial, and sequential coherence—dimensions largely
overlooked in prior works. Our proposed bench-
mark, TripCraft, addresses this gap by introduc-
ing continuous evaluation metrics that provide a
fine-grained analysis of itinerary quality. Table
1 provides a comprehensive comparison between
existing datasets and TripCraft, highlighting key
differences and advantages.

3 TripCraft

3.1 Overview

We introduce TripCraft, a benchmark for evaluat-
ing language agents in complex, constraint-aware
planning, specifically in travel itinerary genera-
tion. TripCraft assesses agents’ ability to con-
struct flexible yet constrained plans by incorpo-
rating user preferences, commonsense considera-
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tions, and persona-driven requirements while en-
suring temporal, spatial, sequential, and personal
consistency. The benchmark comprises 1000 di-
verse travel queries, categorized into three trip dura-
tions (3-day, 5-day, and 7-day) and three difficulty
levels based on data availability (distribution in Ta-
ble 2). Each query includes a human-annotated
reference plan with a rationale explaining the
itinerary’s reasoning. By providing a structured
evaluation framework with well-defined constraints
and human-curated plans, TripCraft serves as a
rigorous benchmark for measuring the reasoning
and planning capabilities of language agents.

Days Easy Medium Hard Total
3-day 91 124 129 344
5-day 52 156 116 324
7-day 75 155 102 332

Table 2: TripCraft dataset distribution

3.2 Constraint and Persona Details

TripCraft integrates numerous constraints and
persona components to enhance the evaluation of
language agents in constraint-aware itinerary gen-
eration, as shown in Table 3. These improvements
ensure that generated travel plans are realistic, well-
structured, and aligned with user preferences.

Commonsense Constraints. In addition to the
commonsense constraints in TravelPlanner, we in-
troduce refinements to improve itinerary realism.
First, the same event should not be repeated multi-
ple times across a trip, ensuring diversity in experi-
ences. Second, meal timings must have a minimum
gap of four hours between breakfast, lunch, and
dinner to maintain a natural schedule. Third, the
point-of-interest (Pol) list must follow strict valid-
ity rules: each day’s itinerary must begin and end at
the designated accommodation, except on the final
day when the traveler departs. The list should be an
ordered sequence of accommodations, attractions,
and restaurants, ensuring adequate time gaps be-
tween flight arrivals and accommodation check-ins,
as well as between accommodation check-outs and
departures.

Hard Constraints. We introduce two new hard
constraints to enhance itinerary structuring. First,
each attraction belongs to one or more of 15 diverse
categories (see Table 4), ensuring a well-distributed

Noisy DB Cleaned DB

Query
©)
Q
Verification + Annotators
Moderation Assigned
Final Annotation
: Plans + Remarks
Al ANA Feedback / Refinement Loop

" Annotators
Domain Experts

Annotated Plans + Remarks

Figure 2: TripCraft dataset construction pipeline.

selection of activities. Second, events are catego-
rized into four distinct types — Sports, Arts &
Theatre, Music, and Film — allowing for a more
structured and personalized planning process.

Persona Information. Each query in TripCraft
is accompanied by a persona profile that influ-
ences travel planning, consisting of traveler type,
purpose of travel, spending preference, and loca-
tion preferences. Traveler type distinguishes be-
tween laid-back travelers, who prefer relaxation
and scenic spots, and adventure seekers, who prior-
itize extreme activities like paragliding and bungee
jumping. Purpose of travel refines traveler intent
into categories such as relaxation, adventure, cul-
tural exploration, and nature-focused experiences.
Spending preference differentiates between luxury
and budget-conscious travelers, shaping accom-
modation and activity choices. Location prefer-
ences specify favored destinations, such as beaches,
mountains, cities, or wildlife/forest regions.

These persona aspects were carefully selected
in consultation with domain experts as the most
influential factors in determining a fulfilling travel
experience. Unlike the work of Singh et al. (2024),
which includes demographic attributes such as age,
gender, and education, TripCraft deliberately
omits such details to minimize potential biases in
language model behavior.

3.3 Dataset Construction Pipeline

The benchmark construction (Figure 2) consists of
three key steps as follows.

* Data Collection and Cleaning: The
databases are sourced via web scraping and
open-source tools like OSM? (details in Ap-
pendix A and Table 5). Given the extensive

2https: //www.openstreetmap.org/
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Commonsense Constraints

Sufficient Meal Gaps Defines a minimum gap of four hours between the meals.

Valid Pol list
Diverse Events

Defines validity rules for the Point of Interest list.
Event choices should not be repeated throughout the trip.

Hard Constraints

Event Types Event Types include four distinct categories—Sports, Arts & Theatre, Music, and Film.
Attraction Types Each attraction belongs to one or more of 15 predefined categories, ensuring a well-
distributed selection of activities.
Persona Components
Traveler Type Defines how a traveler approaches their journey—whether they seek relaxation in cozy

spots or adrenaline-pumping adventures.

Purpose of Travel
Spending Preference
experiences.

Location Preference
forests.

Captures trip motivation. Examples: to unwind, explore cultures etc.

Reflects the traveler’s budget and style, from luxurious indulgence to cost-conscious

Highlights preferred environments, such as beaches, mountains, cities, or wildlife-rich

size of the flights database, we adopt Xie et al.
(2024)’s, adjusting dates to align with event
timelines, ensuring queries incorporate rele-
vant events while maintaining computational
feasibility. Unlike prior datasets with outdated
information, ours is more recent; however,
missing or incomplete entries were either care-
fully removed or filled with default values to
ensure consistency. Since GTFS public tran-
sit® data covers only 140 cities, all databases
are filtered accordingly.

Persona and Query Construction: Follow-
ing Xie et al. (2024), queries are generated by
randomly selecting key elements—departure
city, destination, and date range etc. Trip du-
ration determines city coverage: 3-day plans
focus on one city, while 5-day and 7-day plans
span one state with visits to 2 and 3 cities, re-

3https://gtfs.org/

Category Duration (hrs)
Boat Tours & Water Sports 35
Casinos & Gambling 2.5
Museums 3.0
Nature & Parks 4.5
Nightlife 2.5
Sights & Landmarks 3.0

Table 3: Addition of constraints and persona details based on availability and limitations of scraped data has been
given in the above table. The full list of constraints used in TripCraft has been given in Table 9 of Appendix.

Database Data Entries (#)
City Set 140

Flights 3,446,829
Restaurants 3,892
Attractions 5,043
Accommodations 2,800

Events 21,980

Nearest Transit Stop 8,723

Distance Matrix 19,460

Table 5: Data entries in the database have been scraped
to include the most recent data.

spectively, requiring agents to reason about
multi-city itineraries and inter-city connectiv-
ity. To enhance complexity, hard constraints
and persona profiles are incorporated. These
structured inputs are then composed using
GPT-40* in a few-shot setting to generate
high-quality queries.

* Annotation and Refinement: A team of
25 graduate students annotated plans for the
queries’, providing justifications to enhance
explainability. The process involved iterative
refinements, integrating expert feedback to en-
sure nuanced interpretations of persona con-
straints. Domain Experts conducted a final
manual review of all query-plan pairs, com-
bining evaluation scripts with manual checks

Table 4: Attraction visiting duration (hrs) for a subset
of categories. The complete list of categories has been
given in Table 9 of Appendix A.
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Parameter 3-day 5-day 7-day
Restaurant Parameters

Breakfast

Mean Duration (hrs) 0.79 0.83 0.77

Std. Duration (hrs) 0.29 0.49 0.26

Lunch

Mean Duration (hrs) 0.95 0.98 0.89

Std. Duration (hrs) 0.36 0.34 0.29

Dinner

Mean Duration (hrs) 1.24 1.21 1.06

Std. Duration (hrs) 0.80 0.78 041
Attraction Parameters

Naidback 1.24 1.27 1.14

Aadventurous 1.91 1.64 1.78

oq (hrs) 1.09 0.98 0.96

nm 5 4 4

nmzn 0 0 0

k (hrs) 0.18 0.68 0.56

Table 6: Day-wise parameter details calculated from our
annotation distribution. For a complete list of parame-
ters refer to Table 10 in Appendix A.

TripCraft is notably more demanding (~30
minutes per instance) than prior datasets due
to the added temporal and spatial complexities
in the Pol list, requiring heightened scrutiny.

3.4 Evaluation Metrics

Plan feasibility is assessed using the hard and com-
monsense constraints from Subsection 3.2. Fur-
thermore, we introduce continuous evaluation met-
rics that capture temporal, spatial, sequential, and
persona-specific nuances of a travel plan, address-
ing the limitations of discrete binary checks (the ad-
vantages of these metrics are detailed in Subsection
4.2). The parameters of these metrics have been
determined from our annotation distribution (Ta-
ble 6). More generally, given annotations for any
dataset, metric parameters can always be inferred
from the distribution of corresponding variables in
the annotation.

Temporal Meal Score: Assesses how well meal
timings align with ideal breakfast, lunch, and din-
ner time intervals, ensuring a traveler enjoys meals
without rushing. For each meal type (breakfast,
lunch, or dinner), the temporal meal score for meal
interval a, T\ _ .. is modeled using a bivariate nor-
mal distribution, motivated by prior work leverag-
ing Gaussian models for time series data (Ansari
et al., 2024; Eirola and Lendasse, 2013). This
choice enables smooth penalization of deviations,
ensuring a continuous representation of temporal

dependencies. Formally, T _ , is computed as:

hea = g e (5E-wE @) 0
where & = [t,,, d;,| represents the midpoint time
t,, and duration d,,, of the meal, and X is the deter-
minant of the covariance matrix with the correla-
tion coefficient 5. 17 ., is normalized to obtain a
score between 0 and 1 for each meal. Lastly, these
values are averaged over all the meals in a plan:

M
— 1
Treat = — Trc‘rlz,ea 2
=97 Z;: l o)

where M is the total number of meals in the plan.

Temporal Attraction Score: Evaluates whether
the visit duration of an attraction aligns with an
expected duration for that type of attraction while
also considering the total number of attractions
visited in a day. It is modeled as the probability
density function of a joint mixed random distribu-
tion combining a Gaussian for duration (X) and
a Poisson for the number of attractions (/V). The
Poisson distribution is widely used for modeling
discrete variables representing independent event
counts within a fixed time or space interval (Hu,
2008; Inouye et al., 2017). This makes it suitable
for scenarios such as modeling the number of at-
tractions visited by tourists:

fx.n(di;n) = fxn(di | n) - P(N =n) )

Averaging over all attractions, n, in a plan:

n i\2 n_—A
Tatt'rac = %;exp (, (di ;Ugd) ) . A S! @)
Here, d; represents the actual duration spent at
attraction ¢, while ,u,ﬁl denotes the expected visit
duration for ¢, which is dynamically adjusted based
on the number of attractions visited and attraction
type. o4 captures variability in visit durations. To
incorporate the influence of the total number of
attractions, we use a Poisson distribution P whose
A parameter represents the expected number of
attractions for a given persona (e.g., adventurous
or laidback). The expected visit duration 4 is
adjusted dynamically:

if adventurous

) type(i) __ __ ,min
) N/d k (n n ) ) ) ] (5)
if laidback

Mg = M(dypc(i) + k(nmax _ ’fl),
h type(i) .
where 17 represents the expected duration for
the category of attraction ¢, and k denotes the rate
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at which the average visit duration changes per unit
increase in the number of attractions. Intuitively,
for a particular type of attraction, a laid-back trav-
eler generally spends more time compared to an
adventure seeker. Moreover, irrespective of the
traveler’s persona, the average duration spent at
each attraction decreases as the total number of
attractions visited in a day increases.

Spatial Score: Measures the proximity of public
transit stops to generated Pols; closer stops indicate
greater travel convenience. It is computed based on
the distance d of a point of interest from the nearest
transit station:

d .
S(d) = 1—0.5(%), ifd<d o
0.5exp (—A(d — do)), ifd> do

where dy (= 5 km) is a threshold distance and \ (=
0.0002) is the decay rate for larger distances. The
final spatial score for a plan is the average of all
individual Pol scores:

N
= 1 . ..
Sspatial = N él Ss(di), N isthe no. of Pols visited.

@)
Persona Score: Quantifies the alignment between
a traveler’s persona and visited Pols. Prior work on
Pol conflation (Sun et al., 2023) explored type- and
name-based methods; we prioritize Pol names as
they offer richer semantics, often embedding key
descriptors like relaxing or luxury. The persona
score is computed as the average cosine similarity
between BERT (Devlin et al., 2019) embeddings
of persona components and Pol names:

1 M N P, qi
S ersona — J . (8)
3 N Ip;llllqll

j=1i=1

where p; represents the BERT embedding of the j-
th persona component, g; is the BERT embedding
of the i-th Pol name, M is the total number of
persona components, and [V is the total number of
Pols in the travel plan.

Ordering Score: Measures the sequential align-
ment of the generated Pol list with the annotated
Pol list for a particular day:

ED(G, A)

Sopg =1 — — 277
ord max(|G[, [A])

)
where G and A represent the generated and
annotated sequences of Pols, respectively, and
ED(G, A) denotes the Edit Distance (Levenshtein,
1965) between them. This is averaged over all the
days of the journey to get the ordering score for a

plan, which is denoted by Syra- It evaluates how
closely the sequence of Pols in the generated plan
matches the annotated plan, penalizing missing or
misordered Pols. For instance, if the annotated
plan contains the sequence breakfast — attraction
— lunch, but the generated plan skips the attrac-
tion or clusters all attractions post-lunch, the edit
distance increases, lowering the ordering score.

4 Experiments and Results

4.1 Experimental Settings

We adopt the direct sole planning strategy (Xie
et al., 2024; Singh et al., 2024), modifying the
prompt to include event details, Pol lists, and a re-
fined one-shot example tailored to our constraints.
These enhancements improve alignment with the
domain-specific requirements. Additionally, we
introduce a novel setting, direct sole planning (with
parameter information), which extends the prompt
with natural language descriptions of the parame-
terized distributions modeling the metrics in Sub-
section 3.4. Appendix B and Figure 3 illustrate the
distinction between these settings.

Incorporating parameter information encourages
LLMs to adhere to precise timings and contextual
constraints beyond subjective commonsense rea-
soning. For example, while breakfast is typically in
the morning, its exact timing is ambiguous. Since
our framework evaluates plans using continuous
probability distributions, explicit constraints ensure
fairness and optimization for LLM-based planning.

Existing travel-specific models like TOURISM-
NLG (Bhatt et al., 2023) are much smaller than
LLMs. Hence, we evaluate GPT-40, Qwen2.5-7B-
Instruct, and Phi-4-mini-Instruct across 3-day, 5-
day, and 7-day travel plans, comparing both set-
tings using proposed and existing metrics®. For
fairness, we report our proposed metrics by aver-
aging results over the set of travel plans that got
delivered in both settings (i.e., the intersection of
their delivered plans). Results are summarized in
Tables 7 and 8 with key insights in next subsection.

4.2 Discussions

This section discusses the observations from the
experiments, the advantages of our proposed evalu-
ation metrics, and highlights key challenges posed
by our dataset.

®Since we are not training/ fine-tuning LLMs, we directly
report results without making train-val splits.
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Model Setting CategOI’y Treat Tattrac Sspatial Spcrsona gord

3-day 0.56  0.0169 0.80 0.46 0.70

w/o Parameter Info 5-day 0.69 0.0057 0.86 0.49 0.91

GPT-40 7-day 0.61  0.0122 0.85 0.50 0.96
3-day 0.70  0.0171 0.83 0.48 0.74

w/ Parameter Info 5-day 0.75  0.0078 0.87 0.50 0.93

7-day 0.80  0.0057 0.86 0.51 0.97

3-day 0.53  0.0233 0.834 0.512 0.769
w/o Parameter Info 5-day 0.55  0.0083 0.667 0.505 0.918
7-day 0.52 0.0098 0.658 0.516 0.956

Qwen2.5-7B-Instruct
3-day 0.58 0.0150 0.869 0.514 0.792

w/ Parameter Info 5-day 0.59 0.0085 0.742 0.509 0.924

7-day 0.57 0.0100 0.734 0.524 0.962

3-day 0.228 0.018 0.62 0.519 0.56
w/o Parameter Info 5-day 0.508  0.006 0.82 0.525 0.91
7-day 0.476 0.017 0.81 0.527 0.95

Phi-4-mini-Instruct

3-day 0.244  0.022 0.60 0.529 0.66
w/ Parameter Info 5-day 0.526  0.013 0.83 0.526 0.92
7-day 0.505 0.014 0.83 0.531 0.96

Table 7: Results of our proposed evaluation metrics for the two settings (w/ or w/o Parameter Info) with 3 LLMs.
For each category, the bolded values represent the better ones between the two settings.

Model Setting Category Delivery CPR HCPR Final
Rate Micro Macro Micro Macro Pass Rate
3-day 92.60 77.61 6.08 27.63  26.08 347
w/o Parameter Info 5-day 98.69 66.99 2.17 421 3.04 1.74
GPT40 7-day 96.03 70.35 0.00 0.62 0.00 0.00
3-day 96.08 80.08 5.21 26.10 25.21 1.74
w/ Parameter Info 5-day 91.30 61.69  0.87 8.60 5.21 0.43
7-day 92.51 66.43 0.00 0.83 0.00 0.00
3-day 100 72.04 0.0 3.26 3.04 0.0
w/o Parameter Info 5-day 100 46.30 0.0 0.0 0.0 0.0
Qwen2.5-7B-Instruct 7-day 213 4004 00 00 00 00
3-day 99.56 70.39 0.43 3.26 2.60 0.0
w/ Parameter Info 5-day 99.56 52.30 0.0 0.0 0.0 0.0
7-day 99.13 39.29 0.0 0.0 0.0 0.0
3-day 95.21 49.73 0.0 0.38 0.86 0.0
w/o Parameter Info 5-day 98.69 43.04 0.0 0.0 0.0 0.0
Phi-4-mini-Instruct 7-day 2.1 37.84 U0 0.0 0.0 00
3-day 92.60 47.69 0.0 0.0 0.0 0.0
w/ Parameter Info 5-day 99.56 43.86 0.0 0.0 0.0 0.0
7-day 97.79 37.22 0.0 0.0 0.0 0.0

Table 8: Results of existing evaluation metrics for the two settings (w/ or w/o Parameter Info) with 3 LLMs. CPR
and HCPR stand for Commonsense Pass Rate and Hard Constraint Pass Rate respectively. For each category, the
bolded values represent the better ones between the two settings. Moreover, equal values have been underlined.
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w/ Parameter Info

| |

Prompt Template: <Definition> <Parameter
Information> <Example>

J w/o Parameter Info L

Prompt Template: <Definition> <Example>

Cedar Rapids",

"point_of interest_list": "Burnett Cottage
(@NewBo District (OG), stay from 08:45 to

Quizug Parameter Information: Output:
Breakfast is ideally scheduled at 9:30 AM and lasts

{"days": 1, about 50 minutes. Lunch is best planned for 2:40 PM, {"days": 1,

with a duration of around an hour. Dinner should take

"attraction": "Cedar Rapids Museum of Art, place at 8:45 PM, lasting approximately 1 hour and "attraction": "Paramount Theater, Cedar
15 minutes. Laidback Travelers typically explore one Rapids",

attraction per day and sometimes opt for more, while
Adventure Seekers often visit 2 or 3 attractions,
occasionally exceeding that number.

"point_of interest_list": "Burnett Cottage
(@NewBo District (OG), stay from 10:00 to

09:30, nearest transit: 6th St & 10th Ave,
40.75m away; The Breakfast House, visit from
09:40 to 10:30, nearest transit: 812 6th St (Jim's

10:30, nearest transit: 6th St & 10th Ave, 40.75m
away; The Breakfast House, visit from 11:00 to
11:45, nearest transit: 812 6th St (Jim's Foods),

Foods), 38.50m away;
"days": 4 CPR (Micro):
CPR (Macro):
HCPR (Micro):
HCPR (Macro):

"lunch": "Marto Brewing Company, Sioux
City",
"dinner": "Trattoria Fresco, Sioux City",

Existing Metrics:

Proposed Metrics: IR
Meal Score: 0.777
Attraction Score: 0.028
Spatial Score: 0.823
Persona Score: 0.522
Ordering Score: 0.977

38.50m away;

71.77 % egEed

00.00 ZA’ "lunch": "The Diving EIk, Sioux City",

gggg é’ "dinner": "Marto Brewing Company, Sioux

B o City",
00.00 % . 5
’ Proposed Metrics:

Meal Score: 0.615
Attraction Score: 0.017
Spatial Score: 0.816
Persona Score: 0.519
Ordering Score: 0.972

Figure 3: Existing constraint-based metrics rate these plans equally, but, our metrics provide a continuous score,
capturing temporal, spatial, sequential, and personal differences.

Observation 1. Trade-off between objective met-
rics and constraint adherence: Table 7 shows
that incorporating parameter information signifi-
cantly improves objective metrics, particularly in
meal scheduling and spatial efficiency. However,
this improvement comes at the cost of increased
constraint violations, as evidenced by lower com-
monsense pass rates in Table 8. This trade-off sug-
gests that while parameter-informed guidance aids
LLMs in structuring itineraries, it may also intro-
duce rigid assumptions that conflict with real-world
constraints, requiring future methods to balance op-
timization and feasibility effectively.

Observation 2. Potential of objective criteria:
Traditional percentage-based evaluations fail to dis-
tinguish between travel plans of equal feasibility
under given constraints. In Table 8, the 7-day travel
plans receive a zero macro pass rate for common-
sense and hard constraints, yet our proposed met-
rics differentiate plans based on aspects beyond
binary pass/fail outcomes. As illustrated in Figure
3, our proposed continuous scoring metric captures
the difference, such as partial alignment with tem-
poral constraints and near-optimal spatial organiza-
tion, providing a more interpretable assessment of
LLM-generated plans.

Observation 3. Limitations in LLM-Generated
Itineraries: Despite structured prompts, the LLM
agent exhibits temporal inconsistencies, where
Pol visits extend beyond departure times, meal
schedules fail to align with natural dining hours,
and activity timestamps are misordered, disrupting

itinerary flow (Refer to Appendix C). Additionally,
agents struggle to adapt activity density to differ-
ent personas, often under-scheduling for adventure-
seeking travelers while generating excessive transit
between locations for relaxed travelers. Another
limitation is spatial reasoning, where transit assign-
ments are often impractical, with accommodations
and attractions placed far from available transit
stops, leading to infeasible travel plans. These
issues suggest that while LLMs can incorporate
structured constraints, they lack robust reasoning
over real-world travel logistics, user preferences,
and sequential dependencies, making TripCraft
a crucial benchmark for future advancements.

5 Conclusion

In this work, we introduce TripCraft, a high-
fidelity travel planning dataset that surpasses prior
benchmarks in realism and consistency. It en-
sures spatiotemporal coherence while integrating
fine-grained attraction categories, persona compo-
nents, event typologies, and transit schedules for
personalized itinerary planning. Beyond dataset im-
provements, we enhance itinerary generation with
higher spatiotemporal resolution and structured Pol
sequencing. To evaluate LLM-generated plans,
we introduce mathematical scoring paradigms that
complement constraint-based validation. Through
TripCraft and our novel evaluation framework,
we set a new standard for Al-driven travel plan-
ning.
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Limitations

While TripCraft significantly enhances the real-
ism and coherence of travel planning datasets, cer-
tain limitations remain. One key constraint is the
exclusion of events from the core Point of Interest
(Pol) list due to the lack of structured temporal in-
formation. If such data becomes available, it can be
incorporated into our dataset, enabling LLMs to ex-
plicitly factor in event timings, ultimately leading
to more mature and contextually aware itineraries.

Our dataset is currently designed for U.S. cities,
but the construction pipeline can be extended to
other geographical regions if the necessary data
is available. Expanding to a global scale would
require accounting for region-specific differences
in travel preferences, transportation infrastructure,
cultural factors, as well as diverse annotator demo-
graphics, which remain open challenges for future
research.

Additionally, our primary objective is not to pro-
pose a novel travel planning methodology but to
establish a robust dataset, enhanced itinerary gen-
eration, and fine-grained evaluation metrics. While
TripCraft provides a strong benchmark for assess-
ing LLM-driven travel planning, future research
may explore diverse methodologies on this dataset,
further advancing personalized Al-driven itinerary
synthesis.

Ethics Statement

Our study utilizes publicly available web data,
which we have carefully scraped to construct our
databases while ensuring compliance with relevant
terms of use and ethical considerations. To safe-
guard privacy, we have fully anonymized sensitive
personal details. However, with annotators’ con-
sent, aggregate demographic statistics are provided
in Appendix E. We are committed to transparency
and reproducibility in research; therefore, we re-
lease both the datasets and code to facilitate further
exploration by the scientific community.
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Overview of Appendices

This supplementary material presents additional
details on the following aspects:

* Appendix A: Data Sourcing Details

* Appendix B: Prompt and Annotation Details
* Appendix C: Case Studies

» Appendix D: Impact of Distribution Shift

¢ Appendix E: Annotator Details

A Data Sourcing Details

Our dataset is constructed using current data
sources to ensure spatio-temporal consistency and
personalization. Below, we detail the sourcing
methodology and heuristics for each component.

A.1 Restaurants

We extracted restaurant details using TripAdvi-
sor’s Apify scraper’, which provided all neces-
sary attributes except precise pricing. TripAdvi-
sor denotes cost using dollar symbols ($-$$$) in-
stead of exact values. To estimate absolute prices,
we leveraged city-specific restaurant price indices
from Numbeo®, scaling them according to the num-
ber of dollar symbols in each price rating.

Category Duration (hrs)

Boat Tours & Water Sports 35
Casinos & Gambling 2.5
Classes & Workshops
Concerts & Shows

Food & Drink

Fun & Games

Museums

Nature & Parks

Nightlife

Outdoor Activities
Shopping

Sights & Landmarks

Spas & Wellness

Water & Amusement Parks
Zoos & Aquariums

—
[0

A TN M T M
NOOODUNOODUNUNO W

Table 9: Attraction visiting duration (hrs) for each cate-
gory. Note that an attraction can belong to one or more
than one categories.

A.2 Attractions

Attraction details, including subcategories, were
sourced from TripAdvisor’s Apify scraper’.

7https ://console.apify.com/actors/
dbEyMBriog95Fv8CW/input
8https://www.numbeo.com/cost-of-1iving/

Parameter 3-day 5-day 7-day
Restaurant Parameters
Breakfast
Mean Time 9.55 9.57 9.67
Mean Duration (hrs) 0.79 0.83 0.77
Std. Time 1.19 0.75 0.80
Std. Duration (hrs) 0.29 0.49 0.26
Beta 0.00 0.19 -0.18
Lunch
Mean Time 14.62 14.61 14.69
Mean Duration (hrs) 0.95 0.98 0.89
Std. Time 0.99 0.69 0.81
Std. Duration (hrs) 0.36 0.34 0.29
Beta -0.03 0.01 0.15
Dinner
Mean Time 20.73 20.86 20.74
Mean Duration (hrs) 1.24 1.21 1.06
Std. Time 1.31 1.23 1.24
Std. Duration (hrs) 0.80 0.78 0.41
Beta -0.18 -0.09 -0.25
Attraction Parameters
Maidback 1.24 1.27 1.14
Aadventurous 1.91 1.64 1.78
o4 (hrs) 1.09 0.98 0.96
nma* 5 4 4
nmn 0 0 0
k (hrs) 0.18 0.68 0.56

Table 10: A comprehensive list of parameter details for
3-day, 5-day, and 7-day scenarios as calculated from the
annotation distribution statistics.

Since a majority of attractions lacked predefined
visit durations, we consulted domain experts to es-
tablish category-wise average durations for each
attraction type. Finally, each attraction’s duration
was assigned as the mean of the categories it be-
longed to, ensuring a realistic time allocation (Ta-
ble 9).

A.3 Flights

We adopted the flight database from (Xie et al.,
2024) but adjusted all dates to November 2024 to
maximize temporal alignment with event data. This
adjustment ensures that LLM-generated itineraries
incorporate relevant event-based recommendations.

A.4 Distance Matrices

All pairwise distances were computed using Open-
StreetMap’s OSRM API°, ensuring accurate and
real-time routing information.

9http: //project-osrm.org/
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A.5 Accommodations

We scraped accommodation listings from Airbnb
using Apify’s Airbnb scraper!'®. Since minimum
stay requirements were not available in the ex-
tracted data, we excluded this attribute from our
dataset.

A.6 Events

Event data was collected using Ticketmaster’s
Apify scraper!!, covering a diverse range of
concerts, sports, theater, and other entertainment
events.

A.7 Public Transit

We sourced transit schedules from the General
Transit Feed Specification (GTFS)!> for 140
cities. For each Point of Interest (Pol)—including
accommodations, restaurants, and attractions—we
determined the nearest public transit stop using
geodesic distance (computed via Geopy'?). This
enables LLMs to incorporate realistic public transit
connectivity when generating travel itineraries.

10https ://apify.com/dtrungtin/airbnb-scraper

"https://console.apify.com/actors/
Hi7bNMx@vgaqvdfZQ

12https://gtfs.org/

”https ://pypi.org/project/geopy/
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Constraint

Description

Environment Constraint

Unavailable Transportation
Unavailable Attractions

There is no available flight or driving information between the two cities.
There is no available attraction information in the queried city.

Commonsense Constraint

Within Sandbox
Complete Information
Sufficient Meal Gaps (+)

Valid Pol list (+)

Diverse Events (+)
Within Current City
Reasonable City Route
Diverse Restaurants
Diverse Attractions
Non-conf. Transportation

All information in the plan must be within the closed sandbox; otherwise, it will be
considered a hallucination.

No key information should be left out of the plan, such as the lack of accommodation
during travel.

Meal timings must have a minimum gap of four hours between breakfast, lunch, and
dinner to maintain a natural schedule.

The point-of-interest (Pol) list must follow strict validity rules: each day’s itinerary
must begin and end at the designated accommodation, except on the final day when
the traveler departs. The list should be limited to accommodations, attractions, and
restaurants, ensuring adequate time gaps between flight arrivals and accommodation
check-ins, as well as between accommodation check-outs and departures.

Event choices should not be repeated throughout the trip.

All scheduled activities for the day must be located within that day’s city(ies).
Changes in cities during the trip must be reasonable.

Restaurant choices should not be repeated throughout the trip.

Attraction choices should not be repeated throughout the trip.

Transportation choices within the trip must be reasonable. For example, having both
“self-driving” and “flight” would be considered a conflict.

Hard Constraint

Budget
Room Rule

Room Type
Cuisine
Transportation

Event Types (+)
Attraction Types (+)

The total budget of the trip.

Room rules include “No parties”, “No smoking”, “No children under 10, “No pets”,
and “No visitors”.

Room types include “Entire Room”, “Private Room”, “Shared Room”, and “No Shared
Room”.

Cuisines include “Chinese”, “American”, “Italian”, “Mexican”, “Indian”, “Mediter-
ranean”, and “French”.

Transportation options include “No flight” and “No self-driving”.

Event Types include four distinct categories—Sports, Arts & Theatre, Music, and Film.
Each attraction belongs to one or more of 15 predefined categories, ensuring a well-
distributed selection of activities.

Persona Components

Traveler Type (+)
Purpose of Travel (+)
Spending Preference (+)

Location Preference (+)

Defines how a traveler approaches their journey—whether they seek relaxation in cozy
spots or adrenaline-pumping adventures.

Captures the main motivation behind the trip, whether it’s to unwind, seek thrills, explore
cultures, or connect with nature.

Reflects the traveler’s budget and style, from luxurious indulgence to cost-conscious
experiences.

Highlights preferred environments, such as beaches, mountains, cities, or wildlife-rich
forests.

Table 11: Comprehensive Constraint and Persona Description. (+) denotes the ones we have added.
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B Prompt and Annotation Details

B.1 Prompt with Parameter Info

You are a proficient planner. Based on the provided information, query and persona, please give a
detailed travel plan, including specifics such as flight numbers (e.g., F0123456), restaurant names,
and accommodation names. Note that all the information in your plans should be derived from
the provided data. You must adhere to the format given in the example. Additionally, all details
should align with common sense. The symbol ’-’ indicates that information is unnecessary. For
example, in the provided sample, you do not need to plan after returning to the departure city.
When you travel to two cities in one day, you should note it in the "Current City" section as in
the example (i.e., from A to B). Include events happening on that day, if any. Provide a Point of
Interest List, which is an ordered list of places visited throughout the day. This list should include
accommodations, attractions, or restaurants and their starting and ending timestamps. Each day
must start and end with the accommodation where the traveler is staying. Breakfast is ideally
scheduled at 9:30 AM and lasts about 50 minutes. Lunch is best planned for 2:40 PM, with a
duration of around an hour. Dinner should take place at 8:45 PM, lasting approximately 1 hour
and 15 minutes. Laidback Travelers typically explore one attraction per day and sometimes opt for
more, while Adventure Seekers often visit 2 or 3 attractions, occasionally exceeding that number.

etttk Example sheskesksksksk

Query: Could you create a travel plan for 7 people from Ithaca to Charlotte spanning 3
days, from March 8th to March 14th, 2022, with a budget of $30,200?

Traveler Persona:

Traveler Type: Laidback Traveler;

Purpose of Travel: Relaxation;

Spending Preference: Economical Traveler;

Location Preference: Beaches

Travel Plan:

Day 1:

Current City: from Ithaca to Charlotte

Transportation: Flight Number: F3633413, from Ithaca to Charlotte, Departure Time: 05:15,
Arrival Time: 07:28

Breakfast: Nagaland’s Kitchen, Charlotte

Attraction: The Charlotte Museum of History, Charlotte

Lunch: Cafe Maple Street, Charlotte

Dinner: Bombay Vada Pav, Charlotte

Accommodation: Affordable Spacious Refurbished Room in Bushwick!, Charlotte

Event: -

Point of Interest List: Affordable Spacious Refurbished Room in Bushwick!, stay from 08:00
to 08:30, nearest transit: Bushwick Stop, 100m away; Nagaland’s Kitchen, visit from 09:00 to
09:45, nearest transit: Uptown Station, 200m away; The Charlotte Museum of History, visit from
10:30 to 13:30, nearest transit: Museum Station, 300m away; Cafe Maple Street, visit from 14:00
to 15:00, nearest transit: Maple Avenue Stop, 100m away; Bombay Vada Pav, visit from 19:00
to 20:00, nearest transit: Bombay Stop, 150m away; Affordable Spacious Refurbished Room in
Bushwick!, stay from 21:00 to 07:00, nearest transit: Bushwick Stop, 100m away.

Day 2:
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Current City: Charlotte

Transportation: -

Breakfast: Olive Tree Cafe, Charlotte

Attraction: The Mint Museum, Charlotte; Romare Bearden Park, Charlotte

Lunch: Birbal Ji Dhaba, Charlotte

Dinner: Pind Balluchi, Charlotte

Accommodation: Affordable Spacious Refurbished Room in Bushwick!, Charlotte

Event: -

Point of Interest List: Affordable Spacious Refurbished Room in Bushwick!, stay from 07:00 to
08:30, nearest transit: Bushwick Stop, 100m away; Olive Tree Cafe, visit from 09:00 to 09:45,
nearest transit: Cafe Station, 250m away; The Mint Museum, visit from 10:30 to 13:00, nearest
transit: Mint Stop, 200m away; Birbal Ji Dhaba, visit from 14:00 to 15:30, nearest transit: Dhaba
Stop, 120m away; Romare Bearden Park, visit from 16:00 to 18:00, nearest transit: Park Stop,
150m away; Pind Balluchi, visit from 19:30 to 21:00, nearest transit: Pind Stop, 150m away;
Affordable Spacious Refurbished Room in Bushwick!, stay from 21:30 to 07:00, nearest transit:
Bushwick Stop, 100m away.

Day 3:

Current City: from Charlotte to Ithaca

Transportation: Flight Number: F3786167, from Charlotte to Ithaca, Departure Time: 21:42,
Arrival Time: 23:26

Breakfast: Subway, Charlotte

Attraction: Books Monument, Charlotte

Lunch: Olive Tree Cafe, Charlotte

Dinner: Kylin Skybar, Charlotte

Accommodation: -

Event: -

Point of Interest List: Affordable Spacious Refurbished Room in Bushwick!, stay from 07:00 to
08:30, nearest transit: Bushwick Stop, 100m away; Subway, visit from 09:00 to 10:00, nearest
transit: Subway Station, 150m away; Books Monument, visit from 10:30 to 13:30, nearest transit:
Central Library Stop, 200m away; Olive Tree Cafe, visit from 14:00 to 15:00, nearest transit: Cafe
Station, 250m away; Kylin Skybar, visit from 19:00 to 20:00, nearest transit: Skybar Stop, 180m
away.

etttk Example Endg ****k*kk

Given information: {text}
Query: {query}

Traveler Persona:
{persona}

Output:

B.2 Prompt without Parameter Info

You are a proficient planner. Based on the provided information, query and persona, please give a
detailed travel plan, including specifics such as flight numbers (e.g., F0123456), restaurant names,
and accommodation names. Note that all the information in your plans should be derived from
the provided data. You must adhere to the format given in the example. Additionally, all details
should align with common sense. The symbol ’-’ indicates that information is unnecessary. For
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example, in the provided sample, you do not need to plan after returning to the departure city.
When you travel to two cities in one day, you should note it in the "Current City" section as in
the example (i.e., from A to B). Include events happening on that day, if any. Provide a Point of
Interest List, which is an ordered list of places visited throughout the day. This list should include
only accommodations, attractions, or restaurants and their starting and ending timestamps. Each
day must start and end with the accommodation where the traveler is staying.

Rekoskokskock Example skskesksksksk

Query: Could you create a travel plan for 7 people from Ithaca to Charlotte spanning 3 days, from
March 8th to March 14th, 2022, with a budget of $30,200?

Traveler Persona:

Traveler Type: Laidback Traveler;

Purpose of Travel: Relaxation;

Spending Preference: Economical Traveler;

Location Preference: Beaches

Travel Plan:

Day 1:

Current City: from Ithaca to Charlotte

Transportation: Flight Number: F3633413, from Ithaca to Charlotte, Departure Time: 05:15,
Arrival Time: 07:28

Breakfast: Nagaland’s Kitchen, Charlotte

Attraction: The Charlotte Museum of History, Charlotte

Lunch: Cafe Maple Street, Charlotte

Dinner: Bombay Vada Pav, Charlotte

Accommodation: Affordable Spacious Refurbished Room in Bushwick!, Charlotte

Event: -

Point of Interest List: Affordable Spacious Refurbished Room in Bushwick!, stay from 08:00
to 08:30, nearest transit: Bushwick Stop, 100m away; Nagaland’s Kitchen, visit from 09:00 to
09:45, nearest transit: Uptown Station, 200m away; The Charlotte Museum of History, visit from
10:30 to 13:30, nearest transit: Museum Station, 300m away; Cafe Maple Street, visit from 14:00
to 15:00, nearest transit: Maple Avenue Stop, 100m away; Bombay Vada Pav, visit from 19:00
to 20:00, nearest transit: Bombay Stop, 150m away; Affordable Spacious Refurbished Room in
Bushwick!, stay from 21:00 to 07:00, nearest transit: Bushwick Stop, 100m away.

Day 2:

Current City: Charlotte

Transportation: -

Breakfast: Olive Tree Cafe, Charlotte

Attraction: The Mint Museum, Charlotte; Romare Bearden Park, Charlotte

Lunch: Birbal Ji Dhaba, Charlotte

Dinner: Pind Balluchi, Charlotte

Accommodation: Affordable Spacious Refurbished Room in Bushwick!, Charlotte

Event: -

Point of Interest List: Affordable Spacious Refurbished Room in Bushwick!, stay from 07:00 to
08:30, nearest transit: Bushwick Stop, 100m away; Olive Tree Cafe, visit from 09:00 to 09:45,
nearest transit: Cafe Station, 250m away; The Mint Museum, visit from 10:30 to 13:00, nearest
transit: Mint Stop, 200m away; Birbal Ji Dhaba, visit from 14:00 to 15:30, nearest transit: Dhaba
Stop, 120m away; Romare Bearden Park, visit from 16:00 to 18:00, nearest transit: Park Stop,
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150m away; Pind Balluchi, visit from 19:30 to 21:00, nearest transit: Pind Stop, 150m away;
Affordable Spacious Refurbished Room in Bushwick!, stay from 21:30 to 07:00, nearest transit:
Bushwick Stop, 100m away.

Day 3:

Current City: from Charlotte to Ithaca

Transportation: Flight Number: F3786167, from Charlotte to Ithaca, Departure Time: 21:42,
Arrival Time: 23:26

Breakfast: Subway, Charlotte

Attraction: Books Monument, Charlotte

Lunch: Olive Tree Cafe, Charlotte

Dinner: Kylin Skybar, Charlotte

Accommodation: -

Event: -

Point of Interest List: Affordable Spacious Refurbished Room in Bushwick!, stay from 07:00 to
08:30, nearest transit: Bushwick Stop, 100m away; Subway, visit from 09:00 to 10:00, nearest
transit: Subway Station, 150m away; Books Monument, visit from 10:30 to 13:30, nearest transit:
Central Library Stop, 200m away; Olive Tree Cafe, visit from 14:00 to 15:00, nearest transit: Cafe
Station, 250m away; Kylin Skybar, visit from 19:00 to 20:00, nearest transit: Skybar Stop, 180m
away.

etttk Example Endg k%

Given information: {text}
Query: {query}

Traveler Persona:
{persona}

Output:

B.3 Annotation and Remark (by Human Annotator)

Day 1:

Current City: from Charlotte to Houston

Transportation: Flight Number: FO180769, from Charlotte to Houston, Departure Time: 20:04,
Arrival Time: 21:46

Breakfast: -

Attraction: -

Lunch: -

Dinner: -

Accommodation: Entire Apt in the Heart of the City - Galleria, Houston

Event: -

Point of Interest List:

Entire Apt in the Heart of the City - Galleria, stay from 22:30 to 08:00, nearest transit: Dr @
Burgoyne Rd, 98.06m away.

Day 2:

Current City: Houston
Transportation: -

Breakfast: Niko Niko’s Greek

17053




Attraction: Houston Zoo; Minute Maid Park; Bayou Bend Collection and Gardens

Lunch: Hugo’s

Dinner: The Original Ninfa’s

Accommodation: Entire Apt in the Heart of the City - Galleria, Houston

Event: -

Point of Interest List:

Entire Apt in the Heart of the City - Galleria, stay from 08:00 to 09:00, nearest transit: Dr @
Burgoyne Rd, 98.06m away;

Niko Niko’s Greek, visit from 09:30 to 10:30, nearest transit: Greek Montrose Blvd @ Missouri
St, 22.62m away;

Houston Zoo, visit from 11:00 to 13:00, nearest transit: Cambridge St @ Ben Taub Loop, 473.45m
away;

Hugo’s, visit from 13:30 to 14:30, nearest transit: Westheimer Rd @ Mandell St, 26.11m away;
Minute Maid Park, visit from 15:00 to 17:00, nearest transit: Park Congress St @ Jackson St,
170.01m away;

Bayou Bend Collection and Gardens, visit from 17:30 to 19:30, nearest transit: Memorial Dr @
Knox St, 87.75m away;

The Original Ninfa’s, visit from 20:30 to 21:30, nearest transit: Canal St @ N Delano St, 153.30m
away;

Entire Apt in the Heart of the City - Galleria, stay from 22:00 to 06:00, nearest transit: Dr @
Burgoyne Rd, 98.06m away.

Day 3:

Current City: from Houston to Charlotte

Transportation: Flight Number: F1462842, from Houston to Charlotte, Departure Time: 08:15,
Arrival Time: 12:00

Breakfast: Phoenicia Specialty Foods

Attraction: -

Lunch: -

Dinner: -

Accommodation: Entire Apt in the Heart of the City - Galleria, Houston

Event: -

Point of Interest List:

Entire Apt in the Heart of the City - Galleria, stay from 06:00 to 07:00, nearest transit: Dr @
Burgoyne Rd, 98.06m away;

Phoenicia Specialty Foods, visit from 7:15 to 7:45, nearest transit: Lamar St @ Austin St, 9.87m
away.

The food is within budget and aligns with the given preferences. The accommodation also
meets the specified requirements. The theme is nature, as nature-related activities were
preferred, while concerts were excluded from the itinerary.
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B.4 Query Generation using GPT-40

Given a JSON, please help me generate a natural language query. In the JSON, ’org’ denotes
the departure city. When ’days’ exceeds 3, ’visiting_city_number’ specifies the number of cities
to be covered in the destination state. Please disregard the ’level’ attribute. Here are three examples.

—EXAMPLE 1—

JSON:

{"org": "Washington", "dest": "Atlanta", "days": 3, "visiting_city_number": 1, "date": ["2024-
11-18", "2024-11-19", "2024-11-20"], "people_number": 1, "local_constraint": {"house rule":
null, "cuisine": null, "room type": null, "transportation": null, "event": null, "attraction": null},
"budget": 900, "level": "easy"}

QUERY:

Plan a 3-day trip for 1 person from Washington to Atlanta from November 18th to November 20th,
2024, with a budget of $900.

—FEXAMPLE 2—

JSON:

{"org": "Chicago", "dest": "Tennessee", "days": 5, "visiting_city_number": 2, "date": ["2024-
11-02", "2024-11-03", "2024-11-04", "2024-11-05", "2024-11-06"], "people_number": 2,
"local_constraint": {"house rule": null, "cuisine": null, "room type": "entire room", "event": null,
"attraction”: null, "transportation": null}, "budget": 2800, "level": "medium"}

QUERY:

Organize a 5-day itinerary for 2 people traveling from Chicago to explore 2 cities in Tennessee,
between November 2nd and November 6th, 2024. The budget is $2,800, and accommodations
should include an entire room.

—FEXAMPLE 3—

JSON:

{"org": "Tulsa", "dest": "California", "days": 7, "visiting_city_number": 3, "date": ["2024-11-01",
"2024-11-02", "2024-11-03", "2024-11-04", "2024-11-05", "2024-11-06", "2024-11-07"],
"people_number": 2, "local_constraint": {"house rule": null, "cuisine": null, "room type":
"not shared room", "transportation": null, "event": ["Arts & Theatre", "Film"], "attraction":
["Museums", "Food & Drink"]}, "budget": 6000, "level": "hard"}

QUERY:

Create a detailed 7-day travel plan for 2 individuals starting from Tulsa and visiting 3 cities in Cali-
fornia between November 1st and November 7th, 2024. The budget is $6,000. Accommodations
should be in a non-shared room. Include visits to museums and attractions involving food and
drinks. The plan should also incorporate attending arts, theatre, and film events.

JSON:
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C Case Studies

We showcase examples in this appendix that highlight the challenges within our dataset, underscoring its
value in advancing LLMs’ travel planning capabilities.

Pol List Time Exceeds the Departure Limit

Query:

Plan a 3-day trip for 1 person from Denver to Santa Fe from November 1st to
November 3rd, 2024, with a budget of $1,200.

"days": 3,

"current_city": "from Santa Fe to Denver",

"transportation": "Flight Number: F3932864, from Santa Fe to Denver,
Departure Time: 13:05 , Arrival Time: 14:16",

"point_of_interest_list": "Cozy cottage in central Santa Fe, stay from 07:00 to
08:30, nearest transit: Cerrillos @ 5th OB, 46.71m away; Tia Sophia’s, visit from
09:00 to 09:50, nearest transit: Sandoval @ San Francisco OB, 104.85m away;
Museum of International Folk Art, visit from 10:30 to 12:30, nearest transit: Cam.
Lejo @ Museum of Int’l. Folk Art, 73.48m away; La Plazuela, visit from 13:00 to

14:00 , nearest transit: Cathedral @ Water, 130.45m away." }

Analysis:
In this case, the plan recommends visiting an attraction after the departure time of
the flight.

Timestamp Sequence Inconsistency

Query:

Plan a 3-day trip for 3 people from Charleston to Washington from November 24th
to November 26th, 2024, with a budget of $3,750. Include visits to sights and

| landmarks. ]
Plan
{ "days": 1,

"current_city": "from Charleston to Washington",

"point_of_interest_list": " King Bed | Free Parking | DCA Airport, stay from 09:30

to 08:30 , nearest transit: ENTRANCE B - FORT MYER DR., 360.84m away;
Clyde’s of Georgetown, visit from 09:40 to 10:30, nearest transit: ROSSLYN,
1120.37m away; White House, visit from 11:00 to 14:00, nearest transit:
MCPHERSON SQ METRORAIL STATION - SW CORNER VERMONT AVE. &
I ST., 409.99m away; Joe’s Seafood Prime Steak & Stone Crab, visit from 14:20

to 15:20, nearest transit: MCPHERSON SQ, 150.59m away; The Capital Grille,
visit from 20:45 to 22:00, nearest transit: ARCHIVES, 121.81m away; King Bed |
Free Parking | DCA Airport, stay from 22:30 to 08:30, nearest transit: ENTRANCE
B - FORT MYER DR., 360.84m away."
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Analysis:
In this case, the plan mis-structures the time sequence when mentioning the time
duration to be spent at the accommodation.

Meal Timing Misalignment

Query:

Plan a 3-day trip for 1 person from Birmingham to Detroit from November 19th
to November 21st, 2024, with a budget of $1,500.

"dinner": "Vertical Detroit, Detroit",

"point_of_interest_list": "Modern Boutique Condo - "Au coeur de Detroit", stay
from 08:30 to 09:30, nearest transit: Sproat St - Southbound, 302.98m away;
Honest John’s Bar & Grill - Selden St., visit from 09:40 to 10:30, nearest transit:
Mack Ave - Southbound, 509.79m away; The Ford Piquette Avenue Plant, visit
from 11:00 to 14:00, nearest transit: Amsterdam St - Southbound, 528.25m away;
Selden Standard, visit from 14:30 to 15:30, nearest transit: Canfield St

- Southbound, 586.42m away; Vertical Detroit, visit from 16:00 to 17:15 , nearest
transit: Grand Circus - Northbound, 257.87m away." }

| Anmalysiss ]
In this case, the plan schedules dinner from 16:00 to 17:15, which is unrealistic and
impractical.

Consistent Pol Time Duration Adherence

Query:

Plan a 3-day trip for 1 person from Las Vegas to Fort Wayne from November 17th
to November 19th, 2024, with a budget of $2,100.

{ "days": 1,

"current_city": "from Las Vegas to Fort Wayne",

"transportation": "Flight Number: F0373120, from Las Vegas to Fort Wayne,
Departure Time: 23:24, Arrival Time: 06:06 ",

"breakfast": "-",

n,onon

"attraction": "-",

17057



"lunch": "-"
"dinner": "-"
"accommodation": "Sunny Victorian 1-Bedroom apartment near Downtown,
Fort Wayne",
"event": "-"
pomt_of_mterest_list": "Sunny Victorian 1-Bedroom apartment near Downtown,
stay from 06:30 to 07:00 , nearest transit: Calhoun St. at Taber St. (SB), 76.02m
away." },
{ "days": 2,
"current_city": "Fort Wayne",
"transportation": "-"
"breakfast": "Sara’s Family Restaurant, Fort Wayne",
"attraction": "Fort Wayne Museum of Art, Fort Wayne; Historic Fort Wayne,
Fort Wayne",
"lunch": "Fort Wayne’s Famous Coney Island, Fort Wayne",
"dinner": "The Original Oley’s Pizza, Fort Wayne",
"accommodation": "Sunny Victorian 1-Bedroom apartment near Downtown,
Fort Wayne",
"event": "-"
pomt_of_lnterest_list”: "Sunny Victorian 1-Bedroom apartment near Downtown,
stay from 07:00 to 08:30 , nearest transit: Calhoun St. at Taber St. (SB), 76.02m

away; Sara’s Family Restaurant, visit from 09:00 to 09:50 , nearest transit: Kroger,
210.11m away; Fort Wayne Museum of Art, visit from 10:30 to 13:30 , nearest
transit: Main St. just past bus hut west of Lafayette St. (WB), 34.80m away;
Fort Wayne’s Famous Coney Island, visit from 14:00 to 15:00 , nearest transit: W.
Main St. at Harrison St. (WB), 31.97m away; Historic Fort Wayne, visit from
15:30 to 18:30 , nearest transit: Spy Run Ave. at Baltes Ave. (NB), 92.88m away;
The Original Oley’s Pizza, visit from 19:00 to 20:15 , nearest transit: Liberty Mills
Apts., 6101 Cornwallis Dr., 2376.66m away; Sunny Victorian 1-Bedroom
apartment near Downtown, stay from 21:00 to 07:00 , nearest transit: Calhoun St.
at Taber St. (SB), 76.02m away." },
{ "days": 3,
"current_city": "from Fort Wayne to Las Vegas",
"transportation": "Flight Number: F2558843, from Fort Wayne to Las Vegas,
Departure Time: 13:16 , Arrival Time: 14:01",
"breakfast": "Cosmos House Of Pancakes, Fort Wayne",
"attraction": "Fort Wayne Children’s Zoo, Fort Wayne",
"lunch": "-"
"dinner": ”-",
"accommodation": "-",
"event": "-"
pomt_of_mterest_list": "Sunny Victorian 1-Bedroom apartment near Downtown,

stay from 07:00 to 08:30 , nearest transit: Calhoun St. at Taber St. (SB), 76.02m

away; Cosmos House Of Pancakes, visit from 09:00 to 09:50 , nearest transit:
Canterbury Marketplace, 18.19m away; Fort Wayne Children’s Zoo, visit from
10:30 to 12:30 , nearest transit: Franke Park, 101.97m away." }

Analysis:
In this case, the plan accurately follows predefined time constraints for Points of
Interest (Pols), ensuring structured scheduling.
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Inconsistent Itinerary with Adventure Seeker Profile

Query:

Plan a 3-day trip for 2 people from Miami to Baltimore from November 3rd

to November 5th, 2024, with a budget of $1,800. The itinerary should include visits
to zoos and aquariums, as well as fun and games attractions. Additionally,
incorporate arts and theatre, and film events. Accommodations should allow pets.

"persona": "Traveler Type: Adventure Seeker ; Purpose of Travel: Adventure;
Spending Preference: Luxury Traveler; Location Preference: Mountains",
"plan": [

{ "days": 1,

"attraction": "National Aquarium, Baltimore" ,

"lunch": "Miss Shirley’s Cafe, Inner Harbor",

"dinner": "Restaurante Tio Pepe",

"accommodation": "Charming Baltimore Home w/Parking - Dog Friendly!",

Analysis:
In this case, the plan fails to align with the Adventure Seeker persona type, which
expects more than 2 attractions per day.

Constraint-Compliant Itinerary Generation

Query:

Plan a 3-day trip for 2 people from Portland to Baltimore from November 5th to
November 7th, 2024, with a budget of $1,500. The trip should include visits to
Boat Tours & Water Sports and Sights & Landmarks. Note that children under 10
are allowed, and no self-driving transportation should be used.

"persona": "Traveler Type: Laidback Traveler; Purpose of Travel: Relaxation;
Spending Preference: Economical Traveler; Location Preference: Mountains",
"plan”: [

{ "days": 1,

"current_city": "from Portland to Baltimore",

"transportation": "Flight Number: F0060549, from Portland to Baltimore,

17059



Departure Time: 05:42, Arrival Time: 07:07",

"breakfast": "Miss Shirley’s Cafe, Inner Harbor, Baltimore",

"attraction": "Top of the World Observation Level, Baltimore",

"lunch": "Phillips Seafood, Baltimore",

"dinner": "The Capital Grille, Baltimore",

"accommodation": "Private Queen Suite (B) Fells and Hopkins Medical,
Baltimore",

"event": "-",

"point_of_interest_list": "Private Queen Suite (B) Fells and Hopkins Medical, stay
from 07:30 to 08:30, nearest transit: JOHNS HOPKINS STATION (METRO),
821.12m away; Miss Shirley’s Cafe, Inner Harbor, visit from 09:00 to 09:50,
nearest transit: SHOT TOWER METRO West Entrance, 285.29m away; Top of the
World Observation Level, visit from 10:30 to 13:30, nearest transit: SHOT TOWER
METRO West Entrance, 453.53m away; Phillips Seafood, visit from 14:00 to
15:00, nearest transit: SHOT TOWER METRO West Entrance, 344.26m away;
The Capital Grille, visit from 19:00 to 20:15, nearest transit: SHOT TOWER
METRO West Entrance, 293.21m away; Private Queen Suite (B) Fells and Hopkins
Medical, stay from 21:00 to 07:00, nearest transit: JOHNS HOPKINS STATION
(METRO), 821.12m away." },

{ "days": 2,

"current_city": "Baltimore",

"transportation": "-",

"breakfast": "Blue Moon Cafe, Baltimore",

"attraction": "Federal Hill Park, Baltimore",

"lunch": "La Tavola, Baltimore",

"dinner": "Restaurante Tio Pepe, Baltimore",

"accommodation": "Private Queen Suite (B) Fells and Hopkins Medical,
Baltimore",

"event": "-",

"point_of_interest_list": "Private Queen Suite (B) Fells and Hopkins Medical, stay
from 07:00 to 08:30, nearest transit: JOHNS HOPKINS STATION (METRO),
821.12m away; Blue Moon Cafe, visit from 09:00 to 09:50, nearest transit: SHOT
TOWER STATION (METRO) sb, 1161.67m away; Federal Hill Park, visit from
10:30 to 14:00, nearest transit: SHOT TOWER METRO West Entrance, 1089.59m
away; La Tavola, visit from 14:30 to 15:30, nearest transit: SHOT TOWER
STATION (METRO) sb, 472.69m away; Restaurante Tio Pepe, visit from 19:00 to
20:15, nearest transit: LEXINGTON MARKET METRO North Entrance, 554.30m
away; Private Queen Suite (B) Fells and Hopkins Medical, stay from 21:00 to
07:00, nearest transit: JOHNS HOPKINS STATION (METRO), 821.12m away." },
{ "days": 3,

"current_city": "from Baltimore to Portland",

"transportation": "Flight Number: FO0683635, from Baltimore to Portland,
Departure Time: 21:41, Arrival Time: 23:01",

"breakfast": "Miss Shirley’s Cafe, Inner Harbor, Baltimore",

"attraction": "Edgar Allan Poe’s Grave Site and Memorial, Baltimore",
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"lunch": "Dalesio’s of Little Italy Restaurant, Baltimore",
"dinner": "Thames Street Oyster House, Baltimore",

n,onon

"accommodation”: "-",

"event": "-",

"point_of_interest_list": "Private Queen Suite (B) Fells and Hopkins Medical, stay
from 07:00 to 08:30, nearest transit: JOHNS HOPKINS STATION (METRO),
821.12m away; Miss Shirley’s Cafe, Inner Harbor, visit from 09:00 to 09:50,
nearest transit: SHOT TOWER METRO West Entrance, 285.29m away; Edgar
Allan Poe’s Grave Site and Memorial, visit from 10:30 to 13:30, nearest transit:
LEXINGTON MARKET (METRO) sb, 246.16m away; Dalesio’s of Little Italy
Restaurant, visit from 14:00 to 15:00, nearest transit: SHOT TOWER STATION
(METRO) sb, 597.76m away; Thames Street Oyster House, visit from 19:00 to

20:15, nearest transit: SHOT TOWER STATION (METRO) sb, 1428.09m away." }

Analysis:
In this case, the plan successfully adheres to persona-based preferences and local
constraints, ensuring alignment with user-defined travel expectations.

Unrealistic Transit Proximity Issue

Query:

Plan a 3-day trip for 1 person from Tampa to Bloomington from November 5th to
November 7th, 2024, with a budget of $1,650.

{ "days": 1,
"current_city": "from Tampa to Bloomington",

"accommodation": "Arcade House - Hot Tub, Games, Grill, FirePit, FUN,
Bloomington",

"event": "-",
"point_of_interest_list": "Arcade House - Hot Tub, Games, Grill, FirePit, FUN,

stay from 07:00 to 08:30, nearest transit: Prow Rd @ Meadows Hospital,
251003.54m away ; Miller Park Zoo, visit from 09:00 to 12:30, nearest transit:
Belle & Park Square, 252594.59m away ; Baxter’s American Grill, visit from
13:00 to 14:00, nearest transit: Prow Rd @ Meadows Hospital, 247021.85m away;

Janko’s Little Zagreb, visit from 19:00 to 20:15, nearest transit: Kirkwood Ave @
B-Line Trail IB, 98.16m away; Arcade House - Hot Tub, Games, Grill, FirePit,
FUN, stay from 21:00 to 07:00, nearest transit: Prow Rd @ Meadows Hospital,

251003.54m away ." }

Analysis:
In this case, the plan selects Pols whose nearest transit stop is hundreds of
kilometers away from accommodations and attractions.
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D Impact of Distribution Shift

To assess the impact of distributional variation,
we partitioned the 3-day dataset into two approxi-
mately equal subsets, each annotated by a distinct
group of annotators (roughly half per subset). As a
result, the subsets reflect differing annotation dis-
tributions—effectively corresponding to different
underlying parameter settings. The results pre-
sented in Table 19 are consistent with the trends
discussed in Subsection 4.2. More generally, these
findings highlight that model parameters can be
adapted to accommodate the specific characteris-
tics of any given annotation set, as described in
Subsection 3.3.

Setting Subset Tmeal Tattrac Sspatial Spersona Sord
0.491 0.0126 0.901 0.50 0.754

w/o Parameter Info
II 0.590 0.0202 0.836 0.49 0.763
0.668 0.0119 0.903 0.51 0.772

w/ Parameter Info
II 0.806 0.0308 0.837 0.49 0.768

Table 19: Impact of Distribution Shift: Results on subsets of the 3-day category
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E Annotator Details

E.1 Guidelines for Annotators

The annotation process involves generating a travel
plan that is both feasible and, if possible, optimal.
The annotated plan must be based on reference in-
formation while considering constraints such as
local preferences (e.g., cuisine type, attraction cat-
egory) and traveler personas (e.g., laidback, eco-
nomical). Additionally, common sense should be
applied when selecting points of interest, and devi-
ations from suggested durations or costs must be
justified. A detailed breakdown of these annota-
tion guidelines, including priority handling, public
transit considerations, and documentation require-
ments, is provided in Table 20.

Age Distribution

25

22

Figure 4: Age Distribution of our graduate student an-
notators.

E.2 Annotator Demographics

The annotator demographics, as illustrated by the
figures, show a diverse range of experience levels
and backgrounds. The years of English education
vary significantly, with a distribution indicating that
most annotators have between 12 to 20 years of for-
mal English instruction (Figure 6). This suggests
a predominantly well-educated group with profi-
ciency in the language. Additionally, the age distri-
bution skews toward early-to-mid adulthood, with a
concentration around 22 to 25 years old (Figure 4),
implying that most annotators are young graduate
students. The gender distribution reflects participa-
tion from a diverse range of genders among the 25
graduate students. (Figure 5).

The combination of these factors suggests that
the dataset is annotated by individuals with sub-
stantial English proficiency and cognitive maturity,

Gender Distribution
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Figure 5: Gender Distribution of our graduate student
annotators.

Years of English Education Distribution
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Figure 6: Years of Formal English Education Statistics
of our graduate student annotators.

contributing to reliable and contextually aware an-
notations.
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Annotation Guideline

The goal of annotation is to generate a feasible travel plan that meets the query require-
ments. If multiple valid plans exist, selecting the most optimal plan is encouraged.

Every element in the annotated travel plan must be grounded in reference data relevant
to the given query. No fabricated or unverifiable information should be included.

Common sense should be maintained when selecting travel plans. Refer Table 11.

Any local constraints specified in the query must be respected. These may include
preferences for cuisine types (e.g., Indian, Mediterranean) or attraction categories
(e.g., Sights & Landmarks, Zoos & Aquariums).

The travel plan should align with the traveler’s persona. For instance, a laidback
traveler would prefer a schedule with 1-2 attractions per day, even if more options
exist. An economical traveler would favor budget-friendly choices over expensive
alternatives.

If there is a conflict between local constraints and traveler persona preferences, the
local constraints must be prioritized. If no valid plan can be formed while satisfying
local constraints, a justification must be provided in Remarks.

When selecting Points of Interest (Pols), priority should be given to those with a
public transit stop within Skm. If choosing between a Pol that meets local constraints
but lacks transit access and one that is transit-friendly but does not meet constraints,
the former should be preferred—unless a better alternative exists.

The values for visit duration at attractions and average cost at restaurants should be
treated as reference values rather than strict limits. Annotators are allowed to adjust
these values if necessary but must document any deviations in the Remarks section.

Annotators should use their best judgment to ensure that the generated plans are
practical and reasonable. Any significant decision-making considerations should be
explicitly noted in the Remarks section.

Table 20: Guidelines for Annotation of Travel Plans and Remarks
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