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Abstract

Large language models demonstrate remark-
able capabilities across various domains, espe-
cially mathematics and logic reasoning. How-
ever, current evaluations overlook physics-
based reasoning, a complex task requiring
physics theorems and constraints. We present
PhysReason, a 1,200-problem benchmark com-
prising knowledge-based (25%) and reasoning-
based (75%) problems, where the latter are di-
vided into three difficulty levels (easy, medium,
hard). Notably, problems require an average of
8.1 solution steps, with hard problems requir-
ing 15.6, reflecting the complexity of physics-
based reasoning. We propose the Physics So-
lution Auto Scoring Framework, incorporating
efficient answer-level and comprehensive step-
level evaluations. Top-performing models like
Deepseek-R1, Gemini-2.0-Flash-Thinking, and
03-mini-high achieve less than 60% on answer-
level evaluation, with performance dropping
from knowledge questions (75.11%) to hard
problems (31.95%). Through step-level evalua-
tion, we identify four key bottlenecks: Physics
Theorem Application, Physics Process Un-
derstanding, Calculation, and Physics Condi-
tion Analysis. These findings position Phys-
Reason as a novel and comprehensive bench-
mark for evaluating physics-based reasoning
capabilities in large language models. Our
code and data will be published at https:
//dxzxy12138.github.io/PhysReason/.

1 Introduction

Large Language Models (LLMs) have demon-
strated remarkable performance across various do-
mains, such as math (Lightman et al., 2024; Cobbe
et al., 2021) and logical reasoning (Hendrycks
et al.; Xu et al., 2025; Zhang et al., 2024). How-
ever, current evaluations often overlook physics-
based reasoning, limiting their applications in sce-
narios such as robotics (Chow et al., 2025) and
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autonomous driving (Huang et al., 2023). This is
because physics-based reasoning, integrating mul-
tiple theorems and physics constraints, is more
closely aligned with practical applications than
math and logical reasoning. Consequently, devel-
oping a comprehensive benchmark for evaluating

LLMs’ physics-based reasoning capabilities is cru-

cial for discovering current limitations and guiding

future improvements.

There are several pioneering physics bench-
marks (K-12 level like ScienceQA (Lu et al., 2022),
college-level SciBench (Wang et al.), and expert-
level GPQA (Rein et al., 2024)) encompassing pro-
gressively advanced knowledge domains. However,
they exhibit two critical limitations: oversimplified
reasoning processes and neglecting step-level eval-
uation. These problems typically involve only 3-4
physics formulas, focusing solely on final answers
to measure model performance. Therefore, a bench-
mark featuring in-depth reasoning processes and
step-level evaluation is urgently needed to measure
LLMs’ physics-based reasoning capabilities.

To address these limitations, we present Phys-
Reason, a comprehensive benchmark compris-
ing 1,200 problems designed to evaluate models’
physics-based reasoning capabilities. As illustrated
in Figure 1, PhysReason features physics problems
that require multi-step reasoning and precise appli-
cation of physics theorems. The benchmark intro-
duces several key characteristics:

1. Stratified difficulty: There are knowledge-
based (25%) and reasoning-based (75%) prob-
lems, with reasoning problems categorized into
easy, medium, and hard (25% each).

2. Complex reasoning: Solutions average 8.1
steps per problem, with hard problems reach-
ing 15.6 steps, exceeding current physics bench-
marks which typically only contain 3-4 steps.

3. Multi-modal design: 81% of problems include
diagrams, evaluating models’ capabilities in
comprehending visual and textual information.
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4 Diagram Context \( Step Analyze h
A ball $A$ of mass $m$ is suspended from point $0$ by an inextensible step_1:
light string. On a smooth table directly below point $O$, there is an (1) Theorem: Law of conservation of energy
identical stationary ball $B$, with a distance from $0$ equal to the length || (2) Target: Height of the ball A when released
of the string, $L$. $A$ is now pulled to a certain height and released. $A$ || (3) Formula: $mgH=\frac{1}{2} m v2$
collides head-on with $B$ at a speed $v$ in the horizontal direction and (4) Value: $H =\frac{v"2}{29}$
sticks together with $B$. The acceleration due to gravity is $g$. ) |step_2:
SubqUestiors N | (1) Physical theprem: Newto_n's §ec0nd law N
(1) What is the vertical height $H$ of point $A$ above the table when initially released? g; ;i:ﬁ;l;eglsfl?rr;lg ih;s\tfrrl:g{j\;] ,?;}b {6323 collision
(2) What is the magnitude of the tension force $F$ acting in the taut string just before collision? (4) Value: $|‘::mg +m \fracfv 2HLI$

\_(8) How much total mechanical energy $\Delta E$ is irreversibly lost during the inelastic collision? ) step_3: ’

( Solution h (1) Theorem: Law of conservation of momentum
Sub-question-1: step_1: According to the law of conservation of energy , we can get $mgH=\frac || (2) Target: Velocity of A and B after collision
{1H{23mv{2}$, solving directly for the height $H$ yields $H=\frac{v"{2}}{2g}$. (3) Formula: $m v=2 m v {\prime}$
Sub-question-2: step_2: From applying Newton's second law to analyze the centripetal force (4) Value: $v™{\prime}=\frac{v}{2}$
acting on ball A, $F-mg=m\frac{v"{2}}{L}$, we can readily obtain $F=mg+m\frac{v"2}{L}$. step_4:

\_Sub-question-3: step_3: During the collision process, applying the law of conservation of ...... _J\(2) Theorem: Mechanical energy loss ...... J

Answer Theorem Difficulty
(1) $H=\frac{v {2} }{20}$, (2) $F=mg+m\frac{v"{2}}{L}$, ...... Law of conservation of energy, Newton's second law, ...... Easy

Figure 1: An illustration of example from our PhysReason benchmark. Due to space constraints, only key
components are shown. Please refer to Appendix D for complete annotations.

To evaluate performance on PhysReason com-
prehensively, we propose the Physics Solution
Auto Scoring Framework (PSAS) based on current
LLMs’ capabilities in information extraction and
formula comparison. This framework encompasses
two answer-level and step-level evaluation meth-
ods, PSAS-A and PSAS-S. PSAS-A enables effi-
cient evaluation through answer comparison, while
PSAS-S facilitates comprehensive analysis through
step-by-step reasoning verification. Experimental
results demonstrate that PSAS significantly out-
performs direct LLM-based evaluation approaches,
achieving an evaluation accuracy exceeding 98%.

We evaluate seven non-O-like models and eight
O-like models on the PhysReason benchmark. Re-
sults show that while Deepseek-R1 (Guo et al.,
2025), Gemini-2.0-Flash-Thinking-0121 (Deep-
mind), and 03-mini-high (OpenAl, 2025) demon-
strate superior performance, their average scores
remain below 60%. Moreover, models excel in
basic physics concepts but consistently show per-
formance degradation as problem difficulty and
required solution steps increase (from 75.11% to
31.95%). This degradation stems from the models’
inability to maintain accuracy across consecutive
solution steps, so maintaining the reliability of the
reasoning process is crucial. Through step-level
evaluation, we identify four critical bottlenecks lim-
iting model performance: Physics Theorem Appli-
cation, Physics Process Understanding, Calculation
Process, and Physics Condition Analysis.

2 Related Work
2.1 Large Language Model Evaluation

LLMs have demonstrated remarkable performance
across various domains, including math reasoning

(Jiang et al., 2024; Li et al., 2024; Imani et al.,
2023), logical reasoning (Sun et al., 2024a; Xu
et al., 2024; Zhang et al., 2025), and text gen-
eration (Zhao et al., 2024; Liang et al., 2024).
However, these models exhibit notable limitations
when confronted with physics-based interactions,
significantly constraining their deployment in au-
tonomous driving and robotics applications (Gao
et al., 2024b). Unlike mathematical and logical
reasoning, physics-based reasoning requires the so-
phisticated integration of multiple principles along-
side real-world physical constraints (Kline, 1981).
Consequently, developing robust physics reasoning
capabilities represents a crucial prerequisite for ex-
panding LLMs’ potential in practical scenarios (Lai
et al., 2024). Current evaluation methodologies
predominantly focus on math or logical reasoning
domains, revealing a critical gap in systematically
assessing LLMs’ physics reasoning proficiency.

2.2 Physics Benchmarks

Existing physics benchmarks span three knowledge
complexity levels: K-12 (ScienceQA (Lu et al.,
2022), E-EVAL (Hou et al., 2024)), college-level
(MMLU (Hendrycks et al.), AGIEval (Zhong et al.,
2024), JEEBench (Arora et al.), TheoremQA (Chen
et al., 2023), EMMA (Hao et al., 2025), SciEval
(Sun et al., 2024b), C-Eval-STEM (Huang et al.,
2024), SciBench (Wang et al.)), and expert-level
(OlympiadBench(He et al., 2024), GPQA (Rein
et al., 2024)). While these benchmarks showcase
LLMs’ knowledge breadth, they simplify reason-
ing to 3-4 steps and emphasize only final answers.
PhysReason addresses these gaps through complex
reasoning process and step-level evaluation.
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Table 1: Comparative analysis of our PhysReason with other physics-based reasoning benchmarks. For Knowledge,
COMP: Competition, COL: College, CEE: College Entrance Examination, K1-K12: Elementary and High School,
PH.D: Doctor of Philosophy; For question type, OE: Open-ended, MC: Multiple-choice, Avg. T: Average Tokens;

For solution type, Avg. S: Average Steps.

Benchmark Multi-modal  Size  Knowledge Question Solution
Type  Avg. T Step-by-step Avg. T Avg. S

JEEBench X 123 CEE OEMC 169.7 - - -
MMLU-Pro X 1299 COL MC 52.1 - - -
GPQA X 227 PH.D. OE 111.4 X 197.2 3.6
SciEval X 1657 - OEMC 1545 - - -
SciBench 295 COL OE 80.5 X 3159 2.8
MMMU 443 COL OEMC 5338 - - -
ScienceQA 617 K1-K12 MC 13.3 X 63.0 2.4
OlympiadBench 2334 COMP OE 222.0 X 199.8 3.7
EMMA 156 - MC 109.5 - - -
Ours-Knowledge 300 CEE+COMP OE 163.7 196.5 33
Ours-Easy 300 CEE+COMP OE 171.2 241.5 5.0
Ours-Medium 300 CEE+COMP OE 229.2 391.3 8.4
Ours-Hard 300 CEE+COMP OE 340.9 936.1 15.6
Ours-Full 1200 CEE+COMP OE 226.3 441.3 8.1

3 Benchmark

3.1 Collection

We describe our comprehensive data collection
process that spans five key stages: Acquisition,
Standardization, Translation, Search Preven-
tion, and Difficulty Classification.

Acquisition: We collect public physics prob-
lems from global college entrance examinations,
their associated practice tests, and international
physics competitions. Our sources include Chinese,
Indian, and Russian exams, as well as IPhO, APhO,
EPhO, and so on. This comprehensive benchmark
derives from 1,254 PDFs containing over 20,000
unique problems, ensuring diverse difficulty levels.

Standardization: Using MinerU (Wang et al.,
2024a) framework, we parse the content of these
PDFs into structured problem information. Subse-
quently, all problems undergo rigorous deduplica-
tion, filtering, and formatting to ensure complete
problem statements, precise physics terms, accu-
rate expressions, and consistent presentation style.

Translation: We implement a two-phase trans-
lation process utilizing translators for initial conver-
sion. Engineering Ph.D. candidates with physics
expertise then verify the translations for accuracy
and professionalism, especially physics terms.

Search Prevention: Following (Rein et al.,
2024), we exclude problems whose solutions and
answers can be found through a five-minute Google
search to minimize potential data leakage.

Difficulty Classification: Based on the time

students typically need to solve problems and the
theorems applied, questions are categorized into
knowledge-based and reasoning-based types, with
the latter subdivided into three difficulty levels
(easy, medium, and hard). This classification en-
ables the comprehension evaluation of physics con-
cepts and physics-based reasoning capabilities.

3.2 Annotation

As shown in Figure 1, our annotation framework
consists of 8 key elements: Diagram, Context,
Sub-questions, Solution, Step Analysis, Answer,
Theorem, and Difficulty. Context presents the
physics scenario and conditions. Diagram visual-
izes the physics scenario with concise illustrations
complementing the Context. Sub-questions give
questions to assess the understanding and appli-
cation of the concept. Solution provides a step-
by-step reasoning process, and Answer gives the
answer to each sub-question. Step Analysis ex-
plains the physics theorem used in each step and
the physics quantities obtained. Theorem lists the
physics theorems applied in the question, and Dif-
ficulty indicates the difficulty classification.

3.3 Characteristics

PhysReason consists of 1,200 carefully curated
physics problems as shown in Table 1, with a strate-
gic composition of 25% knowledge-based and 75%
reasoning-based questions across various difficulty
levels, collectively covering 147 physics theorems.
The problems span Classic Mechanics, Quantum
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Figure 2: Analysis of solution theorems, solution steps, and solution tokens across different problem categories,
with comparisons from SciBench, GPQA, and OlympiadBench.

Mechanics, Fluid Mechanics, Thermodynamics,
Electromagnetics, Optics, and Relativity. As shown
in Figure 2, three critical solution metrics (theorem,
step, and token) correlate positively with problem
difficulty levels, validating the rationality of our
difficulty classification. Notably, the medium and
hard problems demonstrate higher complexity com-
pared to existing benchmarks. PhysReason distin-
guishes itself through three key characteristics:

1. Stratified difficulty: The benchmark maintains
a carefully balanced composition of knowledge-
based (25%) and reasoning-based (75%) prob-
lems. The reasoning-based problems are me-
thodically distributed across three difficulty lev-
els (easy, medium, and hard - 25% each), en-
abling comprehensive capability evaluation.

2. Complex reasoning: Detailed step-by-step so-
lution annotations accompany each problem.
These annotated solutions demonstrate complex
reasoning chains averaging 8.1 steps per prob-
lem, with hard problems requiring up to 15.6
steps, significantly surpassing the complexity of
existing physics-based reasoning benchmarks.

3. Multi-modal design: The benchmark features
a high proportion (81%) of problems with dia-
grams, authentically replicating physics-based
reasoning scenarios while effectively evaluating
both textual and visual reasoning capabilities.

4 Evaluation Framework

4.1 Why LLMs Can Evaluate?

Unlike multiple-choice problems, PhysReason con-
tains open-ended answers and steps with diverse
expressions but consistent semantics. Given that
LLMs have demonstrated exceptional capabilities
in both precise content extraction and formula con-
sistency evaluation (Contributors, 2023; Gao et al.,
2024a), they serve as practical tools for automated
physics solution evaluation. Therefore, we propose
automated answer-level and step-level evaluations,
achieving comprehensive evaluation and avoiding
labor-intensive manual assessment.

4.2 How Answer-Level Evaluation Works?

We develop Physics Solution Auto Scoring
Framework-Answer Level (PSAS-A), which eval-
uates based on sub-question answers. Given a
model’s reasoning process M for a problem with
sub-questions {q1, 2, - . ., ¢ }, We first extract the
model’s answers a; for each ¢; from M with an
LLM. Then, we employ the LLM to verify if a; is
semantically consistent with the standard answer
a; of sub-question g;. The comparison function
C(a;,a;) returns 1 if consistent and O otherwise.
Considering that the sub-questions with different
steps should not carry equal weights in scoring,
we use the length of annotation solution s; of sub-
question g, i.e., |(s;)| as a weighting scalar. The
model’s reasoning process M’s answer-level score
for each problem is calculated as follows:

> |(80)] x C(a, a;)

Score(M) = Zqi TeS]

€]

4.3 What is the Step?

Considering the correct execution of the reason-
ing process, each step should satisfy the following
three conditions: Completeness: Each step should
contain a complete unit of logical reasoning Inde-
pendence: Each step should be understandable and
evaluable as an independent logical unit Progres-
sion: Each step should provide substantial progress
in the problem-solving process, moving the solu-
tion forward Therefore, we define that each step in
the annotation must include a formula derived from
applying a physics-based theorem and its related
calculations. Through physics theorems and for-
mulas, we ensure that our defined steps maintain
completeness, independence, and progression in
physical reasoning, providing a solid foundation
for subsequent content.

4.4 How Step-Level Evaluation Works?

The current mainstream evaluation approach (He
et al., 2024) with LLMs relies on answers, failing to
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Algorithm 1 Physics Solution Auto Scoring Framework-Step Level (PSAS-S)

: Phase 1: Data Extraction

o =

Annotation step values V' = {v1,v2,...,vn}
3: for s; € Sdo
4: E; + LLM(ExtractTemplate(M, s;))
5: end for
6: Assert |[E| = |5]
7: Phase 2: Scoring
8: for (e;, si) € (E,S) do

> Extract and normalize solution steps from model output

. Input: Model output M, Annotation solution steps S = {s1, s2, ..., $n }, Annotation step formulas F' = {f1, f2,..., fn},

> Information needed for step-level evaluation

> E: extracted relevant steps

> Ensure one-to-one mapping between extracted and annotated steps

> Evaluate formula application and numerical calculations

9: fi « ExtractFormula(e;) > Formula content
10: 03 < ExtractValue(e;) > Calculation target
11: score; < 0.5 x ScoreFormula(ﬁ, fi) + 0.5 x ScoreValue(¥;, v;) > Get final score
12: end for

n X
13: final_score <+ iz scorei

14: Phase 3: First Error éltep Detection
15: first_error_step < oo

16: for i < 1to|S| do

17: if score; < 1 then

> Get the final score with the step-level evaluation
> Identify the earliest point of solution deviation
> Initialization

18: error_step < FindOriStep(M, e;) with the relationship between E and M > Find corresponding original step
19: first_error_step < min(first_error_step, error_step) > Get the minimum
20: end if

21: end for

22: Phase 4: Error Analysis

23: ErrorTypes 7 = {DAE, PTAE, PCAE, PPUE, VRE, CPE, BCAE}

24: if first_error_step < oo then
25: j < first_error_step

26: error_type < LLM(ClassificationTemplate(e;, s;, 7))
27: error_analysis < LLM(AnalysisTemplate(e;, s;))

28: end if

> Analyze the first error step
> Error categories

> Identify error type
> Generate error analysis

29: Output: final_score, first_error_step, error_type, error_analysis

reveal how and where models deviate from correct
reasoning paths. To address this, we propose the
Physics Solution Auto-Scoring Framework-Step
Level (PSAS-S), which enables detailed assess-
ment and analysis of each reasoning step. The
framework is divided into four phases: Data Ex-
traction, Scoring, First Error Step Detection,
Error Analysis, as detailed in Algorithm 1.

Data Extraction phase leverages LLMs using
Target components from Step Analysis annotations
(Figure 1) as prompts to locate and extract relevant
content from model outputs for each annotated so-
lution step s;. This phase effectively handles re-
dundant thinking processes in LLM’s reasoning
process while maintaining semantic equivalence. It
obtains the mapping relationship between extracted
relevant steps £ and annotated solution steps .S.

Scoring phase evaluates each step s; through
two complementary components of theorem assess-
ment ScoreFormula(f;, f;) and result verification
ScoreValue(0;,v;), each with a weight of 0.5. The
final score is calculated as shown in Algorithm 1.
This ensures a balanced assessment of theorem ap-
plication and computational accuracy.

First Error Step Detection phase identifies the
earliest step of deviation from the correct solu-

Context:
A car (mass $m=1.0 \times 103 kg$) moves at $v_1=36\text{km/h}$. When $s=
20\mathrm{m}$ from a crosswalk, it sees a line of children (length $I=6\mathrm
{m}$) crossing. The car brakes to stop with constant force. Reaction time is zero.

Question:
With a road width of $L=6\mathrm{m}$ and children walking at $v_{0}=0.5\ma
thrm{m/s}$, how long must the car wait for all children to cross completely?

Model Output:
Step 1: Using $072 = v_172 + 2as$, where $v_1 = 36\mathrm{km/h} = 10\mathrm
{m/s}$ and $s = 20\mathrm{m}$, we get $a = -2.5\mathrm{m/s"2}$.
Step 2: Then using $0 = v_1 + at$, we find the stopping time $t = 4\mathrm{s}$.
Step 3: With road width $L=6\mathrm{m}$ and walking speed $v_0=0.5\mathrm
{m/s}$, the crossing time can be calculated as $t_c = \\frac{L}{v_0}$.
Step 4: Therefore, $t_c=\frac{6\mathrm{m}}{0.5\mathrm{m/s}}=12\mathrm{s}$.

Evaluation:
Error Location: Error Analyze:
Step 1 & Step 2: No errors found. Step 3: Ignoring the length of children line
Step 3: Physical Condition Analysis Error | when calculating passing time, leading to
Step 4: Errors inherited from Step 3 Physical Condition Analysis Error.

Figure 3: Step-level evaluation example obtained from
PSAS-S framework.

tion path. When any step is found with a score
below 1, FindOriStep function locates the corre-
sponding original step in the model’s raw output
based on the mapping relationship between E and
S obtained from the Data Extraction phase, and
updates first_error_step to maintain the earliest
error position. This enables precise identification
of where the model’s reasoning first goes wrong.

Error Analysis phase analyzes the first er-
ror step detected in the solution, with two com-
ponents: error classification and error analysis.
For error classification, PSAS-S considers seven
types of common errors: Diagram Analysis Er-
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Table 2: Comparison between PSAS framework and
direct use of LLM evaluation, where Answer Acc. de-
notes the accuracy of answer-level evaluation and Step
Acc. indicates the precision in identifying the initial
error step in the reasoning process.

Model Answer Acc.  Step Acc.
Gemini-2.0-Flash 87.81 33.18
Deepseek-V3 89.78 34.45
Gemini-2.0-Flash-Thinking-0121 91.24 35.74
Deepseek-R1 93.31 37.54
Our (Gemini-2.0-Flash) 98.96 97.23
Our (Deepseek-V3) 99.35 98.04

ror (DAE), Physics Theorem Application Error
(PTAE), Physics Condition Analysis Error (PCAE),
Physics Process Understanding Error (PPUE), Vari-
able Relationship Error (VRE), Calculation Process
Error (CPE), and Boundary Condition Analysis Er-
ror (BCAE). Detailed error-type descriptions are
available in the Appendix C. LLMs use structured
prompts to identify the error type for the first error
step. Then, a comprehensive error analysis is gen-
erated to explain the reasoning behind the mistake.
A simplified example is shown in Figure 3.

4.5 Whether Evaluation Trustworthy?

To validate the reliability of both our PSAS-A and
PSAS-S, we compare our PSAS against conven-
tional direct LLM evaluation approaches at both
answer-level and step-level, using the Chain-of-

Thought reasoning strategy. We implement exper-

iments using Deepseek-V3 and Gemini-2.0-Flash

as scoring models in the following experiments:

1. For answer-level evaluation, we employ scoring
models to assess answer correctness by combin-
ing both model-generated outputs and annota-
tion answers. We then compare these results
with the judgments obtained from PSAS-A.

2. For step-level evaluation, inspired by previous
work (Zheng et al., 2024), we design the task
of identifying the first error step in reasoning
processes containing errors, where higher accu-
racy indicates a more precise evaluation of the
reasoning process. Then, we submit both model-
generated and annotated reasoning processes to
scoring models to determine the location of the
first error step, comparing with PSAS-S.

Then, we collect 8,400 reasoning processes gen-
erated from multiple advanced models, includ-
ing Deepseek-R1, Gemini-2.0-Flash, Gemini-2.0-
Flash-Thinking-0121, GLM-Zero, o1-mini, QwQ-
32B, and QvQ-72B. Subsequently, we randomly
sample 1,000 reasoning processes and meticulously
manually annotate them to determine the correct-
ness of each answer and identify the location of

the first error step. The results presented in Table 2
demonstrate that our frameworks achieve superior
performance compared to direct LLM evaluation,
highlighting the accuracy and reliability of PSAS
evaluation results on PhysReason.

S Experiments

5.1 Setting

Baselines: We evaluate current mainstream open-
source and closed-source LLMs, VLMs, and sev-
eral o-like models. For models that cannot accept
visual inputs, we use Gemini-2.0-Flash to gener-
ate captions for each image as supplementary in-
formation. We assess 15 advanced LLMs/VLMs
under the zero-shot Chain-of-Thought (CoT) set-
ting (encouraging models to think step by step),
including 7 non-O-like models (Qwen2-VL-72B
(Wang et al., 2024b), GPT-40 (OpenAl), Claude-
3.5-Sonnet (Anthropic), InternVL2.5-78B (Chen
et al., 2024), Deepseek-v3 (DeepSeek-Al, 2024)),
Gemini-2.0-Flash (Deepmind, 2024), Gemini-2.0-
Pro (Deepmind, 2025) and 8 O-like models (QwQ-
32B (Team, 2024b), QvQ-72B (Team, 2024a),
ol-mini (OpenAl, 2024b), ol (OpenAl, 2024a),
03-mini-high (OpenAl, 2025), Gemini-2.0-Flash-
Thinking (Deepmind), Deepseek-R1 (Guo et al.,
2025), GLM-Zero (ZhipuAl, 2024)). Note that
Gemini-2.0-Flash-Thinking has two versions: 1206
and 0121. Due to API limitations, we do not ex-
periment with ol on the entire dataset. All other
models are evaluated on the complete benchmark.

Evaluation Workflow: We encourage models
to generate reasoning processes step by step for all
problems in PhysReason, with open-source mod-
els running on NVIDIA A800 GPUs. Please re-
fer to Appendix-E for the detail prompt template.
Then, we evaluate the models’ performance with
the PSAS framework at both the answer and step
levels, as described in Sections 4.2 and 4.4. Based
on the experimental results in Section 4.5, consid-
ering both efficiency and performance, we select
Deepseek-V3 as the final scoring model.

PhysReason-mini: Considering that the com-
plete PhysReason requires relative high evaluation
costs, we create a balanced PhysReason subset -
PhysReason-mini. We randomly sample 200 ques-
tions from the whole benchmark (50 for each diffi-
culty level), striving to achieve equal representation
across categories wherever possible.
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Table 3: Model performance comparisons on the PhysReason benchmark using answer-level (left of /) and step-level
(right of /) evaluations across different input combinations of Questions (Q), Images (I), and Image Captions (IC).
Gemini-2.0-Tt and * represent Gemini-2.0-Flash-Thinking-1206 and 0121.

Model Input Knowledge Easy Medium Hard Avg.
Non-O-like Models
Qwen2VL-72B Q, I  41.92/62.47 24.04/45.26 15.97/36.13 4.83/24.23  16.96/42.88
InternVL2.5-78B Q,I 28.34/64.71 24.16/50.69 17.72/38.56  9.71/25.95 19.98/45.89
GPT-40 Q,I 50.71/65.82 33.87/51.98 22.73/42.36 11.03/24.71 29.58/47.23
Deepseek-V3-671B  Q,IC 55.86/66.14 40.06/52.77 26.63/44.02 13.73/26.87 34.07/48.42
Claude-3.5-Sonnet Q,I 54.14/66.45 41.35/55.85 28.14/44.86 15.11/28.51 34.69/49.88
Gemini-2.0-Flash Q,I 65.08/75.04 54.84/68.60 39.79/55.67 21.99/38.39 45.20/60.40
Gemini-2.0-Pro Q,I 67.99/79.01 55.43/71.47 44.29/57.74 23.81/42.66 47.88/62.74
O-like Models

ol-mini Q,IC 53.90/65.74 35.21/52.26 22.24/40.19 10.61/26.80 30.49/47.18
QvQ-72B Q,I 62.44/70.92 53.74/64.65 28.18/54.88 14.30/36.47 32.67/57.66
Gemini-2.0-Tf Q,I 6535/77.20 51.89/67.49 44.43/58.95 27.14/45.48 47.20/63.07
QwQ-32B Q,IC 62.03/76.28 54.92/71.08 43.64/62.14 22.99/42.19 45.89/63.87
GLM-Zero Q,IC 64.95/80.36 54.11/71.54 41.32/63.67 23.04/47.46 46.52/65.76
03-mini-high Q,IC 70.67/83.61 67.20/81.95 45.31/64.57 30.12/47.23 53.32/69.34
Gemini-2.0-T* Q,I 73.44/84.15 63.17/75.94 50.41/66.60 31.90/48.47 54.73/69.73
Deepseek-R1 Q,IC 75.11/8591 65.08/79.81 54.84/72.02 31.95/51.50 56.75/73.26

Table 4: Comparison on PhysReason-mini with PSAS-
A, where Gemini-2.0-TT and * represent Gemini-2.0-
Flash-Thinking-1206 and 0121. And K., E., M. and H.
represent knowledge, easy, medium and hard.

Model K. E. M. H. Avg.
ol-mini 5480 3033 1541 792 27.11
QvQ-72B 51.17 37.10 29.83 22.13 35.06
QwQ-32B 64.40 50.07 38.88 27.45 45.20
Gemini-2.0-Tt  71.47 49.97 36.83 2297 4542
GLM-Zero 72.70  50.17 4342 2470 47.75
ol 7247 5337 4931 2532 50.12
o3-mini-high ~ 71.10 63.20 47.02 31.93 53.31
Gemini-2.0-T* 7633 56.87 51.85 32.61 5442
Deepseek-R1 ~ 85.17 60.77 47.24 33.23 56.60

5.2 Main Results

As demonstrated in Tables 3 and 4, the experimen-
tal results on the PhysReason and PhysReason-mini
reveal several significant findings.

Model Categories: O-like models exceed non-
O-like ones, with multiple O-like models surpass-
ing 50% answer-level accuracy compared to non-
O-like models’ peak of 47.88%.

Difficulty Level Analysis: As the difficulty in-
creases, the required solution steps also increase,
while model performance severely declines, indi-
cating that models still perform inadequately on
physics problems requiring deep reasoning.

Step-level vs. Answer-level Evaluation: The
two evaluation frameworks assess performance
from different perspectives. Step-level scores con-
sistently surpass answer-level scores, indicating

that models can achieve some correct steps despite
failing to reach the correct final answer. Moreover,
the step-level score differences between models be-
come more pronounced than those at the answer
level as problem difficulty increases. This demon-
strates that step-level evaluation proves more dis-
criminative in distinguishing model capabilities,
particularly in highly challenging problems. The
distributions of these two evaluation methodologies
exhibit non-perfect synchronization, indicating that
step-level evaluation provides comprehensive in-
sights to answer-level assessment.

Medium and Hard Problem Analysis: Per-
formance on medium and hard reasoning prob-
lems can emerge as key differentiators of model
physics-based reasoning ability. Among these mod-
els, those achieving scores of 40/60 and 30/50 on
answer-level and step-level evaluations respectively
serve as critical reference points.

Knowledge-Reasoning Correlation Analysis:
Results show a positive correlation between
physics knowledge and reasoning capabilities,
with Deepseek-R1 and Gemini-2.0-Flash-Thinking-
0121 excelling in both aspects. Moreover, among
models with similar scores on knowledge problems,
O-like models tend to achieve higher scores on
reasoning problems (as demonstrated by Gemini-
2.0-Flash and Gemini-2.0-TT). This suggests that
reinforcement learning and training with thought
chains help improve models’ reasoning capabili-
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Table 5: Test-Time Compute Scaling Performance Com-
parisons on PhysReason-mini with PSAS-A, where
Flash and Think denote Gemini-2.0-Flash and Gemini-
2.0-Flash-Thinking-0121, and Tour. means Tournament.

Base Method Reward N=1 N=2 N=4 N=8
pon  Flash 4652 4667 47.12 4781
° Think  46.52 4737 4887 50.94
Flash
N Flash 4652 4587 4736 4958
U Think 4652 4751 5211 53.06
Thix BN Think 5442 5227 5478 55.13
" Tour.  Think 5442 5560 5626 56.57

Table 6: Performance Comparison with PSAS-A after
Directly Concatenation (D. Acc) and Guided Error Lo-
calization (G. Acc) on PhysReason-mini, where Acc.
means the original performance of the model, Gemini-
2.0-T* represents Gemini-2.0-Flash-Thinking-0121.

Model Acc. D.Acc. G. Acc.
Deepseek-V3 34.07 29.31 40.78
Gemini-2.0-Flash 46.52  42.76 51.55
Gemini-2.0-T* 5442  50.66 56.82
Deepseek-R1 56.60 52.26 58.33

ties. In conclusion, effective reasoning relies on
knowledge capacity and model architecture.

5.3 Results with Test-Time Compute Scaling

We evaluate Best-of-N (BoN) and Tournament-
Style selection (Snell et al., 2025; Yang et al., 2024)
test-time compute scaling methods on PhysReason-
mini. Using Gemini-2.0-Flash and Gemini-2.0-
Flash-Thinking-0121 as base models, we test dif-
ferent reward model configurations: when Flash
serves as base model, both itself and Thinking-0121
are evaluated as reward models, while Thinking-
0121 uses self-reward due to its superior reasoning.
Both methods (Cobbe et al., 2021; Lightman et al.,
2024; Son et al., 2024) select optimal responses
from multiple Chain-of-Thought candidates (N = 1,
2,4, 8), as shown in Table 5. These scaling meth-
ods demonstrate the potential to enhance model
performance through strategic response selection
and process reward modeling.

5.4 Performance Improving with PSAS-S

Given PSAS-S’s capability to locate and analyze
the first error step as presented in Section 4.4, we
conduct experiments on PhysReason-mini to ex-
plore whether models can correct errors after being
informed. The experiments are divided into Direct
concatenation and Guided error localization. The
former (D. Acc.) combines questions with the pre-

nalysis Error Boundary Condition Analysis Error M Diagram Analysis Error

'm Ap tion Error MMM Calculation Process Error W Variable Relationship Error

Figure 4: Error statistics with PSAS-S framwork in
PhysReason-mini, where Gemini-T-1206 and Gemini-
T-0121 denote Gemini-2.0-Flash-Thinking-1206 and
Gemini-2.0-Flash-Thinking-0121.

Gemini-T-1206 ~ GLM-Zero QwQ-32B

vious reasoning process for a second attempt. For
the latter (G. Acc.), PSAS-S is used to locate and
analyze the first error in the reasoning process, then
combines the question, previous reasoning, and the
location and analysis of the first error for a sec-
ond attempt. As shown in Table 6, results show
that direct concatenation decreased performance
by 3-5%, while guided error localization improved
performance by 3-6%. This suggests that guiding
LLMs to identify reasoning errors is crucial for en-
hancing their reasoning capabilities and also proves
the effectiveness of our PSAS framework.

5.5 Error Kind Distribution Analysis

Discovering errors in reasoning processes is not
equivalent to fully understanding them; it’s also
crucial to understand the causes of errors. We
analyze the error distributions of different mod-
els on PhysiReason-mini as shown in Figure 4.
Four prevalent error types consistently challenge
all models: Physics Theorem Application, Physics
Process Understanding, Calculation Process, and
Physics Condition Analysis. This reveals models’
limited intuitive physics understanding, highlight-
ing the need for stronger physics-based reasoning
capabilities. Notably, ol and 03-mini-high show
elevated Physics Process Understanding Errors but
reduced Calculation Process Errors. This maybe
suggest a trade-off between conceptual comprehen-
sion and computational precision.

5.6 Hard Problem Analysis

Our analysis of 50 hard reasoning problems from
PhysReason-mini across 7 models reveals two key
insights (Figure 5). Despite variations in overall
performance, each model exhibits unique strengths
in specific problem domains, demonstrating the di-
verse nature of their reasoning capabilities. The
models’ achievement of some scores (below 1) is
notable, indicating their ability to initiate correct
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Figure 5: Performance with PSAS-S framework in the
hard problems from PhysReason-mini.

solution paths but failing to maintain this accu-
racy throughout the reasoning process. These pat-
terns suggest that while current models grasp basic
physics concepts, they struggle to sustain accurate
reasoning across extended solution steps.

6 Conclusion

We introduce PhysReason, a novel physics-based
reasoning benchmark with stratified difficulty and
Physics Solution Auto-Scoring Framework with
answer and step level evaluation. Experimental re-
sults show a consistent decline in performance as
reasoning depth increases. This benchmark estab-
lishes new standards for evaluating and improving
Al models’ physics-based reasoning abilities.
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Limitation

Despite the comprehensive nature of our bench-
mark, two key limitations warrant discussion, con-
cerning both benchmark construction and evalu-
ation methodology. First, they focus primarily
on testing models’ ability to apply and reason
with physics theorems under idealized conditions,
rather than fully reflecting real-world physics sce-
narios. However, it is worth noting that applying
physics theorems under idealized conditions serves
as the foundation for real-world physics scenarios,
as the latter is more complex. However, current
LLMs’ performance even on idealized conditions
remains unsatisfactory. Therefore, PhysReason re-
mains valuable in evaluating models’ ability to ap-
ply physics theorems for physics-based reasoning.
Moreover, through data synthesis, many problems
in PhysReason can be adapted to create real-world
physics reasoning scenarios, which will be a direc-
tion for our future research. Second, our evaluation
framework, though achieving over 98% accuracy
using LL.Ms as assessment tools, is not without
limitations. The PSAS-S framework, while demon-
strating satisfactory performance, increases com-
putational time for evaluation. In future work, we
will explore ways to optimize evaluation time while
maintaining assessment accuracy.

Ethical Statement

In developing PhysReason, we carefully consid-
ered and addressed potential implications and risks.
Our benchmark, sourced exclusively from public
official materials (IPhO, Gaokao, JEE, and autho-
rized mock exams), undergoes rigorous data cleans-
ing, deduplication, and standardization to ensure
reliability while minimizing bias and data leakage.
Committed to environmental sustainability, we pub-
licly release complete datasets and accompanying
scripts under appropriate licenses (MIT and CC
BY-NC-SA) to cut down on unnecessary carbon
footprint, while optimizing processing pipelines to
reduce computational overhead. In all experiments,
we strictly comply with all licenses for models and
data. Our benchmark is an important resource that
drives AGI’s strength in scientific reasoning, main-
taining high standards for data quality and ethical
considerations.
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bilities across mathematics and physics sub-
disciplines. Participants in these competitions
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ent in physics logical reasoning. The prob-
lems often combine theoretical understanding
with practical applications, requiring students
to demonstrate both analytical and creative
problem-solving skills. The international na-
ture of these competitions ensures a diverse
range of problem-solving approaches and cul-
tural perspectives.

* Chinese National College Entrance Exami-
nation (Gaokao) Physics Questions
The Gaokao physics questions represent a rig-
orous standardized assessment system that
has been refined over decades. These ques-
tions are designed to test both fundamental
understanding and advanced application of
physics concepts at the high school level. The
problems are carefully calibrated to discrimi-
nate between different levels of student ability
while maintaining high reliability and valid-
ity. They often incorporate real-world scenar-
ios and practical applications, making them
particularly valuable for assessing applied
physics knowledge.
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Levels
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range of mock examination questions from
multiple administrative levels in China. This
includes provincial-level mock exams, city-
level assessment materials, and joint exami-
nation papers created through collaboration
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among multiple high schools. These diverse
sources provide a rich spectrum of problem-
solving scenarios and difficulty levels. The
multi-tiered nature of these mock examina-
tions reflects different regional interpretations
of educational standards while maintaining
alignment with national requirements. The
variety in question sources ensures exposure
to different testing styles and pedagogical
approaches, making this dataset particularly
valuable for understanding the breadth of
physics education assessment in China.

¢ Indian Joint Entrance Examination (Ad-
vanced)
This examination represents one of India’s
most prestigious and challenging engineer-
ing entrance tests. The exam structure, con-
sisting of two papers with 50-60 questions
each, provides a comprehensive assessment
of physics knowledge alongside mathemat-
ics and chemistry. The questions are known
for their analytical depth and often require
multi-step problem-solving approaches. The
exam’s high stakes nature and competitive en-
vironment ensure that the problems are both
challenging and discriminating, making them
valuable additions to our dataset.

* Others

We also obtained some physics questions from
non-Chinese and English sources on hugging-
face, such as Russian (Timur et al., 2024).
This dataset consists of a diverse collection of
physics problems, categorized into different
domains, including 1000 problems on Kine-
matics, 600 problems on Electricity and Cir-
cuits, and 500 problems on Thermodynamics.
All data has been extracted from open sources,
ensuring a wide variety of problem types and
difficulty levels.

The PhysReason benchmark is derived from pub-
licly available physics education materials includ-
ing: International Physics Olympiad problems
(2008-2021), Chinese National College Entrance
Examination physics questions (2010-2024), In-
dian Joint Entrance Examination Advanced physics
problems (2010-2024), Chinese provincial and mu-
nicipal mock examination questions (2015-2024).
We have collected more than 20,000 physics prob-
lems. All problems were collected in accordance
with fair use principles for educational and research

purposes. The complete benchmark and associated
code will be released under the MIT License for
research use.

The dataset contains no personally identifiable
information. All problems are from standardized
tests and competition materials with no individual
student data. This documentation ensures repro-
ducibility and proper usage of the benchmark while
protecting privacy and intellectual property rights.

B Benchmark

B.1 Collection

B.1.1 Data Acquisition

We systematically collected, curated, and processed
physics problems from diverse sources to ensure
comprehensive coverage of physics concepts and
problem-solving scenarios. Our dataset comprises
1,254 PDF documents totaling 27,874 pages, yield-
ing over 20,000 unique problems. This extensive
collection provides a rich foundation for develop-
ing a comprehensive physics problem benchmark.

B.1.2 Data Standardization

We implemented a systematic data processing
pipeline utilizing MinerU (Wang et al., 2024a) for
PDF parsing. The standardization process encom-
passes several critical phases: initial format conver-
sion, rigorous deduplication, and comprehensive
formatting standardization. Each question under-
went a rigorous quality assessment process with
specific evaluation criteria:

1. Complete problem statements with well-
defined variables and conditions

2. Clear and unambiguous wording
3. Accurate expressions and units

4. Consistent formatting of equations and sym-
bols

B.1.3 Translation

To standardize the multilingual dataset comprising
Chinese, English, Hindi, and Russian content, we
implement a two-phase process:

Phase I: Translation
* Initial translation by translators

* Strict adherence to standardized physics ter-
minology

* Consistent mathematical notation and expres-
sions
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Figure 6: Illustration of the data collection pipeline.

Phase II: Verification
* Validation by Engineering Ph.D. candidates
* Verification of physics terminology accuracy
* Confirmation of semantic equivalence

* Review of mathematical expression consis-
tency

B.1.4 Search Prevention

Following (Rein et al., 2024), we exclude prob-
lems whose answers could be found through a five-
minute Google search to minimize data leakage.
This step ensures that model evaluation reflects gen-
uine physics problem-solving capabilities rather
than information retrieval abilities.

B.1.5 Difficulty Classification:

Questions were systematically categorized using a
multi-dimensional classification framework:

Primary Classification

* Knowledge-based questions:

— Focus on fundamental physics concepts

— Clear-cut application of specific theo-
rems

— Direct calculation or concept identifica-
tion
* Reasoning-based questions:

— Multiple-theorem integration
— Multi-step problem-solving approaches
— Complex analytical thinking

Difficulty Levels in Reasoning-based Questions
* Easy:

— Total steps < 5
— Completion time: 0-5 minutes

¢ Medium:

— Total steps < 10

— Completion time: 5-15 minutes
* Hard:

— Total steps > 10
— Completion time: 15+ minutes

B.2 Annotation

Key Elements As shown in Figure 1, our annota-
tion framework consists of 7 key elements:

¢ Context:

— Detailed physics scenario description:
Describe the physics setup thoroughly,
including objects, environment, and in-
teractions. For example, specify angles,
materials, initial conditions, and forces.

— Clear specification of conditions and con-
straints: Explicitly list all given condi-
tions: initial conditions (e.g., initial ve-
locity, position), boundary conditions,
and constraints (e.g., inextensible string,
frictionless surface).

— Standardized notation for physics quan-
tities: Use consistent and standard sym-
bols for physics quantities (e.g., v for
velocity, a for acceleration, m for mass)
throughout the annotation.

* Sub-question:

— Hierarchical structure of related ques-
tions: Break down a complex problem
into smaller, logically connected sub-
questions. These should build upon each
other.

— Clear progression of complexity: Sub-
questions should increase in difficulty,
guiding the learner from basic concepts
to more advanced analysis.

e Solution:

— Detailed step-by-step reasoning process:
Provide a comprehensive, step-by-step
solution. Do not skip any crucial reason-
ing steps.
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— Each step contains at least one formula: C  Error Type Details
Each step in the solution should include
at least one relevant physics formula (the-
orem, law, or derived equation).

The following is a summary of the error types, cat-
egorized and with expanded explanations:

— If the formula can be solved to a value, it
should also have a value: If a step’s for-
mula yields a numerical result, provide * Description: Errors related to the com-
that result. prehension, plotting, analysis, or ex-

traction of data from graphical repre-

sentations. This encompasses any mis-
take made when working with diagrams,
charts, or graphs.

1. Diagram Analysis Errors:

 Step Analysis:

— Explicit theorem application rationale:
Clearly state which theorem, law, or prin-
ciple is applied in each step and why it’s * Examples:

applicable. Example: Newton’s Second
Law.

Physics quantity derivation explanation:
Explain how unknown physics quantities
are derived from known ones. Example:
"W = AE"

e Answer:

— Numerical results with appropriate units:
Provide the correct numerical value and
units for numerical answers (e.g., "v =
5m/s").

Formulaic results with appropriate sym-
bols: For formulaic answers, use pre-
viously defined standard symbols and
ensure the formula’s correctness (e.g.,
"v = +/2gh").

— Misreading the labels or units on the
axes of a graph.

— Misinterpreting the trend of a curve
(e.g., confusing a linear relationship
with an exponential one).

— Failing to identify key data points or
features on the graph (e.g., maxima,
minima, intercepts).

— Incorrectly extrapolating or interpo-
lating data from the graph.

— Drawing an inaccurate graph based
on given data.

2. Physics Theorem Application Errors:

* Description: Errors arising from the in-

correct application of physics theorems
or principles, or using them in situations
where they are not valid. This includes

* Difficulty: both misremembering the law itself and

— Reasoning difficulty metrics: Use qual- misapplying a correctly remembered law.
itative descriptions (e.g., "knowledge" * Examples:

ueasy’n "Hledium," nhardn)

¢ Theorem:

— Comprehensive list of applicable theo-

rems, laws, and formulas: Provide a com-
plete list of all the specific physics theo-
rems, laws, and equations that are rele-
vant to solving the problem. Examples
include: ‘Newton’s Second Law’, “Work-
Energy Theorem’, ‘Conservation of Mo-
mentum’, ‘Kinematic Equations’, etc.
Core Concepts: Identify the fundamental
physics principles and ideas that under-
pin the solution, even if they aren’t ex-
pressed as a single equation. Examples
include: ‘Wave-Particle Duality’.

— Applying Newton’s Laws of Mo-
tion to a non-inertial reference frame
without accounting for fictitious
forces.

— Using the conservation of energy
principle in a system where non-
conservative forces (like friction) are
doing significant work.

— Applying a formula outside of its
valid range of applicability (e.g.,
using a small-angle approximation
when the angle is large).

— Misunderstanding the conditions un-
der which a particular law is valid.

3. Physics Condition Analysis Errors:
16607



* Description: Errors related to the incor-
rect assessment of the physics system’s
boundaries, the forces acting on it, or its
constituent components. This involves a
misunderstanding of ‘what’ is happening
in the system.

* Examples:

— Neglecting the force of friction in a
situation where it is significant.

— Incorrectly identifying the system
boundary, leading to errors in apply-
ing conservation laws.

— Misjudging whether a system is iso-
lated (no external forces) or not.

— Failing to consider all relevant forces
acting on an object.

— Misidentifying the components of a
system that are interacting.

4. Physics Process Understanding Errors:

* Description: Errors stemming from a
misunderstanding of how a physics phe-
nomenon develops, how states change, or
the causal relationships between events.
This involves a misunderstanding of
‘how’ things are happening.

* Examples:

— Incorrectly analyzing the motion of a
projectile, such as misunderstanding
the independence of horizontal and
vertical motion.

— Misunderstanding the mechanisms of
energy transformation (e.g., confus-
ing heat and temperature).

— Incorrectly predicting the direction
of motion based on the forces in-
volved.

— Having misconceptions about the na-
ture of a physics process (e.g., believ-
ing that a continuous force is needed
to maintain constant velocity).

5. Variable Relationship Errors:

* Description: Errors caused by misunder-
standing the dependencies or functional
relationships between different physics
quantities. This involves incorrectly re-
lating variables.

* Examples:
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— Incorrectly assuming that accelera-
tion is directly proportional to veloc-
ity.

— Misunderstanding the relationship
between force, mass, and accelera-
tion (Newton’s Second Law).

— Confusing the relationship between
potential and kinetic energy.

— Failing to recognize an inverse rela-
tionship between two variables.

6. Calculation Process Errors:

* Description: Errors occurring during the

mathematical manipulation of equations,
the derivation of formulas, or the sub-
stitution of numerical values. These are
purely mathematical mistakes.

* Examples:

— Making algebraic errors when rear-
ranging equations.

— Incorrectly performing unit conver-
sions (e.g., mixing up meters and cen-
timeters).

— Making arithmetic errors (e.g., sim-
ple addition or multiplication mis-
takes).

— Incorrectly substituting values into a
formula.

— Errors in using a calculator.

7. Boundary Condition Analysis Errors:

* Description: Errors resulting from ne-

glecting or mishandling special cases,
limiting conditions, or the applicable
ranges of variables or equations. This
involves not considering the "edges" of
the problem.

* Examples:

— Failing to consider the behavior of
a system at extremely high or low
temperatures.

— Neglecting the effects of air resis-
tance when analyzing projectile mo-
tion at high speeds.

— Not considering the limitations of a
particular model or approximation.

— Applying a formula outside its range
of validity.

— Ignoring initial conditions or other
constraints.



D Example

We have provided a representative example for each
of the four question difficulty levels—knowledge
(Figure 7), easy (Figure 8), medium (Figure 9), and
hard (Figure 10) to serve as a guide.

The knowledge-level problem demonstrates the
fundamental application of electromagnetic princi-
ples, requiring direct use of basic physics theorems
without complex problem-solving steps. This type
of question focuses on testing models’ understand-
ing of core concepts and their ability to apply basic
formulas.

The easy-level problem involves a straightfor-
ward mechanical system with clear physics condi-
tions. It requires models to apply basic conserva-
tion laws and Newton’s laws in a sequential manner,
with each step building logically on the previous
one. The solution path is direct and requires mini-
mal manipulation.

The medium-level problem introduces multiple
state changes and requires models to analyze a sys-
tem under different configurations. It combines
several physics principles and demands a more
sophisticated understanding of how different vari-
ables interact. The solution requires models to track
system changes systematically while maintaining
consistency in their physics-based reasoning.

The hard-level problem presents a complex me-
chanical system with multiple connected compo-
nents and sequential events. It requires models
to analyze a series of interactions, apply multi-
ple physics principles simultaneously, and consider
various constraints throughout the problem-solving
process. The solution demands both careful physics
insight and mathematical rigor, testing models’
ability to synthesize different concepts and handle
multi-step calculations.

These examples demonstrate the progressive
complexity in physics problem-solving across dif-
ferent difficulty levels. From knowledge-level ques-
tions testing basic concept application, to hard prob-
lems requiring integration of multiple physics prin-
ciples and sophisticated analysis, each level builds
upon the previous one. This hierarchical struc-
ture effectively assesses models’ comprehension
and problem-solving abilities, ranging from funda-
mental understanding to advanced physics-based
reasoning and mathematical manipulation. The
gradual increase in complexity helps evaluate mod-
els’ mastery of both individual concepts and their
ability to synthesize multiple physics principles in

complex scenarios.

E Evaluation Prompt

To systematically evaluate models’ mathemati-
cal reasoning capabilities, we designed a struc-
tured prompt template that follows the zero-shot
Chain-of-Thought (CoT) paradigm. This template
adopts a hierarchical structure comprising image
information, problem context, and sequential sub-
questions, requiring models to provide standard-
ized step-by-step solutions. The prompt structure
consists of the following key components:

E.1 Input Components

* Image Caption: For models without di-
rect image processing capabilities, we utilize
Gemini-2.0-flash to generate image descrip-
tions as supplementary information

* Context: Provides the overall background
and fundamental information of the problem

* Sub-questions: Decomposes complex prob-
lems into progressive sub-questions

E.2 Output Specifications

The template requests a structured output format
with the following requirements:

* Step-by-step reasoning for each sub-question

* Continuous step numbering across sub-
questions

* One formula and its solution process per step

¢ Mathematical formulas enclosed in LaTeX no-
tation ($)

This design adheres to the zero-shot Chain-of-
Thought paradigm, facilitating systematic think-
ing through explicit step division and standardized
output format, which benefits both model reason-
ing and subsequent performance evaluation. The
template’s flexibility allows it to accommodate
pjhysical problems of varying complexity, with
adjustable numbers of sub-questions and solution
steps based on specific problem requirements.

F Details of Experimental Result

We previously presented only partial model perfor-
mance benchmarks on PhysReason-mini. And we
provide a comprehensive performance evaluation
across all models, as shown in Table 7.
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Table 7: Model performance comparisons on the PhysReason-mini benchmark using answer-level evaluation across
different input combinations of Questions (Q), Images (I), and Image Captions (IC). Gemini-2.0-TT and * represent

Gemini-2.0-Flash-Thinking-1206 and 0121.

Model Input Knowledge Easy Medium Hard Avg.
Non-O-like Models

Qwen2VL-72B Q1 25.40 27.00 11.4 85 18.07
InternVL2.5-78B Q1 37.90 20.60 18.14 797 21.15
GPT-4o Q1 51.12 3195  20.75 12.54 29.09
Claude-3.5-Sonnet Q, 1 49.00 4043 2345 1233 313
Deepseek-V3-671B  Q, IC 56.60 4097 2222 14.61 33.6
Gemini-2.0-Flash Q1 67.80 52.10 40.00 23.19 46.52
Gemini-2.0-Pro Q1 69.32 53.67 4498  26.24 48.55
O-like Models

ol-mini Q,IC 54.80 30.33 1541 792 27.11
QvQ-72B Q1 51.17 37.10  29.83  22.13 35.06
QwQ-32B Q,IC 64.4 50.07 38.88 2745 4520
Gemini-2.0-Tf Q1 71.47 4997  36.83 2297 4542
GLM-Zero Q,IC 72.70 50.17 4342 2470 47.75
ol Q1 72.47 5337 4931 2532 50.12
03-mini-high Q,IC 71.10 63.20 47.02 3193 5331
Gemini-2.0-T* Q, 1 76.33 56.87 51.85 32.61 5442
Deepseek-R1 Q, IC 85.17 60.77 4724  33.23 56.60

G Details of Scientific Artifacts

Our PhysReason benchmark dataset integrates
problems from multiple sources: International
Physics Olympiad (2008-2021), Chinese National
College Entrance Examination (2010-2024), In-
dian Joint Entrance Examination Advanced (2010-
2024), Chinese provincial and municipal mock ex-
amination questions (2015-2024), and additional
physics problems from Russian sources, totaling
over 20,000 unique physics problems from 1,254
PDF documents across 27,874 pages. The dataset
has been carefully curated to ensure comprehen-
sive coverage while respecting intellectual property
rights - all problems are utilized under the CC BY-
NC-SA and MIT licenses, and all materials were
collected in accordance with fair use principles for
educational and research purposes. We maintain
strict privacy standards with no personally iden-
tifiable information included, as all problems are
sourced from standardized tests and competition
materials. The complete benchmark and associated
code are made available for research use, requiring
users to comply with both the MIT License terms
for our implementation and the respective original
licenses (CC BY-NC-SA) for the educational mate-
rials, thereby ensuring proper attribution and usage
rights while promoting academic accessibility.

H Details of Computational Experiment

Our computational experiments were conducted
across multiple Large Language Models (LLMs),
Vision Language Models (VLMs), and other spe-
cialized models. The infrastructure primarily con-
sisted of NVIDIA A800 GPUs for running open-
source models. For model specifications, we evalu-
ated seventeen models in total, including Qwen2-
VL-72B (72 billion parameters), QwQ-32B (32
billion parameters), QvQ-72B (72 billion param-
eters), InternVL2.5-78B (78 billion parameters),
and various other commercial models like GPT-4,
Claude-3.5-Sonnet, and Gemini series. All experi-
ments were conducted under a zero-shot Chain-of-
Thought (CoT) setting to encourage step-by-step
reasoning. For the experimental setup, we utilized
specific prompts (detailed in supplementary materi-
als) to maintain consistency across all evaluations.
The models processed the complete PhysReason
benchmark dataset, with the exception of O1 due
to API limitations. For performance evaluation,
we employed both PSAS-A and PSAS-S frame-
works, with Deepseek-V3 ultimately selected as
the scoring model based on efficiency and perfor-
mance considerations. Regarding implementation
details, models that couldn’t process visual inputs
were supplemented with image captions generated
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by Gemini-2.0-Flash. For reproducibility purposes,
all prompt templates are provided in the supple-
mentary materials. Due to the computational cost
of the PSAS-S framework, some experiments were
conducted using only the PSAS-A framework to
maintain efficiency.

I Details of human annotators

For data annotation and evaluation, we engaged
four graduate students (including both PhD and
Master’s students) from engineering disciplines
who are also co-authors of this paper. All anno-
tators possessed strong backgrounds in both high
school and undergraduate physics, making them
well-qualified for this task. Since the annotators
were co-authors actively involved in the research,
no formal recruitment process or compensation
was required, and they were fully aware of how the
data would be used in the study. The annotation
process focused solely on physics content evalu-
ation and did not involve collecting any personal
identifying information or expose annotators to any
risks. As this research involved co-authors analyz-
ing academic content rather than external human
subjects, it was determined to be exempt from for-
mal ethics review board approval. The annotation
work was conducted as part of regular academic
research activities within our institution. No pro-
tected or sensitive demographic information was
collected or used in this research.

J Details of Ai Assistants In Research Or
Writing

We used Claude-3.5-Sonnet, o1, 03-mini-high, and
Deepseek-R1 to help us write code and polish the

paper.
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6agram: \ / Context: ™\

A student investigates the thermal effects of metal objects in a changing magnetic field,
using a metal ring as the subject. The ring can be considered as a single-turn circular
coil with a circumference of L, a cross-sectional area of S, and a resistivity of $\rho$. It
is placed in a uniform magnetic field with the magnetic induction direction
perpendicular to the plane of the ring. The magnitude of the magnetic induction

\increases uniformly from 0 to $B_{0}$ within a time interval of $\Delta t$.", /
/Sub-questions: )
(1) What is the induced electromotive force in the ring?
(2) What is the current in the ring?
\(3) What is the Joule heating power of the current in the ring? )

/Solution: \

Sub-question-1:

step_1: Let the radius of the ring be $r$, then we have $L=2\pi r$.

step_2: The magnitude of the magnetic induction increases uniformly from 0 to $B_{0}$ within a time interval

$\Delta t$, and the induced electromotive force is given by $E=\frac{B_{0}}{\Delta t} \cdot \pi r*{2}$, which leads

to $E={\frac{B_{0}L"{2}}{4 \pi \Delta t}}$.

Sub-question-2:

step_3: The resistance of the ring is $R=\frac{\rho L}{S}$.

step_4: The induced current in the ring is $I=\frac{E}{R}=\frac{B_{0}L S}{4 \pi \rho \Delta t}$.

Sub-question-3:

step_5: The thermal power of the current in the ring is $P=I1"{2}R={\frac{B_{0}"{2}L"{3}S}{16 \pi ~{2} \rho
\(\Delta t)™{2}}1}$. J

~N

Answer: (1) $E={\frac{B_{0}L"{2}}{4\pi\Delta t}}$, (2) $I1=\frac{B_{0}L S}{4\pi\rho\Delta t}$, (3) $P=\frac{
B_{0}{2}L"{3}S}H16\pi*{2}\rho(\Delta t)"{2}}$

J

[Theorem: Faraday's Law of Induction, Ohm's Law, Joule's Law ] [ Difficulty: Knowledge ]
(Step Analyze: )

step_1: step_4:

(1) Theorem: N/A (1) Theorem : Ohm's Law

(2) Target: Radius of the ring, (2) Target : Induced current in the ring

(3) Formula: $L=2\\pi r$, (3) Formula: $I = \frac{E}{R}$

(4) Value: $\\frac{L}{2\\pi}$, (4) Value: $\frac{B_{0}L S}{4\pi\rho\Delta t}$

step_2: step_b:

(1) Theorem : Faraday's Law of Induction (1) Theorem : Joule's Law

(2) Target : Induced electromotive force in the ring", (2) Target: Joule heating power of the current in the ring

(3) Formula: $E=\frac{B_{0}}{\Delta t} \cdot \pi r’*{2}$  (3) Formula: $P=1"{2}R$

(4) Value: $E={\frac{B_{0}L"{2}}{4\pi\Delta t}}$ (4) Value:${\frac{B_{0}"{2}L{3}S}{16\pi*{2}\rho(

step_3: \Delta t)"{2}}}$

(1) Theorem : N/A

(2) Target : Resistance of the ring,

(3) Formula: R =\rho \frac{L}{S},
\(4) Value: \rho \frac{L}{S}, )

Figure 7: A knowledge example in our benchmark.
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ﬁ)iagram: \ /Context:

A small ball $A$ of mass $m$ is suspended from point $O$ by an inextensible light
ball $B$, with a distance from $O$ equal to the length of the string, $L$. Ball $A$ is

a speed $v$ in the horizontal direction and sticks together with $B$. The acceleration
Qiue to gravity is $g$.

string. On a smooth table directly below point $O$, there is an identical stationary small

now pulled to a certain height and released from rest. $A$ collides head-on with $B$ at

~

%

P /Sub-questions: h
i (1) What is the height $H$ of point $A$ above the table when released?
B (2) What is the magnitude of the tension force $F$ in the string just before collision?
\ / \(3) How much mechanical energy $\Delta E$ is lost during the collision? )

/Solution:

Sub-question-1:

step_1: According to the law of conservation of mechanical energy, $m g H=\frac{1}{2}mv~{2}$, solving for $H$
yields $H=\frac{v"{2}}{29}$.

Sub-question-2:

step_2: From Newton's second law of motion, $F-mg=m\frac{v"{2}}{L}$, we obtain $F-m g =m\frac{v"2}{L}$.
Sub-question-3:

step_3: During the collision process, applying the law of conservation of momentum, $m v=2m v {\prime}$, and
solving for $v*{\prime}$ gives $v {\prime}=\frac{v}{2}$.

step_4: The mechanical energy lost during the collision, $\Delta E$, is calculated as $\Delta E ={\frac{1}{2}
\}m{v}"{Z} - {\Mfrac{1}{2}}\cdot 2m{v}*{\prime}*{2} = {\frac{1}{4}}m{v}*{2}$.

~

J

[ Answer: (1) $H=\frac{v {2}}{20}$, (2) $F=mg+m\frac{v {2}}{L}$, (3) $\Delta E=\frac{1}{4}mv"{2}$

)

N

Theorem: Conservation of Energy, Second Newton's Law, Conservation of momentum, cer .
A ; Difficulty: easy
L Definition of mechanical energy loss
p
Step Analyze: step_3
step_1: (1) Theorem: Law of conservation of momentum
(1) Theorem: Conservation of Energy (2) Target: Velocity of A and B after collision

(2) Target: Height of A above the table when released ~ (3) Formula: m \times v = 2 \times m \times v*{\prime}
(3) Formula: $mgH = \frac{1}{2}\times m \times v2$ (4) Value: \frac{v}{2},

(4) Value: \frac{ v2}{2g} step_4:

step_2: (1) Theorem: Definition of mechanical energy loss

(1) Theorem: Newton's second law of motion (2) Target: Mechanical energy loss during the collision

(2) Target: Tension in the string just before collision (3) Formula: $\Delta E = \frac{1}{2} \times m \times v/2 -
(3) Formula: $F - mg = m \times \frac{v"2}{L}$ 1/2 \times 2m \times {v {\prime}}"2$

(4) Value: mg + m \times \frac{v"2}{L} (4) Value: \frac{1}{4}mv"2

Figure 8: An easy example in our benchmark.

16613



ﬁ)iagram: \

ALALALEATATANEARARANRRRANANANNANANY

L11TT77777777777777777777777777777

K (a) ~(b) (c) /
\

(< Context:

A thin-walled, thermally conductive cylindrical container with mass $m$ and smooth inner walls encloses a certain

amount of ideal gas with a piston of cross-sectional area $S$. In all the following processes, the cylinder does not leak

and remains in contact with the piston. When the cylinder is placed vertically inverted as shown in figure (a), the gas

volume inside the cylinder is $V_{1}$, and the temperature is $T_{1}$. Given the magnitude of gravitational

@cceleration as $g$, and the atmospheric pressure as $p_{0}$. J
~

/Sub-questions:

(1) When the cylinder is suspended vertically as shown in figure (b) and the gas temperature remains at $T_1$, what
is the gas volume $V_2$ inside the cylinder?

(2) In figure (c), after the horizontally placed cylinder reaches equilibrium and is slowly heated, what is the
\_temperature of the gas when its volume becomes $V_3$? )

/Solution: \

Sub-question-1:

step_1: In the state of Figure (a), performing force analysis on the cylinder, the pressure of the enclosed gas is
$p_{1}=p_{0}+\frac{m g}{S}$

step_2: When the cylinder is suspended as shown in Figure (b), performing force analysis on the cylinder, the
pressure of the enclosed gas is $p_{2}=p_{0}-{\frac{m g}{S}}$

step_3: Applying Boyle's law to the enclosed gas, we have $p_{1}V_{1}=p_{2}V_{2}$

step_4: Combining step_1, step_2, and step_3, we obtain $V_{2}=\frac{p_{0}S+m g}{p_{0}S-m g}V_{1}$
Sub-question-2:

step_5: When the cylinder is placed horizontally as shown in Figure (c), the pressure of the enclosed gas is
$p_{3}=p_{0}$

step_6: From the ideal gas law, we have $\frac{p_{1}V_{1}HT_{1}}=\frac{p_{3}V_{3}HT_{3}}%
step_7: Combining step_1, step_5, and step_6, we obtain $T_{3}=\frac{p_{0}S V_{3}T_{1}}{(p_{0}S+m

\9V_{1s Y,

[ Answer: (1) $\frac{p_{0}S+m g}{p_{0}S-m g}V_{1}$, (2) $\frac{p_{0}S V_{3}T_{1}H(p_{0}S+mg)V_{1}}$

[Theorem: Boyle's Law, Ideal gas law, Force equilibrium J [ Difficulty: medium J

(Step Analyze: Due to page space limitations, not displayed

Figure 9: A medium example in our benchmark.
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A horizontal platform of height $H=0.4m$ is placed on a level ground, on which a rough straight track $AB$ with an
inclination angle of $\theta=37"{\\circ}$, a horizontal smooth straight track $BC$, a quarter-circular smooth thin circular
pipe $CD$, and a semi-circular smooth track $DEF$ are vertically placed, and they are smoothly connected. The radius of
the pipe $CD$ is $r=0.1m$ with its center at point $O_{1}$, and the radius of the track $DEF$ is $R=0.2m$ with its center
at point $O_{2}$. Points $O_{1}$, $D$, $O_{2}$, and $F$ are all on the same horizontal line. A small slider starts from
rest at point $P$ on the track $ABS$, which is at a height $h$ above the platform, and slides down. It undergoes an elastic
collision with a small ball of equal mass at rest on the track $BC$. After the collision, the small ball passes through the pipe
$CD$ and the track $DEF$, moving vertically downwards from point $F$ and collides with a triangular prism $G$ fixed on
a straight rod directly below. After the collision, the ball's velocity direction is horizontal to the right, and its magnitude is
the same as before the collision. Finally, it lands at point $Q$ on the ground. The coefficient of kinetic friction between the
Qlider and the track $AB$ is $\mu=\frac{1}{12}$, $\\sin37”{\circ}=0.6$, and $\cos37”{\circ}=0.8$. /

(“Sub-questions: N

(1) When the slider falls from an initial height of $h=0.9m$, what is its velocity $v_0$ when it reaches point $B$?

(2) What is the minimum height $h_{min}$ needed for the small ball to complete the entire motion?

(3) If the small ball just barely passes the highest point $E$ and the triangular prism $G$ can be adjusted vertically, what is

\_the maximum horizontal distance $x_{max}$ between the landing point $Q$ and point $F$? )
~

Solution:

Sub-question-1:

step_1: The motion of the small slider on the AB track is governed by the energy equation $mgh - \mu m g\cos\theta \cdot
\frac{h}{\sin\theta}=\frac{1}{2}mv_{0}*{2}$. Substituting the given values, the initial velocity is calculated as
$v_{0}=\frac{4}{3}sqrt{gh}=4\mathrm{m/s}$

Sub-question-2:

step_2: The small ball moves along the CDEF track. At the highest point, the centripetal force is equal to the gravitational
force, yielding $m g=m\frac{v_{(E, min)}{2} {R}$

step_3: Applying the conservation of mechanical energy from point C to point E, we obtain $\frac{1}{2}mv_{(E,
min)}{2}+mg(R+r)=\frac{1}{2}mv_{(B, min)}*{2}$

step_4: Based on step_2 and step_3, the minimum velocity at point E is $v_{(E, min)}=\sqrt{2}\mathrm{m/s}$ and the
minimum velocity at point B is $v_{(B, min)}=2\sqrt{2}\mathrm{m/s}$

step_5: After the collision between the small slider and the small ball, the momentum is conserved, which gives $mv_{(A,
min)}=mv_{(A, min)}*{\prime}+mv_{(B, min)}$.

step_6: After the collision between the small slider and the small ball, the mechanical energy is conserved, which gives
S\frac{1}{2}mv_{(A, min)}*{2} = \frac{1}{2}mv_{A}{\prime}{2} + \frac{1}{2} mv_{(B, min)}*{2}$.

step_7: Based on step_5 and step_6, we obtain $v_{A}*{\prime}=0$ and $v_{(B, min)}=v_{(A, min)}$.

step_8: The motion of the small slider on the AB track is determined by $mgh - \mu mg \cos \theta \cdot \frac{h}{\sin\theta}
=\frac{1}{2}mv_{0}"{2}$, and we have $v_{(A, min)}=\frac{4}{3}sqrt{g h_{min}}$.

step_9: Thus, combine step_5, step_6, step_7 and step_8, we can get $h_{min}=0.45\mathrm{m}$.

Sub-question-3:

step_10: Let the distance from point F to point G be denoted as $y$. For the motion of the small ball from point E to point
G, the work-energy theorem gives $\frac{1}{2}mv_{G}{2}=\frac{1}{2}mv_{E{min}}*{2}+m g(R+y)$.

step_11: From the projectile motion, we can derive $x=v_{G}t$.

step_12: And we can also get $H+r-y=\frac{1}{2}g t"{2}$.

step_13: Combining step_9 and step_10, we have $x=2\\sqrt{(0.5-y)(0.3+y)}$. The value of $x$ reaches a maximum when
$0.5-y=0.3+y$.

\step_14: Therefore, combining step_11, step_12, step_13, the maximum value of $x$ is $x_{max}=0.8\mathrm{m}$.

Answer: (1) $4m/s$, (2) $h_{min} = 0.45m$, (3) $ x_{max}=0.8m$ J [ Difficulty: difficult

[Theorem: Work-energy theorem, Newton's second law, Conservation of momentum, Conservation of mechanical energy

L/;/;/\\
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Figure 10: A hard example in our benchmark.
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