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Abstract

Cross-modal retrieval aims to search for in-
stances, which are semantically related to the
query through the interaction of different modal
data. Traditional solutions utilize a single-
tower or dual-tower framework to explicitly
compute the score between queries and can-
didates, which is challenged by training cost
and inference latency with large-scale data.
Inspired by the remarkable performance and
efficiency of generative models, we propose
a generative cross-modal retrieval framework
(CART) based on coarse-to-fine semantic mod-
eling, which assigns identifiers to each candi-
date and treats the generating identifier as the
retrieval target. Specifically, we explore an
effective coarse-to-fine scheme, combining K-
Means and RQ-VAE to discretize multimodal
data into token sequences that support autore-
gressive generation. Further, considering the
lack of explicit interaction between queries and
candidates, we propose a feature fusion strategy
to align their semantics. Extensive experiments
demonstrate the effectiveness of the strategies
in the CART, achieving excellent results in both
retrieval performance and efficiency.

1 Introduction

In recent years, multimedia data has exploded
both in quantity and form, cross-modal retrieval
(Zhu and Li, 2023; Huang et al., 2024; Liu et al.,
2021; Xia et al., 2024) has become a research hot
spot. Cross-modal retrieval tasks, which aim to re-
trieve relevant data from one modality (e.g. image
(Radford et al., 2021; Cherti et al., 2023), audio
(Elizalde et al., 2023a,b) or video (Luo et al., 2022;
Wu et al., 2023)) based on a query from another
modality (e.g. text (Wang et al., 2017)), play a
crucial role in various multimedia applications.

Traditional cross-modal retrieval approaches are
mainly based on single-tower or dual-tower frame-
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Figure 1: Traditional single-tower / dual-tower retrieval
matches the closest candidate to the query by calculating
scores, while generative retrieval takes the generating
candidate’s identifier as the retrieval target.

work, as shown in Figure 1 (a). The single-tower
model (Li et al., 2021, 2022, 2023a; Chen et al.,
2024) performs fine-grained interactions between
queries and candidates in a unified module, which
shows excellent capability in retrieval performance,
but is difficult to apply to large-scale corpora be-
cause of high latency. The dual-tower model (Rad-
ford et al., 2021; Luo et al., 2021; Elizalde et al.,
2023b; Deshmukh et al., 2022; Girdhar et al., 2023;
Zhu et al., 2023a) maps different modal data to the
joint embedding space via two encoders, which im-
proves the efficiency compared to the former. How-
ever, due to the modal gap, the dual-tower model
often struggles to align multimodal data (Xia et al.,
2024) effectively, thus slightly reducing accuracy.

Generative retrieval (Tay et al., 2022; Wang et al.,
2022; Mehta et al., 2022; Zhuang et al., 2022;
Ren et al., 2023; Li et al., 2023c) is an emerging
paradigm in document retrieval that assigns identi-
fiers (De Cao et al., 2020; Bevilacqua et al., 2022;
Li et al., 2023c) to each candidate, followed by
treating the generated identifiers as retrieval targets.
This paradigm implements the retrieval process
using a sequence-to-sequence model with excel-
lent retrieval accuracy and efficiency, which sheds
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new light on cross-modal retrieval. As shown in
Figure 1 (b), there is no need to maintain a uni-
fied embedding space. Leveraging the power of
generative models significantly enhances retrieval
performance, and the generation speed remains in-
dependent of the dataset size.

While such generative framework has shown im-
pressive performance in document retrieval, com-
bining generative retrieval with cross-modal re-
trieval faces several challenges. Firstly, unlike doc-
uments where titles (Zhou et al., 2022b; Li et al.,
2023c), strings (Bevilacqua et al., 2022; Tang et al.,
2023), or keywords (Zhou et al., 2022a; De Cao
et al., 2020; Zhang et al., 2023) can be directly
used as identifiers, multimodal data are represented
primarily through visual or auditory modalities.
This means that we need effective discretization
schemes to construct semantic identifiers for mul-
timodal data, which is the core of generative re-
trieval. Secondly, semantic identifiers constructed
from low-level visual or auditory information often
exhibit a gap with the high-level semantics of natu-
ral language queries. Thirdly, generative retrieval
encodes all candidates directly into the model pa-
rameters, lacking an explicit interaction process
between queries and candidates.

In this work, we propose a generative re-
trieval framework, denoted as Cross-modal Autore-
gressive Retrieval Transformer (namely CART),
designed to fully support end-to-end text-to-
image/audio/video retrieval. The entire framework
is divided into three modules: semantic identifier
generation, caption enhancement, and feature fu-
sion. Specifically, we propose combining the K-
Means and RQ algorithms to generate identifiers
with hierarchical semantic information for the can-
didates. Secondly, we perform caption generation
for images/videos/audio, which serves as semanti-
cally aligned natural language queries. Finally, we
design a two-branch coarse-to-fine feature fusion
strategy, which is consistent with the hierarchical
structure of semantic identifiers.

We conduct extensive experiments to demon-
strate that CART has strong performance in text-to-
image/audio/video retrieval. Meanwhile CART has
stable retrieval speed on both CPU and GPU, mean-
ing it is not affected by the number of candidates.
Ablation studies and in-depth analyses validate the
effectiveness and robustness of CART. CART en-
ables end-to-end generative cross-modal retrieval
based on a unified differentiable framework, pro-
viding a new solution for information retrieval in

multimedia applications.
Our contributions are highlighted as follows.

• To the best of our knowledge, CART is the
first generative cross-modal retrieval frame-
work that comprehensively supports text-to-
image/audio/video retrieval.

• We propose generating coarse-to-fine seman-
tic identifiers, enabling a unified representa-
tion of multimodal data.

• We propose a coarse-fine feature fusion mech-
anism which effectively helps the retrieval
model to perceive the query semantics.

• Extensive experiments demonstrate the su-
perior performance of CART. Meanwhile,
CART has stable retrieval efficiency and beats
the single-tower model or dual-tower model
under large-scale corpus.

2 Related Works

2.1 Cross-Modal Retrieval
Cross-modal retrieval aims to enable searches
across different modalities. Currently, the main-
stream approaches (Radford et al., 2021; Cherti
et al., 2023; Elizalde et al., 2023a,b; Fang et al.,
2021; Wu et al., 2023) to cross-modal retrieval tend
to use either single-tower or dual-tower models,
both of them formulate cross-modal retrieval as a
discriminative problem, relying on discriminative
loss and negative samples.

The difference is that the former performs fine-
grained interactions between the query and the
candidates within a unified module, e.g., Cross-
Attention, after which the score of each candidate is
obtained by mapping in the output layer. BLIP (Li
et al., 2022), BLIP-2 (Li et al., 2023a), InternVL-G
(Chen et al., 2024) follow this setting to achieve
high-accuracy retrieval in the domain of text-to-
image retrieval; whereas, the latter tends to utilize
two independent encoders to map different modal-
ities into a joint feature space and then calculate
their similarity by a distance function. CLIP (Rad-
ford et al., 2021), CLAP (Elizalde et al., 2023a)
and CLIP2Video (Fang et al., 2021) follow this set-
ting and complete the pre-training on large-scale
datasets, achieving remarkable outcomes in text-
image retrieval (Cao et al., 2022), text-audio re-
trieval (Koepke et al., 2022) and text-video retrieval
(Zhu et al., 2023b), respectively.
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Figure 2: A coarse-Fine semantic identifier generation strategy.

Both solutions have their own trade-offs; the
single-tower model can achieve extremely high ac-
curacy, but sacrifices efficiency because of fine-
grained interactions, leading it to be suitable only
for small-scale retrieval tasks, and the dual-tower
model effectively improves speed, but demands ex-
tensive data to train a unified representation space,
leading to a slight decrease in retrieval accuracy.
In contrast, CART aims to utilize generative mod-
els to improve retrieval efficiency while ensuring
excellent retrieval performance.

2.2 Generative Retrieval

Generative retrieval (Tay et al., 2022; Wang et al.,
2022; Long et al., 2024) represents an innovative
paradigm in document retrieval. Its core idea is
to construct indices for documents and replace the
process of calculating relevance scores with gener-
ating identifiers.

The performance of generative retrieval is heav-
ily influenced by candidate identifiers. Past stud-
ies have delved into the application of various
identifier types across diverse scenarios, includ-
ing keywords-based (Zhou et al., 2022b,a; De Cao
et al., 2020; Zhang et al., 2023; Bian et al., 2025),
Web URLs (Ren et al., 2023; Ziems et al., 2023),
and substrings of paragraphs (Zhou et al., 2022b;
Bevilacqua et al., 2022; Tang et al., 2023; Li et al.,
2023c). Considering the absence of explicit doc-
ument content, DSI (Tay et al., 2022) and NCI
(Wang et al., 2022) recognize the challenge in gen-
erating document identifiers solely based on input
queries. Therefore, they advocate using the hier-
archical K-Means algorithm to inject prior knowl-
edge into identifiers. In other words, documents
sharing close semantic ties are assigned similar do-
cids. This methodology seamlessly embeds the
semantic information of documents into the decod-
ing process, which facilitates the learning process

of the retrieval model. CART considers to build
a unified identifier generation pipeline for multi-
modal data, combining K-Means and residual vec-
tor quantization to compress the embedding within
a fixed step size. In addition, we investigate the
application of generative retrieval techniques to rec-
ommendation tasks (Wang et al., 2024; Hong et al.,
2025).

3 Method

3.1 Overview

Overall, CART is a framework that com-
prehensively supports generative text-to-
image/video/audio retrieval, based on a
coarse-to-fine semantic modeling scheme.
The whole pipeline can be divided into three
modules. (1) Semantic Identifier Construction:
constructing semantically rich identifiers for all
candidates based on the discretization method;
(2) Caption Enhancement: generating captions
for multimodal data as queries; (3) Feature
Fusion: generative models are trained using the
<query, identifier> pairs, and with the help of
effective feature fusion mechanism to improve
the performance. To enhance the robustness
of CART, we incorporate consistency loss to
suppress overfitting, and guarantee to generate
valid identifiers via constrained beam search.

3.2 Coarse-Fine Identifier Generation

Images, audio, and video lack explicit attributes
that can be directly used as identifiers, necessitat-
ing their discretization into token sequences in the
latent space. The pipeline is illustrated in Figure 2.

3.2.1 Coarse Token
Intuitively, the first token of identifier is critical, if
the first token of identifier is generated incorrectly,
subsequent generation will be meaningless. With
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this in mind, we hope that the first token of the
identifier captures the full semantic information of
the item, so that the retrieval model can easily pre-
dict the semantically closest information based on a
natural language query. We utilize K-Means (Harti-
gan and Wong, 1979) to cluster the embeddings of
all the items, which are encoded from ImageBind
(Girdhar et al., 2023), and the clustering result is
considered as the first token of the semantic iden-
tifier. Although the K-Means algorithm can finish
item categorization rapidly in the whole data space,
it is difficult to consider the subtle gaps between
items effectively. Therefore, we denote the cluster-
ing result k of K-Means as the coarse token.

3.2.2 Fine Token

Subsequently, we utilize original embeddings to
subtract the embedding from the clustering center
of the K-Means algorithm, in order to highlight
the subtle differences between items. Then we use
RQ-VAE (Zeghidour et al., 2021) to construct the
remaining tokens in the semantic identifier.

RQ-VAE combines the advantages of variational
autoencoder and residual quantization, where the
autoencoder is jointly trained by updating the DNN
encoder-decoder parameters and the quantization
codebook. The encoder E(·) first downsamples the
input x to learn the latent representation z = E(x),
which removes noise and unimportant information
and preserves the most meaningful features of the
data. The quantizer Q = {C1, C2, . . . , CM} where
M is the number of codebooks. The codebook
Cm = {e1m, e2m, . . . , eNm} where N is the code-
book size and enm denotes the n-th entry in the m-th
codebook. The initial residual of the quantizer is
defined as r0 = z, then r0 is quantized by mapping
it to the nearest embedding ek1 from the first code-
book C1. The index of the closest embedding, i.e.,
v1 = argmink∥r0 − ek1∥, represents the token of
the semantic identifier obtained in codebook C1,
the residual is updated to r1 = r0 − ev11 . This pro-
cess is executed recursively m times and we obtain
the index list V = {v1, v2, . . . , vM} denoting the
semantic identifier produced by the RQ-VAE. Note
that all codebooks do not share parameters, they
are updated independently to distinguish between
the different semantics of each hierarchy. Finally
Q(z) =

∑M
i=1 e

vi
i is passed to the decoder D(·) to

try to reconstruct the input x. We train the RQ-VAE
using two loss functions L = Lrecon + αLcommit,

where:

Lrecon = ∥x−D(Q(E(x)))∥22,

Lcommit =
M∑

i=1

∥sg[ri]− eivi∥22 + β∥ri − sg[eivi ]∥22,

(1)

Here, both α and β are hyperparameters, and sg is
the stop-gradient operation (Van Den Oord et al.,
2017). RQ-VAE hierarchically computes the resid-
uals of the features for each item. In the refinement
process, it focuses on the variation of the features at
different levels and can capture the subtle features
of the items. Therefore, we denote the quantization
result of RQ-VAE as the fine token.

3.2.3 Unique Token
In large-scale corpora, it is common to have seman-
tically close items, which makes it difficult to avoid
identifier collisions (Rajput et al., 2024). In order to
assign unique identifiers to each item, we maintain
a prefix database to detect conflicts. We perform
a "search and count" operation on all identifiers,
if the identifier already exists, increase its counter
by one, on the contrary, insert the identifier into
the prefix database with an initial counter value of
0. The value of the counter u will be appended
to the end of the identifier as an additional token
to ensure that each identifier is unique. Note that
search, insert or update of the prefix database is so
efficient that its time spent is even negligible.

Finally, we concatenate coarse token, fine to-
ken and unique token as identifiers for items, i.e.
(k, v1, v2, · · · , vM , u).

3.3 Caption Enhancement

One huge challenge of generative retrieval is how
to make the retrieval model aware of the semantic
information represented by the identifiers. Since
the content of each item is not explicitly known at
inference, it must be incorporated into the model
parameters during training, as indicated in previ-
ous work (Wang et al., 2022; Zhuang et al., 2022;
Zhang et al., 2024) .

To bridge this gap, we employ pre-trained mul-
timodal models to generate captions for each can-
didate, taking information-rich captions as queries.
The retrieval model is subsequently trained using
<query, identifier> pairs, which effectively under-
stands the information embedded in each token in
the semantic identifier.
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Figure 3: The architecture of the CART.

3.4 Coarse-to-Fine Feature Fusion

CART utilizes a standard encoder-decoder architec-
ture, both made of stacks of attention layers. The
encoder is in charge of capturing the semantics
of the input query, the decoder reads the output
of the encoder and generates semantic identifier
token by token. Given an input query q, the out-
put of an encoder with S layers can be defined
as E(q) = (E1, E2, . . . , ES). Each encoder layer
can capture different semantic representations (Cor-
nia et al., 2020) of queries. The lower layer can
capture some basic regional relevance, while the
higher layer further refines and optimizes semantic
representations based on the former. In light of this,
we propose the coarse-to-fine feature fusion strat-
egy. As shown in Figure 3, we process the encoder
output in two branches.

3.4.1 Coarse Fusion

The outputs from each encoder layer are concate-
nated and passed through a fusion layer, to integrate
information from different levels of the encoding
process. Because of the "concatenate-then-fusion"
method, we naturally call it coarse fusion, which is
similar to the idea of coarse token. Formally,

Z = W [E1, E2, . . . , ES ] + b, (2)

where [·, ·] denotes connecting the outputs of all
encoder layers from the last dimension, W and
b are the learnable weights and bias, respectively.
Subsequently, Z interacts with the decoder input
Y through cross-attention and completes the post-
processing using self-gating. The whole process of

coarse fusion G(·, ·) can be written as

C(Y,Z) = Attention(WqY,WkZ,WvZ),

G(Y,Z) =
1

S
σ(C(Y,Z)),

(3)

where C(·, ·) stands for the encoder-decoder cross-
attention, S is the number of encoder layers and
σ(·) is the sigmoid activation. Wq, Wk and Wv are
matrices of learnable weights.

3.4.2 Fine Fusion
The purpose of fine fusion is for more careful decid-
ing which subtle features to use. Intuitively, similar
to mixture-of-experts (Shazeer et al., 2017), this
design treats each encoder layer as an expert. The
outputs of each layer in the encoder interact inde-
pendently with the inputs of the decoder through
cross-attention, while utilizing the weights αi reg-
ulate each encoder layer’s contribution and their
relative importance. The decision-making process
L(·, ·) can be written as

L(Y,E(q)) =

S∑

i=1

αi ⊙ C(Y,Ei), (4)

and inspired by (Cornia et al., 2020), we introduce
the memory-augmented mechanism for weight
computation, as follows

αi = σ(Wi[Y, C(Y,Ei)] + b), (5)

where [·, ·] indicates concatenation, σ(·) is the sig-
moid activation, Wi is the learnable weight matri-
ces and b is bias.

Finally, we add the coarse feature and fine fea-
ture as input to the next decoder layer.
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3.5 Training and Inference
We use <query, identifier> pairs to train a sequence-
to-sequence model. Given an input query q, the
probability of generating the semantic identifier T
can be written:

p(T | E(q), θ) =

J∏

i=1

p(ti | E(q), t<i, θi), (6)

where ti is the i-th token in the semantic identifier
T , J denotes the length of T and E(·) denotes the
encoder, θ denotes the total parameters and θi is
the parameter for the i-th step.

To mitigate the overfitting problem, we intro-
duce a bidirectional KL divergence loss (Wu et al.,
2021) to train the decoding process. For the user
query, we denote the decoder representations by
two forward passes with independent dropouts be-
fore softmax as P and Q, i.e.,

LKL =
∑

i

P (i) log

(
P (i)

Q(i)

)
+
∑

i

Q(i) log

(
Q(i)

P (i)

)
,

(7)
As shown in Figure 3, given a collection of train-

ing examples D = {(q, d)} composed of queries
(training queries and augmented queries) and iden-
tifiers, the loss function can be written as follows:

L(θ) =
∑

(q,d)∈D
(logp(d | E(q), θ) + ωLKL), (8)

where p(d | E(q), θ) denotes the probability of
generating d with q as the input and ω denotes a
scaling factor of KL divergence loss.

In the inference stage, we execute a constrained
beam search on the decoder network. Benefiting
from the prefix database constructed when generat-
ing identifiers, we can effectively build a prefix tree
for all identifiers, which will restrict the model to
generating only valid identifiers. Due to the hierar-
chical nature of identifiers, it is convincing (Wang
et al., 2022) to constrain the beam search decoding
process with a prefix tree.

4 Experiments

We evaluate the performance of CART on text-to-
image/audio/video, respectively.

4.1 Datasets & Baselines
Datasets We selected six widely used datasets:
Flickr30K (Young et al., 2014), MS-COCO (Lin
et al., 2014), Clotho (Drossos et al., 2020), Au-
dioCaps (Kim et al., 2019), MSR-VTT (Xu et al.,

Table 1: Compared to single-tower models, results from
original papers.

Method Flickr30K MS-COCO ThroughputR@1 R@5 R@10 R@1 R@5 R@10

BLIP-2 89.7 98.1 98.9 66.3 86.5 91.8 1.68/s
InternVL-G 85.0 97.0 98.6 58.6 81.3 88.0 2.03/s
CART(Ours) 81.8 96.1 98.4 52.4 77.5 86.1 105.8/s

2016) and MSVD (Chen and Dolan, 2011). Further
details are provided in Appendix A.

Baselines We selected single-tower, dual-tower,
and generative retrieval architectures as baselines.
Further details are provided in Appendix B.

4.2 Implementation Details

The implementation mainly consists of the seman-
tic identifier generation pipeline and the retrieval
pipeline, with details on network structure and pa-
rameter settings provided in Appendix C. All exper-
iments are based on 4 NVIDIA V100 GPUs with
training batch size set to 256.

4.3 Empirical Results

4.3.1 Metrics
Consistent with prior studies, we use widely ac-
cepted metrics for information retrieval, including
Recall@K and Mean Reciprocal Rank (MRR). The
details about the metrics are in Appendix D.

4.3.2 Comparison of single-tower retrieval
As shown in Table 1, We observe that the single-
tower model has an overwhelming advantage on
R@1, thanks to the fine-grained interactions be-
tween queries and candidates. Notably, with the
increase in the number of recalls, the gap between
CART and BLIP-2 (Li et al., 2023a) narrows faster
than that between InternVL-G (Chen et al., 2024)
and BLIP-2, which proves that CART has compa-
rable performance. Afterwards, we simulated 1M
candidate images and experimented with 100 con-
current queries. Table 1 shows the huge latency of
the single-tower model, which is not applicable to
large-scale retrieval. In contrast, CART achieves a
better balance between performance and efficiency.

4.3.3 Comparison of dual-tower retrieval
As shown in in Table 2, we report the retrieval re-
sults for CART and the corresponding baselines.
In text-to-image/video/audio retrieval, CART ex-
hibits strong performance, leading the baseline in
all metrics. Compared to images, videos and au-
dios are temporal and thus contain more semantic
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Table 2: Compared to dual-tower models, the results are from the original papers or official reproduction.

Task Method Flickr30k MS-COCO
R@1 R@5 R@10 MRR@10 R@1 R@5 R@10 MRR@10

Text-to-Image Retrieval

CLIP 55.9 82.8 90.6 67.3 30.4 55.9 66.8 41.3
OpenCLIP 63.9 87.3 93.2 74.1 39.4 65.4 75.6 50.4

MobileCLIP 74.9 92.9 96.3 82.6 50.3 74.9 82.4 60.8
ONE-PEACE(Pretrained) 73.4 91.5 95.4 81.2 48.0 71.6 79.5 58.0

ImageBind(Huge) 74.9 93.0 96.1 82.7 49.4 73.3 81.5 59.6
LanguageBind(Image) 69.5 90.8 94.9 78.7 45.3 69.8 78.6 55.8

CART(ours) 81.8 96.1 98.4 88.0 52.4 77.5 86.1 63.2

Task Method Clotho AudioCaps
R@1 R@5 R@10 MRR@10 R@1 R@5 R@10 MRR@10

Text-to-Audio Retrieval

CLAP-HTSAT 16.1 38.3 51.1 25.7 36.1 71.8 83.9 52.1
HTSAT-BERT 19.7 45.7 59.4 37.6 42.2 76.5 87.1 57.4

LanguageBind(Audio) 16.3 40.4 53.9 32.9 15.2 49.8 67.6 29.8
VALOR-B 17.5 42.7 55.3 34.5 40.1 73.9 83.1 58.7

ONE-PEACE(Pretrained) 22.4 49.0 62.7 40.7 42.5 77.5 88.4 60.5
CART(ours) 46.4 70.6 76.0 52.3 49.8 79.8 86.8 62.0

Task Method MSR-VTT MSVD
R@1 R@5 R@10 MRR@10 R@1 R@5 R@10 MRR@10

Text-to-Video Retrieval

CLIP2Video 45.6 72.5 81.7 - 47.0 76.8 85.9 -
CLIP4Clip 44.5 71.4 81.6 - 46.2 76.1 84.6 -

UMT-B 46.3 72.7 82.0 - 47.4 76.8 84.0 -
Cap4Video 49.3 74.3 83.8 - 51.8 80.8 88.3 -

ImageBind(Huge) 36.8 61.8 70.0 46.4 39.3 67.5 78.5 53.4
LanguageBind(Video) 42.7 67.1 77.0 54.4 53.5 80.5 87.5 60.6

CART(ours) 52.6 75.4 84.2 61.8 63.6 87.9 92.8 73.6

Table 3: Compared to generative retrieval models.

Paradigm Method
Flickr30K MS-COCO

R@1 R@5 R@10 R@1 R@5 R@10

GRACE
Semantic ID 22.9 34.9 37.4 13.3 30.4 35.9
Structured ID 37.4 59.5 66.2 16.7 39.2 50.3

Atomic ID 68.4 88.9 93.7 41.5 69.1 79.1

CART(Ours) Coarse-Fine ID 81.78 96.14 98.38 52.42 77.53 86.11

information, which increases the difficulty of re-
trieval. While CART achieves promising results
benefiting from coarse-fine semantic identifiers and
effective training strategies, proving the feasibility
of generative retrieval. We also performed a more
detailed efficiency comparison with the dual-tower
model, as shown in Figure 4.

4.3.4 Comparison of generative retrieval

As shown in Table 3, GRACE (Li et al., 2024)
performs relatively poorly because the multiple
identifier schemes it employs are predefined and
do not comprehensively consider semantic infor-
mation, whereas CART employs a novel coarse-to-
fine-grained identifier generation pipeline to effec-
tively facilitate model learning. It is worth noting
that GRACE adopts Flamingo (Alayrac et al., 2022)
(a MLLM) as the model backbone, while CART
adopts a naïve small-parameter transformer, the fi-
nal difference in retrieval results is enough to prove
the importance of identifier for generative retrieval.

4.3.5 Ablation experiment

Furthermore, to investigate the effect of each com-
ponent, we report the ablation results in Table 4.
The detailed analysis is described below.

w/o consistency loss This setting removes the
consistency-based regularization loss, and we ob-
serve that the model is more prone to overfitting,
which leads to degradation of performance.

w/o fusion strategy This setting removes the pro-
cess of feature fusion in the decoder, demonstrating
the importance of fully considering outputs from
all encoder layers.

w/o K-Means This setting removes the process
of K-Means and uses only RQ-VAE to construct
semantic identifiers. Experiments show that clus-
tering the original embeddings via K-Means brings
prior knowledge that is effective for retrieval.

w/o RQ-VAE This setting removes the process of
RQ-VAE and uses only the hierarchical K-Means
to construct K-fork trees for the original embed-
dings, where the paths from the root node to the
leaf nodes are considered as identifiers of the items.
Experiments show that hierarchical K-Means loses
semantic information between different clusters,
which is consistent with Rajput et al. (2024).
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Table 4: Ablation Study on Flickr30k, we leave the
other ablation results in Appendix E.

Setting R@1 R@5 R@10 MRR@10

w/o consistency loss 81.64 95.94 98.04 87.85
w/o fusion strategy 75.54 93.54 96.72 83.11

w/o K-Means 79.50 94.92 97.52 86.12
w/o RQ-VAE 76.22 92.86 96.16 83.31

CART 81.78 96.14 98.38 88.04
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Figure 4: The efficiency of CLIP, CLAP and CART are
measured by throughput (queries processed per second).

4.4 In-depth Analysis

Efficiency Analysis We evaluate the retrieval ef-
ficiency of CLIP (Radford et al., 2021), CLAP
(Elizalde et al., 2023b), and CART on both a CPU
and an NVIDIA V100 GPU, simulating 100 con-
current queries while varying the number of can-
didates. The metric is throughput (Queries/per
second) and the detailed results are shown in Fig-
ure 4. CLIP and CLAP pre-encode candidates
into embeddings, where the primary computational
costs arise from text encoding, similarity compu-
tation, and ranking. In contrast, CART employs
beam search to generate identifiers, integrating re-
trieval and ranking. As the number of candidates
increases, the efficiency of dual-tower models like
CLIP and CLAP declines due to increased com-
putational demands. However, CART maintains
stable efficiency on both GPU and CPU, with its
advantage becoming more pronounced as candi-
date numbers grow, attributed to encoding all items
directly as parameters.

Feature Fusion Configuration The effective-
ness of coarse-to-fine feature fusion is influenced
by the number of encoder layers. We evaluate
configurations with {1,2,3,4,5} layers, with results
summarized in Table 5. The metrics show consis-
tent performance improvement as the number of
layers increases, validating the fusion approach.
However, excessive layers may lead to overfit-

a) Coarse token.

(9, *)
(48, *)
(72, *)
(127, *)

b) Fine token.

(9, 18, *)
(9, 25, *)
(9, 50, *)
(9, 66, *)

Figure 5: The t-SNE visualization of item embeddings
which have the same token prefixes.

Table 5: Results with varying encoder layers.

Layers R@1 R@5 R@10 MRR@10

1 76.16 94.48 97.78 84.11
2 80.52 95.16 97.92 86.87
3 81.78 96.14 98.38 88.04
4 82.10 95.68 98.22 88.11
5 81.08 95.64 97.78 87.37

ting and performance degradation. Consequently,
CART employs a 3-layer encoder for optimal bal-
ance. Correspondingly, we provide an analysis of
the decoder layer in Appendix F.

Distribution of Semantic Identifiers We ana-
lyzed the distribution of candidate embeddings
with the same token prefix. Figure 5 shows tighter
intra-cluster distributions and more dispersed inter-
cluster distributions, indicating that the identifiers
capture the semantics of the candidates.

Identifier Configuration We investigate the im-
pact of semantic identifier length and size through
experiments on Flickr30k. Results in Tables 6 and
7 highlight the robustness of CART, with further
analysis detailed in Appendix G. We also provide
an analysis of the codebook vector dimensions in
Appendix H.

5 Conclusion

In this work, we propose CART, a novel generative
cross-modal retrieval framework that can fully sup-
port text-to-image/video/audio retrieval. Benefiting
from the design of coarse-fine semantic identifiers
and feature fusion strategy, CART can effectively
understand user queries and accurately retrieve can-
didates. We conducted extensive experiments to
demonstrate the effectiveness and robustness of the
framework, along with in-depth analysis for a com-
prehensive understanding of CART. Compared to
single-tower and dual-tower frameworks, CART
achieves a fine balance between retrieval perfor-
mance and efficiency. We sincerely hope this will
inspire future work.
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Table 6: Results with different identifier sizes.

K Codebook R@1 R@5 R@10 MRR@10

64
64*64 75.76 92.91 96.48 83.12

128*128 81.22 95.52 97.54 87.39
256*256 79.84 95.58 98.18 86.44

128
64*64 78.64 93.96 97.08 85.31

128*128 81.78 96.14 98.38 88.04
256*256 80.86 95.61 98.01 87.26

256
64*64 77.68 94.81 97.62 84.93

128*128 81.54 95.81 98.31 87.68
256*256 80.48 95.96 98.34 87.21

Table 7: Results with different identifier lengths.

Length R@1 R@5 R@10 MRR@10

4 81.78 96.14 98.38 88.04
5 81.84 96.38 98.44 88.51
6 80.54 95.44 98.06 87.57

Limitation

We initially explored the potential of generative
models to accomplish cross-modal retrieval. How-
ever, in reality corpora are usually dynamically
changing , and we would like to introduce contin-
uous learning to accommodate this setting in our
next work. Meanwhile, the current version only
supports natural language queries, and we would
like to explore a unified embedding space to ac-
commodate multimodal data queries.
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A Datasets

Text to Image Retrieval Flickr30K (Young et al.,
2014) contains 31,783 images and each image is
associated with 5 human-annotated sentences. We
select 29,783 images for training, 1000 images for
validation and 1000 images for testing. MS-COCO
(Lin et al., 2014) comprises 123,287 images, and
each image comes with 5 sentences of annotations.
We followed the data split proposed in (Lee et al.,
2018) and utilized 113,287 images for training,
5000 images for validation and 5000 images for
testing.

Text to Audio Retrieval Each audio in Clotho
(Drossos et al., 2020) has 5 manually annotated
captions, and there are 3839 audios for training,
1045 audios for validation, and 1045 audios for

testing. Since some of the videos in YouTube are
no longer available, we do not have the full col-
lection of AudioCaps (Kim et al., 2019). Finally,
we have 37,869 audios for training, 384 audios for
validation, and 737 audios for testing.

Text to Video Retrieval MSR-VTT (Xu et al.,
2016) is a dataset composed of 10,000 videos, each
with a length that ranges from 10 to 32 seconds
and 200,000 captions. We use 9,000 videos for
training that follows the data split of (Gabeur et al.,
2020), and the test set consists of 1,000 video-text
pairs from (Yu et al., 2018). MSVD (Chen and
Dolan, 2011) contains 1,970 videos, each with a
length that ranges from one to 62 seconds. Train,
validation and test splits contain 1,200, 100, and
670 videos, respectively. This is an appendix.

B Baselines

The single-tower model has powerful performance
but high latency, which is not suitable for large-
scale retrieval, so we only select BLIP-2 (Li et al.,
2023a) and InternVL-G (Chen et al., 2024) as base-
line. We focus on comparing the dual-tower mod-
els, including the classic CLIP (Radford et al.,
2021), as well as the iteratively upgraded Open-
CLIP (Cherti et al., 2023), MobileCLIP (Vasu et al.,
2023), CLAP (Elizalde et al., 2023b; Mei et al.,
2024), VALOR-B (Liu et al., 2024), CLIP2Video
(Fang et al., 2021), CLIP4Clip (Luo et al., 2022),
UMT-B (Li et al., 2023b), Cap4Video (Wu et al.,
2023), ImageBind (Girdhar et al., 2023), Language-
Bind (Zhu et al., 2023a) and ONE-PEACE (Wang
et al., 2023), which are utilized to perform text-
to-picture/video/audio retrieval, respectively. Fur-
thermore, we note that GRACE (Li et al., 2024)
enables generative text-to-image retrieval, so we
add it to the baseline for generative cross-modal
retrieval.

C Implementation Details

Semantic Identifier Generation Pipeline We
use ImageBind to unify the processing of multi-
modal data into a latent space, ultimately obtaining
1024-dimensional embeddings. We employ the de-
fault mini batch K-Means algorithm in scikit-learn
(Pedregosa et al., 2011), where K = 128, to cluster
1024-dimensional item embeddings. The encoder
in RQ-VAE has three intermediate layers of size
512, 256 and 128 with ELU activation, and final
latent representation dimension of 64, with which
the deocoder is completely symmetric. There are
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2 levels of codebook in the quantizer, and for each
level, a codebook with cardinality 128 is main-
tained, where each vector in the codebook has a
dimension of 64. Because we use a prefix database
to ensure that each identifier is unique, this means
at least 1283 = 2, 097, 152 items can be repre-
sented. We train the RQ-VAE using the Adam
optimizer with an initial learning rate of 1e-6 and
Inverse Square Root scheduler integrated in fairseq
(Ott et al., 2019). The learning rate increases to
1e-4 after 300 warm-up epochs, and then gradually
decreases until 500 epochs.

Retrieval Pipeline We initialize all parameters
with Xavier uniform distribution. We use Adam op-
timizer with an initial learning rate of 1e-6, while
increasing the learning rate to 1e-4 in 5 epochs us-
ing the Cosine Annealing Warmup Restarts sched-
uler. We set the scaling factor of the consistency-
based regularization loss as ω = 0.15.

D Metrics

Recall@K measures how often the desired item is
hit in the top K retrieved candidates, where we set
K to 1, 5 and 10 in experiments. MRR calculates
the reciprocal of the rank at which the first relevant
item is retrieved. A high MRR indicates that the
relevant item has a high ranking position.

E Ablation Study

As shown in Table 8 and 9, we demonstrate the
effectiveness of each module in CART on the text-
to-image/audio/video retrieval task.

When w/o consistency, the model undergoes
overfitting which also leads to degradation of re-
trieval performance.

When w/o fusion strategy, the metrics show
different degrees of decrease, proving the effec-
tiveness of the coarse-to-fine feature fusion mecha-
nism.

When w/o K-Means token or w/o RQ-VAE
token, the retrieval performance also decreases,
which proves the effectiveness of coarse-fine token.

F Decoder Layers

In the previous section, we perform ablation ex-
periments on the number of encoder layers, and
correspondingly, we perform ablation experiments
on the number of decoder layers.

As shown in Table 10, as the number of decoder
layers increases, the capability of the model gradu-

ally increases and the retrieval performance grad-
ually improves, but too many decoder layers can
lead to the model undergoing serious overfitting,
leading to performance degradation.

G Identifier Configuration

As shown in Table 6 We try to vary the K in K-
Means as well as the codebook size in RQ-VAE,
and observe that the retrieval performance of the
model is more robust for most settings. Only when
K is set to 64 or codebook size is set to 64, the
model performance shows a more significant degra-
dation. We analyze that too small a cluster category
will lead to lower differentiation of K-Means and
fail to achieve good clustering effect, and too small
codebook size will likewise lead to limited seman-
tic differentiation ability, resulting in larger infor-
mation loss. Furthermore, it will also lead to an
increase in the amount of items with the same iden-
tifiers, thus the model can only rely on the unique
token which do not have any semantic information.
We try to add codebook in RQ-VAE to increase the
length of semantic identifiers and we observe that
the retrieval performance fluctuates only slightly,
as shown in Table 7. This demonstrates the effec-
tiveness of the semantic identifiers and the stability
of the retrieval model. Considering that too long
semantic identifiers lead to lower codebook utiliza-
tion and increased decoding steps, we only use four
tokens. It is worth noting that retrieval performance
exceeds the baseline in all settings, despite varying
the length and size of the identifiers.

H Codebook Dimension

We further explored the codebook dimension by
keeping the number of clustering centers at 128 and
conducting experiments on Flickr30k, as shown in
Table 11. We note that large dimensions not only
make the samples sparse and affect the distance
discrimination, but also may introduce more noise
and affect the model learning semantics. And small
dimensions will reduce the learning ability of code-
book and make it difficult to revert the data features.
Note that these parameter settings are beneficial for
this experiment, and there may be some mathemat-
ical connection between them, which future work
could explore more to help determine the best pa-
rameters for different datasets.
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Table 8: Ablation Study on Text-to-Audio/Video retrieval task.

Setting
Clotho AudioCaps

R@1 R@5 R@10 MRR@10 R@1 R@5 R@10 MRR@10

w/o consistency loss 44.51 68.76 74.56 49.87 47.86 76.74 83.89 57.68
w/o fusion strategy 43.44 66.15 73.03 48.92 46.04 76.96 82.21 55.01

w/o K-Means 45.81 69.31 74.05 51.59 47.21 77.11 85.19 52.88
w/o RQ-VAE 44.39 68.91 75.11 49.51 44.94 73.27 82.45 50.34

CART 46.4 70.6 76.0 52.3 49.8 79.8 86.8 62.0

Setting
MSR-VTT MSVD

R@1 R@5 R@10 MRR@10 R@1 R@5 R@10 MRR@10

w/o consistency loss 51.5 75.1 82.7 61.53 61.19 87.16 92.38 72.03
w/o fusion strategy 48.4 70.3 80.5 56.38 60.75 86.57 91.64 71.71

w/o K-Means 50.1 73.1 80.9 59.79 61.04 85.52 91.34 71.69
w/o RQ-VAE 46.5 70.1 78.9 56.62 58.95 82.98 87.91 68.65

CART 52.6 75.4 84.2 61.77 63.58 87.91 92.84 73.59

Table 9: Ablation Study on MS-COCO.

Setting R@1 R@5 R@10 MRR@10

w/o consistency loss 49.86 75.69 83.73 60.02
w/o fusion strategy 43.41 69.27 79.12 54.34

w/o K-Means 48.11 74.87 84.08 59.53
w/o RQ-VAE 51.03 76.94 84.97 62.12

CART 52.42 77.53 86.11 63.19

Table 10: Results with different number of decoder
layers.

Layers R@1 R@5 R@10 MRR@10

1 79.48 94.66 97.02 85.96
2 82.52 95.86 98.04 88.31
3 81.78 96.14 98.38 88.04
4 73.18 92.66 96.61 81.62
5 67.32 92.22 96.54 77.86

Table 11: Results for different settings of codebook
dimension.

Dimensions R@1 R@5 R@10 MRR@10

32 77.84 93.62 96.58 84.66
64 81.78 96.14 98.38 88.04
128 79.88 94.52 97.02 85.91
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