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Abstract

The rapid advancement of large language mod-
els (LLMs) in recent years has made it fea-
sible to establish domain-specific LLMs for
specialized fields. However, in practical devel-
opment, acquiring domain-specific knowledge
often requires a significant amount of profes-
sional expert manpower. Moreover, even when
domain-specific data is available, the lack of
a unified methodology for benchmark dataset
establishment often results in uneven data dis-
tribution. This imbalance can lead to an inac-
curate assessment of the true model capabili-
ties during the evaluation of domain-specific
LLMs. To address these challenges, we intro-
duce SDBench, a generic framework for gen-
erating evaluation datasets for domain-specific
LLMs. This method is also applicable for es-
tablishing the LLM instruction datasets. It sig-
nificantly reduces the reliance on expert man-
power while ensuring that the collected data
is uniformly distributed. To validate the effec-
tiveness of this framework, we also present the
BridgeBench, a novel benchmark for bridge
engineering knowledge, and the BridgeGPT,
the first LLM specialized in bridge engineering,
which can solve bridge engineering tasks.

1 Introduction

With the widespread adoption and impact of GPT-
3 (Brown et al., 2020), Large Language Mod-
els (LLMs) have witnessed remarkable advance-
ment in recent years. New models such as
Llama3 (Touvron et al., 2023), Qwen2.5 (Yang
et al., 2024), GPT-4 (Achiam et al., 2023),
Claude3 (Anthropic, 2024) and Deepseek-R1 (Guo
et al., 2025) continue to achieve state-of-the-art
performance across various benchmarks. However,
current LLMs, primarily trained on public knowl-
edge corpus, often fail to meet the requirements
of domain experts who work with private offline
knowledge. Moreover, deploying domain-specific
LLM typically necessitates on-premise model de-

ployment. Hence, training and deploying domain-
specific LLM with fewer parameter counts remain a
more viable solution for numerous domain experts.

During the early years of domain-specific
applications, Retrieval-Augmented Generation
(RAG) (Lewis et al., 2020) emerged as an efficient
approach among researchers to ensure response ac-
curacy. In recent years, with the diversification of
domain applications and the maturation of LLMs,
retraining domain-specific LLMs has become an-
other viable option. Current domain-specific LLMs
have achieved notable success primarily in some
domains, such as biology, healthcare, geography,
etc. These domain-specific LLMs benefit from ded-
icated research organizations that maintain well-
structured knowledge architectures and systemat-
ically organized datasets, with substantial contri-
butions from a large number of domain experts.
The majority of these datasets are publicly acces-
sible through the internet resources. Based on
well-structured knowledge, recent work such as
OceanGPT (Bi et al., 2023) has proposed a fea-
sible workflow for constructing domain-specific
LLMs. This involves defining the domain knowl-
edge architecture through expert panels, creating
datasets with the collaboration of experts and data
engineers, and ultimately generating correspond-
ing instruction datasets (Ocean Instruction Dataset)
and benchmark datasets (OceanBench) for training
and evaluation.

However, the development of a novel domain-
specific large language model presents significant
challenges. First, Unlike the domains mentioned
above, the vast majority of domain knowledge
lacks long-term maintained knowledge architec-
tures and publicly available corresponding datasets.
This results in existing datasets often being incom-
plete and unevenly distributed, making it challeng-
ing to train a new domain-specific LLM. Second,
most domains lack a community of experts. Or-
ganizing a large group of experts to define do-
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main knowledge architectures and evaluate domain-
specific models requires significant human and
financial resources, which can significantly slow
down the process of domain knowledge construc-
tion. Moreover, although in the current work,
OceanBench (Bi et al., 2023) introduces the LLMs
as an auxiliary tool to reduce the reliance on expert
involvement, causing its benchmark evaluation sys-
tem to primarily focus on natural language capabil-
ities such as analysis, judgment, and classification,
rather than the domain-specific knowledge itself.

To address the challenges above, we propose
SDBench, a generic framework for constructing
domain-specific LLM benchmarks that leverages
survey papers as a substitute for expert involvement.
This method is equally applicable to building in-
struction datasets. Domain surveys, meticulously
curated and synthesized by domain experts, are
characterized by their comprehensive coverage and
timely updates, ensuring both depth and relevance
in their respective domains. By using these sur-
veys in combination with LLMs, we have almost
replaced the need for extensive expert involvement.
Furthermore, the benchmark established through
surveys can effectively alleviate the data distribu-
tion imbalance issues present in previous works.

To validate the effectiveness and reliability of our
approach, we introduce a case study: BridgeBench
and BridgeGPT, the first benchmark and LLM
specifically designed for bridge engineering.
Bridge engineering, one of the most complex do-
mains in civil engineering, requires dedicated pro-
fessional expertise for the construction, mainte-
nance, and operation of bridges. The knowledge
architecture of bridge engineering is notably ex-
tensive and complex, making it challenging for
any single expert to comprehend all aspects of the
complete lifecycle of a bridge. Through evaluation
using BridgeBench, we not only demonstrated the
domain expertise in bridge engineering tasks of
BridgeGPT but also validated the efficacy of our
entire methodological pipeline.

The contributions can be summarized as follows:

• We propose SDBench, a novel generic frame-
work for training and evaluating domain-
specific LLMs. This methodology signifi-
cantly reduces the dependency on domain ex-
perts and data engineering resources while
maintaining cross-domain applicability and
scalability.

• We introduce BridgeGPT, the first LLM

specifically designed for bridge engineering.
The model demonstrates exceptional domain
expertise by handling bridge professional
knowledge queries.

• We conduct comprehensive experiments vali-
dating the complete methodological pipeline
from SDBench to construct BridgeBench and
BridgeGPT.

2 Related Work

LLM Benchmarking. In recent years, researchers
have focused on quantifying the various capabil-
ities of LLMs. The evaluation methods can be
categorized into two main approaches. (1) New al-
gorithms and metrics. Yin et al. (2024); Zhong et al.
(2024); Wang et al. (2024c); Dugan et al. (2024)
have proposed novel methodologies to assess the
knowledge boundaries of LLMs, enabling more
accurate judgments of the text generated by these
models. Zhang et al. (2024b); Fan et al. (2024);
Hashemi et al. (2024); Wang et al. (2024b) have
focused on developing methods to assess the rea-
soning and generative capabilities of LLMs. (2)
Introduce domain-specific evaluation datasets. Li
et al. (2024b); He et al. (2024); Krumdick et al.
(2024); Li et al. (2024a); Chen et al. (2024b,a);
Zheng et al. (2024) involves the creation of special-
ized datasets such as math, finance, news and other
specific domains. Zhang et al. (2024a) designed a
dataset specifically to test the ability of LLMs to
handle ambiguity. Bai et al. (2024) introduced a
dataset focused on long-text comprehension. Ren
et al. (2024) developed a dataset to evaluate the
value alignment of LLMs. SDBench proposed in
this paper also falls within this category.

Domain-specific LLM. There have been sev-
eral related works on domain-specific large models
based on professional knowledge, as mentioned in
the introduction. Examples of such models include:
BioGPT (Luo et al., 2022), designed for solv-
ing biomedical problems; ProtLLM (Zhuo et al.,
2024), used for protein prediction and generation;
MedGPT (Kraljevic et al., 2021), capable of pre-
dicting and generating potential medical events;
ChiMed-GPT (Tian et al., 2023), trained on tradi-
tional Chinese medicine contexts to provide accu-
rate medical diagnostic solutions; GeoGPT (Zhang
et al., 2023), utilized for analyzing geographical
data; K2 (Deng et al., 2024), a large-scale geo-
graphical knowledge model trained on the GeoSig-
nal database; and OceanGPT (Bi et al., 2023),
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trained on ocean knowledge bases to address ocean-
related tasks. Unlike previous work, we addressed
management demands from a real-world bridge
and trained BridgeGPT, the first LLM specifically
designed for the bridge engineering domain, based
on a comprehensive bridge corpus.

3 SDBench

In this section, we present the development process
of SDBench. With input from only 1-2 domain ex-
perts to define the scope of the domain and survey
relevant literature, this method can automatically
generate a domain knowledge architecture and a
benchmark dataset (Section 3.1). Furthermore, by
repeating the dataset generation process (Section
3.2), it can also construct an instruction dataset
tailored to the domain.

3.1 Survey-based Domain Architecture
Construction

This subsection will generate a detailed, multi-level
architecture for domain knowledge. As illustrated
in Figure 1, we have developed a domain knowl-
edge architecture through the following four steps:

1. Establish Basic Outline. The expert defines a
domain knowledge outline consisting of first-
level headings, with the number limited to no
more than ten, and identifies recent survey
papers based on the knowledge outline.

2. Enrich Knowledge Outline. Using an LLM
to generate sub-level headings based on the
initial outline from the first step, thereby ex-
panding the domain knowledge architecture.

3. Survey-based Architecture Update. First, uti-
lize an LLM to summarize survey papers and
generate a survey outline. Then, selectively
integrate these survey outlines into the domain
knowledge architecture using the LLM.

4. Domain Expert Investigation. Use an LLM
to determine whether the sections of the sur-
vey outline fall within the scope of the parent
headings. If a section does not align with the
parent heading, it is excluded. This step can
optionally incorporate expert review for qual-
ity control.

This method is analogous to the construction of
knowledge graphs in prior work. By using the ca-
pabilities of survey papers, we significantly reduce

manual effort, achieving an almost fully automated
process for building knowledge architectures.

3.2 Establishment of Benchmark Dataset

This subsection will ultimately generate a uni-
formly distributed, domain-specific benchmark
dataset. To construct the high-quality bench-
mark dataset, we follow the methodology outlined
in OceanGPT (Bi et al., 2023) and K2 (Deng
et al., 2024), utilizing a LLM to extract question-
answer (QA) pairs from the domain-specific corpus.
Whereas, we have optimized the data cleaning and
augmentation steps by introducing an additional
data classification phase, as illustrated in Figure 1.

1. Generate QA Pairs. Use an LLM (offline
LLM for private data) to generate QA pairs
that align with the content of the base domain
corpus.

2. Classify QA Pairs. Employ the LLM to
classify the QA pairs into the correspond-
ing lowest-level subheadings of the domain
knowledge architecture. This classification
can be performed iteratively based on the
heading levels.

3. Decompose QA Pairs. Use the LLM to de-
compose QA pairs into true/false questions
and multiple-choice questions.

4. Review and Expand Data. Review the data
volume under each lowest-level subheading.
Perform data augmentation for subheadings
with insufficient data. This step ensures that
the data is uniformly distributed across all
categories

5. Investigate and Refine the Dataset. Conduct
a investigation of the dataset using an LLM.
Additionally, expert sampling can be option-
ally employed to control the overall quality of
the dataset, though this step is not mandatory.

By repeating the above steps, a domain-specific
benchmark dataset can be rapidly generated. If
this method is applied to a larger domain corpus,
the output dataset can also serve as an instruction
dataset for training domain-specific models. If an
instruction dataset needs to be generated simulta-
neously, the dataset must be partitioned to prevent
overlap with the benchmark dataset.
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Figure 1: Overview of SDBench, For the top-left, an LLM is employed to integrate current domain surveys,
enabling the rapid construction of a domain knowledge architecture with minimal expert manpower. Below, the
LLM is utilized to systematically generate a domain benchmark dataset based on the established domain knowledge
architecture. This method can also be applied to generate instruction datasets. For the top-right, the datasets
generated by SDBench can be utilized for domain-specific LLM training and evaluation.
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Figure 2: Overview of BridgeGPT.

4 Case Study: BridgeBench and
BridgeGPT

This section introduces BridgeBench and
BridgeGPT as a case study, systematically
implementing the SDBench methodology from
benchmark design to model construction. Through
this comprehensive implementation, we aim
to validate the feasibility and reliability of the
SDBench approach.

The development of BridgeGPT was motivated
by practical engineering requirements from a real-
world sea-crossing bridge infrastructure. Given the
increasing complexity of bridge management and
human resource constraints, the bridge administra-
tion authorities sought to use LLMs to optimize
core operational processes, including personnel
training, report analysis, and operational assess-
ment.

As illustrated in Figure 2, the development
of BridgeGPT follows a systematic multi-stage
pipeline: (1) construction of a specialized bridge
engineering knowledge corpus; (2) development
of the BridgeBench dataset via the SDBench; (3)
model training (including continual pre-training
and fine-tuning) and evaluation.

4.1 Bridge Corpus

The basic task of developing a domain-specific
LLM is establishing a high-quality domain corpus.
For the bridge engineering domain, we constructed
a diverse corpus from multiple sources: primarily
40,070 open-access publications from civil engi-
neering, comprising 38,700 English articles and
1,370 Chinese articles. This was supplemented
with publicly accessible web resources, including
Bridge-related Wikipedia entries. Additionally, to
meet specific engineering requirements, we incor-
porated private data from the target sea-crossing
bridge project, including engineering standards and
maintenance knowledge bases.

We employed MinerU (Wang et al., 2024a) to
convert various resources into plain text format. To
ensure data quality, based on prior experience, we
filter out non-essential elements such as author in-
formation, headers, footers, and references, while
also removing empty lines and other non-textual
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1 Bridge Exploration
2 Bridge Design
3 Bridge Construction
4 Bridge Maintenance
...
4.3 Maintenance Management

...
4.3.3 Information Management

...
[New]4.3.4 Application of Intelligent Technologies

4.3.4.1 Unmanned Aerial Vehicle (UAV) Inspection Technology
4.3.4.2 Artificial Intelligence-Based Defect Diagnosis
4.3.4.3 Internet of Things (IoT)-Enabled Health Monitoring
4.3.4.4 Intelligent Maintenance Robots

Survey
Papers

Review of Bridge SHM
... Aided by ... AI

Figure 3: An example for knowledge architecture update
by survey.

features. Notably, due to the significant knowl-
edge overlap between bridge engineering and civil
engineering, the bridge corpus incorporates rele-
vant civil engineering knowledge. This compre-
hensive corpus was subsequently utilized for the
pre-training stage.

4.2 Bridge Knowledge Architecture
Following the methodology outlined in Section 3.1,
we constructed a knowledge architecture for the
bridge engineering domain. We entrust only one
expert to identify four major categories of bridge
engineering: bridge exploration, bridge design,
bridge construction, and bridge maintenance based
on the full lifecycle of bridges. And, a collection
of 50 bridge survey papers in bridge engineering
has been curated by the expert. Each survey, pro-
cessed by MinerU, is summarized in an outline by
an LLM.

To build the initial knowledge architecture, we
first prompted an LLM to generate the structure
without inputting any survey data. Then, we iter-
atively refined and expanded the architecture by
incorporating a survey outline from the selected
survey papers. Finally, we have generated a knowl-
edge architecture for bridge engineering, consist-
ing of 4 first-level headings, 12 second-level head-
ings, 41 third-level headings, and 272 fourth-level
headings. This architecture has been reviewed by
a panel of experts and is deemed reasonable by
bridge engineering specialists. The detailed knowl-
edge framework is available in our code repository.
The prompt used for generating the knowledge ar-
chitecture is provided in Appendix Table 4.

A demonstration of integrating a survey into the
knowledge architecture is illustrated in Figure 3.
We use this paper (Sun et al., 2020) as an example,
which is a survey discussing the application of deep
learning methods in the domain of bridge mainte-
nance. For a simplified architecture establishment

algorithmic workflow, please refer to Algorithm 1.
Through the SDBench, it is summarized and in-
serted into the overall architecture as a three-level
subheading.

Algorithm 1
Survey-based Architecture Construction for Bridge
Input: Survey Paper Set S = {S1, S2, ..., Sn}
Output: Domain-specific knowledge architecture
D = {D1, D1.1, ..., Dp.q.h.k}

1: Expert→ Dinit = {D1, D2, D3, D4}
2: LLM → Dextra + Dinit → D

→

3: while Si = True do
4: LLM → Si → S

→
i ω where S

→
means

outline of the survey paper.
5: S

→
i → LLM → Dextra

6: Dextra → LLM → D
→

7: end while
8: D↑ D

→

9: return D

4.3 BridgeBench
We constructed BridgeBench following the method-
ology introduced in Section 3.2. Before inputting
the basic bridge corpus into the LLM, we per-
formed text segmentation. Through experimenta-
tion, we determined that a segment length of 2,000
tokens is optimal for enabling the LLM to extract
more QA pairs. Shorter text may result in seman-
tically incomplete, while longer text may lead to
information being overlooked by the LLM. Then,
these segmented paragraphs were fed into an LLM
to summarize and generate QA pairs (offline model
for private datasets).

Next, we classified the generated questions to
ensure they fall within the bridge engineering do-
main and assigned them to one of four subcat-
egories. After classification, we further diversi-
fied the QA pairs by transforming them into 3-5
multiple-choice and true/false questions using an
LLM (offline model for private datasets).

Finally, after a comprehensive review by an
LLM, we obtain the BridgeBench dataset. This
review ensured the compliance of the content and
assessed the distribution of the evaluation dataset.
We specifically supplemented the categories that
have fewer data samples to ensure a balanced and
uniform distribution across the dataset.

As mentioned earlier, this method can also con-
struct an instruction dataset for fine-tuning. We
finally established a dataset with around 150,000
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Category Objective Subjective
Bridge Exploration 2567 690
Bridge Design 2747 780
Bridge Construction 2143 620
Bridge Maintenance 2964 630

Table 1: BridgeBench samples for each first heading.

samples. And, currently, we selected more than
13,000 samples (around 8% of the total dataset)
to serve as the BridgeBench dataset. Each fourth-
level category contains an average of 16 questions,
comprising 4 subjective and 12 objective questions.
In the current version, 75% of the questions are in
Chinese, while the remaining 25% are in English.
The ratio of Chinese to English questions can be
adjusted based on specific requirements. Data dis-
tribution of the second-level heading is shown in
Table 1. The algorithmic workflow for establish-
ing BridgeBench can be referred to in Algorithm 2.
The prompts used in this section are detailed in
Appendix Table 4.

Algorithm 2 BridgeBench Dataset Establishment
Input: Bridge Corpus C,
Domain-specific knowledge architecture D =
{D1, D1.1, ..., Dp.q.h.k}
Output: Benchmark Dataset B, Instruction
Dataset I

1: Segmentation: C → C = {C1, C2, ..., Cn}
2: while Ci = True do
3: Extraction: Ci → LLM → QAi

4: Classification: QAi → LLM → Dp.q.h.k

5: Decomposition: QAi → Obji ω where
Obji means objective question.

6: if Dp.q.h.k < tmp then
7: Expending: LLM → QAi →

Dp.q.h.k

8: end if
9: end while

10: B ↑ D ↓ 8%
11: I ↑ D ↔B
12: return B and I

5 Experiment

5.1 Implementation Details

Implementation of SDBench via BridgeBench:
For the online LLM components in SDBench, we
employed Deepseek-V3, while Qwen2.5-72B/14B-
Insturct served as our offline models.

Implementation of BridgeGPT: We selected
Qwen2.5-7B-Instruct as the training baseline.
We employ Qwen2.5-7B-Instruct and Llama-8B-
Instruct as comparative models for BridgeGPT. For
the continual pre-training stage and fine-tuning
stage, we trained BridgeGPT with four NVIDIA
TESLA A800 80G GPUs, 1e-6 learning rate, and
5 epochs. The fine-tuning method is LoRA (Hu
et al., 2021).

Humen power of BridgeBench: For the entire
development of BridgeGPT and BridgeBench, we
only involved two experts from the bridge engineer-
ing domain: a Ph.D. and a professor. The Ph.D.
primarily focused on collecting and reviewing sur-
veys to construct the knowledge framework, while
the professor established the initial knowledge do-
main classification and provided invaluable advice
for BridgeGPT.

Cost of BridgeGPT: The construction of
BridgeBench incurred a cost of approximately 2
million tokens, while the fine-tuning dataset for
BridgeGPT required around 18 million tokens.

Efficiency of SDBench: The efficiency and au-
tomation costs associated with SDBench are influ-
enced by the choice of LLM agent. For instance,
utilizing Deepseek-V3, as in this study, with a
single-concurrent agent API rate of 20-50 tokens
per second, the generation of the BridgeGPT fine-
tuning dataset was completed in about 15 days.

5.2 Result of SDBench via BridgeBench
Overall result for BridgeBench. Table 2
presents the accuracy of objective questions in
BridgeBench, across various publicly available
models. The observed accuracy trends align with
the general-purpose capabilities described in the
technical reports of these models, demonstrating
that BridgeBench, generated by SDBench, pos-
sesses a strong reference value. At the 32B and
70B levels, Qwen2.5-32B achieves the highest per-
formance. According to the Qwen2.5 Technical
Report (Yang et al., 2024), the 32B version ex-
hibits superior comprehension capabilities com-
pared to the 72B version, giving it an advantage
in answering objective questions. Among com-
mercial models, GPT-4o delivers the best results,
which is consistent with practical usage experi-
ences. Claude3.5-Sonnet performs between GPT-
4o and GPT-4, falling within a reasonable range.
We speculate that its corpus in the bridge engineer-
ing domain may be slightly smaller than that of
GPT-4o.
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Commercial Model (1) Acc. (2) Acc. (3) Acc. (4) Acc. Total Acc.
GPT-3.5 89.471% 91.65% 89.448% 90.149% 90.18%
GPT-4 90.254% 91.748% 91.629% 91.788% 91.35%
GPT-4o 94.787% 93.784% 95.657% 95.674% 94.98%
Claude3.5-Sonnet 93.127% 92.144% 92.147% 93.21% 92.66%
Open-Source Model
DeepSeek-R1-Distill-Llama-8B 89.647% 91.245% 90.647% 91.146% 90.67%
Qwen2.5-32B 95.67% 93.805% 94.795% 95.165% 94.86%
DeepSeek-R1-Distill-Qwen-32B 93.784% 92.397% 94.856% 94.632% 93.92%
Qwen2.5-72B 94.155% 94.175% 92.37% 94.085% 93.70%
Llama3-70B 87.64% 89.657% 90.784% 89.147% 89.31%
Qwen2.5-7B 90.398% 91.267% 89.471% 90.746% 90.47%
Llama3-8B 91.76% 89.688% 90.524% 88.269% 90.06%
BridgeGPT-7B (Ours) 92.374% 91.266% 93.787% 93.774% 92.80%

Table 2: The accuracy of various LLMs in answering objective questions from each subset of BridgeBench. (1)
Bridge Exploration, (2) Bridge Design, (3) Bridge Construction, (4) Bridge Maintenance.

Open-source Models Acc.
Qwen2.5-7B 67.50%
Qwen2.5-32B 71.20%
Qwen2.5-72B 75.70%
Llama3-8B 62.71%
Llama3-70B 71.20%
DeepSeek-R1-Distill-Llama-8B 59.59%
DeepSeek-R1-Distill-Qwen-32B 62.50%
Commercial Models Acc.
GPT-3.5 70.70%
GPT-4 74.70%
GPT-4o 80.90%
Claude3.5 Sonnet 76.21%
DeepSeek-V3 83.65%
Ours Acc.
BridgeGPT-7B 74.80%

Table 3: Comparison of performance among different
models on challenging questions subset in bridge engi-
neering.

Discussion for first-level headings for SD-
Bench. In Section 3.1, we limit the first-level
headings to no more than then, which is based
on our study of well-structured knowledge do-
mains. We found that effectively organized do-
main knowledge frameworks typically maintain a
limited number of first-level headings. For exam-
ple, Wikipedia’s mathematics section (Wikipedia
contributors, 2025) contains 8 first-level headings.
More complex knowledge domains typically ex-
pand through second-level headings, which we did
not restrict in our approach.

Discussion for BridgeBench Consistency. We

first evaluate the consistency of BridgeBench un-
der the fourth heading classification. To ensure
a thorough assessment, human experts were fully
familiarized with BridgeBench, and 10% of the
questions were randomly sampled for expert eval-
uation. The experts identified potential errors be-
tween the samples and their classifications. The
final Inter-Annotator Agreement (IAA) score was
0.8421, demonstrating the dataset’s consistency
and validating the effectiveness of the knowledge
architecture in BridgeBench.

Additionally, we tested the IAA scores across
different classification levels. The IAA scores fell
below 0.5 for classifications restricted to either first
or second-level headings, as well as for fifth-level
heading classifications, making them inadequate
as definitive classification standards. For instance,
we observed an issue with the question "Seismic
Design of Bridges", which could belong to both
"Bridge Design" and "Bridge Construction." If the
classification criteria are too high-level, misclassi-
fications can easily occur, leading to insufficient
consistency. On the other hand, overly granular
subheadings struggle to cover the entire knowledge
scope effectively. Therefore, we decided to divide
the bridge knowledge architecture into four levels.

Discussion for the Difficulty of BridgeBench.
BridgeBench serves as a comprehensive evalua-
tion dataset, encompassing extensive bridge do-
main knowledge and covering a wide spectrum of
question-answering difficulty levels. We consider
that benchmarks with a certain level of inherent
difficulty are more effective in significantly differ-
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(a) Bridge Exploration (b) Bridge Design (c) Bridge Construction (d) Bridge Maintenance

Figure 4: Evaluation result of BridgeGPT in the subjective questions answering of BridgeBench.

•Win :Tie

BridgeGPT wi. RAG 
vs BridgeGPT wo. RAG 
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Bridg_eGPT wi: RAG 
vs Qwen2.5-7B wi. RAG 

Brid eGPTwi RAG
vs QwenZ.5-? 7B wo. RAG 

Figure 5: Evaluation result for BridgeGPT wi./wo.
RAG, competed with Qwen2.5-7B-Instruct.

entiating model capabilities.
To this end, a challenging subset, including 60

multiple-choice questions and 40 true/false ques-
tions, is curated to specifically evaluate challenging
problems within this field. This subset is based
on topics highlighted as particularly complex in
book (Chen and Duan, 2014), namely bridge load-
ing and structural mechanics.

The results of this subset are shown in Table. 3
which reveals that challenging questions effectively
differentiate model capabilities, and BridgeGPT
improves performance by 7.3% and 12.09% com-
pared to the same-sized Qwen2.5-7B and Llama3-
8B, respectively. The above results demonstrate
that our method also shows significant effective-
ness on complex domain-specific problems.

5.3 Result of BridgeGPT

Overall result for BridgeGPT. Table.2 demon-
strates the performance of BridgeGPT in answer-
ing objective questions. As shown, BridgeGPT ex-
hibits a clear advantage over its base model, Qwen-
7B-Instruct, when addressing bridge engineering-
related problems. For evaluating subjective
question responses, we adopt the evaluation
methodology for subjective tasks proposed in the
OceanGPT (Bi et al., 2023), utilizing an LLM (we
employ Deepseek-V3 as the evaluator) to assess
the quality of answers generated by different mod-

els. Win indicates that a model’s response demon-
strates a clear advantage in domain-specific exper-
tise, while Tie signifies that there is no significant
difference between the models’ responses, with
each exhibiting its own strengths. In Figure 4,
BridgeGPT demonstrates a significant advantage
over Qwen2.5-7B in answering subjective ques-
tions, outperforming it across each four knowledge
categories of bridge engineering. Additionally,
BridgeGPT maintains its superiority over Llama.
BridgeGPT demonstrates strong expertise in re-
sponding to bridge engineering queries, with de-
tailed answers provided in the Appendix Table 5.
Output answers from Qwen2.5-7B and Llama3-8B
are provided in the Appendix Table 7.

Evaluation and Discussion for RAG. We also
evaluated the impact of RAG on BridgeGPT. For
this experiment, we prepared a RAG dataset con-
taining private data related to bridge maintenance
and selected 30 subjective questions based on this
dataset.

Figure 5 compares the performance of
BridgeGPT with and without RAG against
Qwen2.5-7B-Instruct. The results demonstrate
that BridgeGPT, when combined with RAG,
provides highly professional and accurate solutions
to bridge engineering problems, showcasing
significant potential for engineering applications.
Detailed answers of BridgeGPT with RAG are
provided in the Appendix Table 6.

5.4 Future Work

During the internal deployment and application,
the BridgeGPT has been fully tested by bridge en-
gineering professionals, who have also provided
valuable suggestions for improvement. Based on
their feedback, we plan to further refine both SD-
Bench and BridgeGPT in subsequent work.

First, with the recent open-source release of high-
quality LLMs, we will refine the BridgeGPT based
on the larger and more intelligent LLMs, particu-
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larly in enabling deeper reasoning and analytical
thinking.

Second, integrating the multimodal ability into
BridgeGPT will be a key focus of our future devel-
opment efforts, including sensor data from devices
such as displacement meters, IMUs (Inertial Mea-
surement Units), and GNSS (Global Navigation
Satellite Systems), as well as multimedia data such
as videos, audio recordings, and images during
bridge maintenance and operations.

6 Conclusion

In this paper, we introduce SDBench, a framework
for generating benchmark datasets for domain-
specific LLMs. This method can also be used
to generate instruction datasets for LLM train-
ing. To validate the effectiveness of this frame-
work, we present the BridgeBench, a novel bench-
mark for bridge engineering knowledge, and the
BridgeGPT, the first LLM specialized in bridge
engineering, which serves as an expert for bridge
engineering tasks. Experimental results demon-
strate that this framework enables the construction
of high-quality, uniformly distributed training data
for domain-specific knowledge and the establish-
ment of a reliable, consistent, and robust evaluation
system. Furthermore, BridgeGPT shows high-level
expertise in the bridge engineering domain and
exhibits the ability to solve practical engineering
problems. We will open-source BridgeGPT in the
future.

Limitation

SDBench has addressed several critical issues
present in prior work, such as data distribution
imbalance and uneven data coverage across the
training and evaluation stages, while significantly
reducing the reliance on expert labor. However,
SDBench still lacks the capability to automatically
control the quality of domain-specific corpus used
for the pre-training stage, which currently requires
expert intervention for quality assurance. Addi-
tionally, SDBench does not support multimodal
evaluation capabilities, which significantly lim-
its the scope of bridge engineering problems that
BridgeGPT can effectively address.

For BridgeGPT, the first version was tailored to
address the engineering needs of the target admin-
istration, with a focus on enhancing its Chinese
response capabilities during fine-tuning. We plan
to enhance its English response capabilities in fu-

ture versions.
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Appendix

Prompt for QA pairs generation:
Assuming you are an expert in the field of bridge engineering, please generate
a QA pair based on the provided text, with the following format requirements:
Q: What are the main factors that affect the selection of bridge pile foundation
construction?
A: The main factors that affect the selection of bridge pile foundation
construction include the following aspects: firstly, geological conditions,
the geological structure, soil properties, groundwater conditions, etc. of the
construction area will directly affect the form and construction difficulty
of the pile foundation. Secondly, the structural requirements of the bridge,
including load size, structural type, and span, will put forward different
requirements for the design and construction of the pile foundation. Thirdly,
for construction equipment and technology, the construction party needs to
choose suitable pile foundation construction technology according to the site
conditions and construction technical capabilities, such as bored pile, pile
sinking method, etc.

Prompt for Generating objective questions through QA pairs:
You are an expert in the field of bridge engineering. Please generate
multiple-choice and true or false questions based on the provided QA. Each
question should have a corresponding answer. After generation, please check
whether these generated questions are correct. If they are not correct, please
make modifications.

Prompt for QA classification:
You are an expert in the field of bridge engineering. Now I have some QA pairs
that need to be analyzed and classified. Please check if the QA pairs provided
by the user match the directory. If they match, please output "match" directly.
If they do not match, please give your own suggestions.

Prompt for automatic evaluation using DeepSeek:
Please check if the following sentences contain rich bridge-related information.
If so, output "related". Otherwise, output "unrelated".
Sentences: With the development of the Internet of Things, artificial
intelligence, and big data analysis, the health monitoring of bridge structures
will increasingly adopt intelligent materials and technologies. For example,
sensors embedded in smart concrete or steel can monitor the structural status
in real-time.

Table 4: Prompt for Generate objective questions through QA pairs of SDBench
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Instruction: What are the system functions of the integrated facilities of the Hong Kong Zhuhai
Macao Bridge system?

BridgeGPT: 1.Data collection: - Structural subsystem: Real-time monitoring of
the structural health status of the bridge through various sensors
(such as stress sensors, strain sensors, etc.)- Traffic flow subsystem:
collects data on vehicle flow, speed, and driving paths to provide a
basis for traffic management and optimization.
2. Information exchange: - Data transmission: Real-time transmission
of data from various subsystems to the data center through high-speed
networks, achieving centralized management and analysis of data-
Information sharing: Ensure timely transmission and sharing of
information between subsystems to improve decision-making efficiency-
Collaborative work: With the support of system integration facilities,
different subsystems can work together to respond to unexpected
situations.
3. Internet of Things applications: Bridge monitoring system: Through
Internet of Things technology, real-time monitoring of stress, strain,
and other key parameters of bridges can be achieved, and potential
problems can be detected and warned in a timely manner- Fatigue
risk assessment: Based on historical data and current environmental
conditions, evaluate the fatigue life of bridges under different
loads and develop corresponding maintenance plans- Health Management
System: Utilizing big data analysis technology to comprehensively
monitor and manage the health of bridges, ensuring their long-term
stable operation.
4. Vehicle driving control: - Intelligent navigation system: provides
real-time navigation services for drivers, optimizes driving paths,
and reduces congestion- Speed limit and parking reminder: dynamically
adjust speed limits based on traffic flow and environmental conditions,
and issue parking reminders when necessary to ensure traffic safety-
Emergency response: In the event of a traffic accident or other
emergency situation, be able to quickly respond and take measures to
ensure personnel safety.
5. Navigation service function: - Real time update of traffic
information: Through map software and in the car navigation system,
real-time traffic information is provided to help drivers avoid
congested roads.

Table 5: Output for BirdgeGPT
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Instruction: What are the system functions of the integrated facilities of the Hong Kong Zhuhai
Macao Bridge system?

BridgeGPT
+ RAG:

The system integration has the following main functions:
1. Equipment integration management can monitor and control the
operation status of equipment in real-time through the equipment
centralized control platform and can perform cross-system linkage
control of equipment according to various control plans. It is
also possible to manage the maintenance and upkeep of equipment by
establishing electronic and full-life archives for various facilities
and equipment. The various system facilities included in integrated
management include: a monitoring system, ventilation system, fire
protection system, water supply and drainage system, power supply and
distribution system, lighting system, etc.
2. System redundancy: Computer management systems with servers
as the core are established in both the management center and the
monitoring station on the west artificial island. In order to improve
system performance and reliability, the system integration platform
is configured for hot standby in the West Artificial Island cluster,
and the management center is also equipped with an integrated platform.
The West Artificial Island and the management center form a disaster
recovery relationship. When a comprehensive disaster occurs on the
West Artificial Island, the management center activates its integrated
platform through manual intervention to continue providing services,
and the operations of management personnel are not affected.
3. The data storage disaster recovery management center and the
data storage system configured for monitoring can achieve real-time
synchronization of production data and backup data between the two
locations. Under normal circumstances, storing data in two locations
simultaneously is like virtualizing a set of storage for upper-level
application systems; When a system failure occurs in one location, the
other system independently assumes the data storage function. When
the failure is restored, the faulty system automatically synchronizes
and updates to the latest data.
4. Equipment tag management: Establish a device identification
management system based on RFID tags and QR code tags. Management
personnel can use handheld devices to read the device information
stored in the tags and enter the current device status information.
It is also possible to remotely query detailed information about
devices and facilities through wireless communication based on the
device ID stored in the tag, providing electronic means for equipment
inspection and maintenance management.
5. The system interconnection and integration platform has the
function of exchanging information with other management information
systems. The system can receive information from other information
systems, call corresponding plans based on the information content,
and send feedback information to the other party. This system can
also actively send alerts or queries to other information systems and
receive feedback information from them.

Table 6: Output for BirdgeGPT with RAG
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Instruction: What are the system functions of the integrated facilities of the Hong Kong Zhuhai
Macao Bridge system?

LLaMA3-
8B-
Instruct:

The system functions of the integrated facilities of the Hong
Kong Zhuhai Macao Bridge include: 1. Traffic management system:
responsible for managing and controlling the traffic flow of the
bridge, including traffic signal control, traffic monitoring, vehicle
detection, and other functions. 2. Communication system: Provides
efficient communication services, including wireless communication,
wired communication, broadcasting, and other functions. 3. Energy
Management System: Responsible for managing and controlling the
energy usage of the bridge, including functions such as power supply,
water supply, and gas supply. 4. Environmental monitoring system:
monitors and controls the environmental conditions around the bridge,
including air quality, water quality, acoustic environment, and other
functions. 5. Traffic Information Release System: Release traffic
information, including real-time traffic conditions, road conditions,
weather, and other information. 6. Intelligent transportation system:
Utilizing data analysis and artificial intelligence technology to
optimize traffic flow, and reduce congestion and accidents. 7.
Maintenance Management System: Responsible for the maintenance and
upkeep of the bridge, including preventive maintenance, emergency
repairs, and other functions. 8. Security Protection System: Provides
security protection services, including anti-theft, anti-robbery, and
other functions. 9. Integrated management system: responsible
for integrating and managing all system functions, providing
comprehensive and efficient management services.

Qwen2.5-
7B-
Instruct:

The integrated facilities of the Hong Kong Zhuhai Macao Bridge system
are an important component of the bridge, and its system functions
mainly include the following aspects: 1. Traffic monitoring system:
Through the installation of cameras, sensors and other devices on the
bridge, real-time monitoring of the traffic conditions on the bridge
deck, including traffic flow, speed, accidents, etc., is carried
out for timely traffic dispatch and management. 2. Meteorological
monitoring system: Real-time monitoring of meteorological conditions
in the bridge area, including wind speed, direction, temperature,
humidity, visibility, etc., providing meteorological data support for
the safe operation of the bridge. 3. Environmental monitoring system:
Monitor the environmental conditions of the bridge area, including
water quality, noise, air pollution, etc., to protect the local
ecological environment. 4. Emergency rescue system: Provide emergency
rescue services, including emergency call systems, rapid response
mechanisms for ambulances and fire trucks, etc., to ensure prompt
action in case of emergency. 5. Lighting control system: Automatically
adjust the lighting intensity and mode of the bridge according to
different time periods and weather conditions to ensure driving safety
at night or in adverse weather conditions. 6. Bridge health monitoring
system: By installing sensors in the bridge structure, real-time
monitoring of the structural status of the bridge, including stress,
displacement, vibration, etc., ensures the safety and durability of
the bridge.

Table 7: Output for LLaMA3-8B-Instruct and Qwen2.5-7B-Instruct
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