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Abstract

The massive user-generated content (UGC)
available in Chinese social media is giving
rise to the possibility of studying internet buz-
zwords. In this paper, we study if large lan-
guage models (LLMs) can generate accurate
definitions for these buzzwords based on UGC
as examples. Our work serves a threefold con-
tribution. First, we introduce CHEER, the first
dataset of Chinese internet buzzwords, each
annotated with a definition and relevant UGC.
Second, we propose a novel method, called
RESS, to effectively steer the comprehending
process of LLMs to produce more accurate buz-
zword definitions, mirroring the skills of hu-
man language learning. Third, with CHEER,
we benchmark the strengths and weaknesses
of various off-the-shelf definition generation
methods and our RESS. Our benchmark demon-
strates the effectiveness of RESS while reveal-
ing crucial shared challenges: over-reliance
on prior exposure, underdeveloped inferential
abilities, and difficulty identifying high-quality
UGC to facilitate comprehension. We believe
our work lays the groundwork for future ad-
vancements in LLM-based definition genera-
tion. Our dataset and code are available at
https://github.com/SCUNLP/Buzzword.

1 Introduction

Internet buzzwords emerge as newly coined terms
representing abstract concepts that may extend be-
yond their literal definitions (Malyuga and Rimmer,
2021), such as ‘& FE P (i.e., gutlessness fee). They
often rapidly gain popularity through social media
platforms and are amplified by user-generated con-
tent (UGC) such as posts and reviews (Liu et al.,
2020). However, their inherent abstractness cre-
ates ambiguity, presenting significant challenges
for human understanding without further explana-
tion (Tsur and Rappoport, 2015; Cornwall, 2007;
Malyuga and Rimmer, 2021; Huang et al., 2022).

*Correspondence to Wengiang Lei.
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Figure 1: Task Illustration: generating definitions for
Chinese buzzwords using UGC.

For instance, as illustrated in Figure 1, the Chinese
buzzword ‘&= FE %%’ is commonly used to reflect
user dissatisfaction with inadequate compensation
for their efforts, highlighting a feeling of being
undervalued rather than the literal meaning of ‘%
#&° which implies cowardice. Given the absence
of these terms in traditional dictionaries, online
UGC becomes a crucial resource for understanding
their meaning. Therefore, our task, as shown in
Figure 1, is to generate definitions for internet
buzzwords using UGC as illustrative examples,
bridging the gap between their widespread usage
and a precise understanding of their meaning.

Formally, our task falls under the category of
context-aware definition generation (Li et al., 2020;
Huang et al., 2021), which involves automatically
generating dictionary definitions by incorporating
both the target word and contextual information,
such as example sentences. While existing meth-
ods effectively learn to define common words us-
ing static training data (Mickus et al., 2019; Zheng
etal., 2021; Huang et al., 2021; Zhang et al., 2023),
they struggle with the dynamic nature of online
buzzwords, which emerge and disappear rapidly.
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Even advanced large language models (LLMs) ex-
hibit limitations with long-tail words (Wu et al.,
2024; Rodriguez-Betancourt and Casasola-Murillo,
2023), let alone newly coined buzzwords. There-
fore, effectively comprehending buzzwords re-
mains a significant challenge.

To substantiate our analysis, we construct a
dataset of CHinEsE internet buzzwoRds, called
CHEER, and evaluate the performance of existing
methods (cf. Section 3). The evaluation results
clearly demonstrate that existing methods, includ-
ing LL.M-based ones, struggle to accurately define
buzzwords. Therefore, leveraging UGC to imbue
LLMs with an understanding of rapidly evolving
buzzwords poses a significant challenge.

To tackle the challenge, we propose RESS to
steeR the comprEhending proceSS of LLM:s to pro-
duce buzzword definitions. By mimicking human
language acquisition, RESS codifies key compre-
hension skills into distinct aspects, prompting the
LLM to produce aspect-specific definition candi-
dates. These candidates are then integrated through
an ensemble process for a more nuanced and ac-
curate final definition, enriching the LLM’s under-
standing towards internet buzzwords.

To thoroughly evaluate the efficacy and limita-
tions of existing methods and RESS across various
LLM backbones, we establish a benchmark using
our curated dataset CHEER. Our results demon-
strate that RESS surpasses baseline performance,
achieving an average improvement of +2.51% in
semantic accuracy and +3.31% in semantic com-
pleteness' over the best baseline. Despite these
gains, the overall performance of all methods re-
mains suboptimal. Further analysis reveals key
challenges LLMs face in interpreting buzzwords
derived from UGC. Specifically, we identify an
overreliance on prior exposure to buzzwords? and a
limited capacity to infer the meaning of buzzwords,
hindering their ability to handle the dynamic na-
ture of internet buzzwords. Additionally, both the
volume and quality of UGC are critical factors in-
fluencing definition accuracy. However, obtaining
sufficient high-quality UGC without prior knowl-
edge of buzzword meanings remains a significant
challenge and warrants further research. We con-
clude our main contributions as follows.

* We call attention to the importance of generating

!Semantic completeness refers to a definition encompass-
ing all and only the relevant aspects of a word’s meaning.

*Performance is significantly reduced on unseen buz-
zwords compared to seen ones.

definitions for internet buzzwords using UGC, a
task of interest in socio- and psycholinguistics for
understanding the dynamics of online language.

¢ We introduce CHEER, the first Chinese buzzword
dataset of its kind, comprising over 1K entries,
each including a definition and a corresponding
set of UGC exemplifying contemporary usage.

* We propose a simple yet effective method, called
RESS, to effectively steer the comprehending pro-
cess of LLMs to produce buzzword definitions,
mirroring the skills of human language learning.

» Using CHEER, we benchmark existing methods
and our RESS for buzzword definition genera-
tion. Results demonstrate the effectiveness of
RESS while revealing a crucial shared challenge:
comprehending unseen buzzwords and leverag-
ing sufficient, high-quality UGC to facilitate this
comprehension. This benchmark underscores the
need for further research in these critical areas.

2 Related Work

Buzzwords Understanding. While the analysis of
buzzwords holds significant interest from a purely
linguistic (socio/psycho-) perspective (Fiasco and
Massarella, 2022; Qian et al., 2023; Mei et al.,
2024), however, their inherent abstractness cre-
ate their inherent ambiguity, posing substantial
challenges for both Natural Language Processing
(NLP) systems and human comprehension (Tsur
and Rappoport, 2015; Cornwall, 2007; Malyuga
and Rimmer, 2021). The rapid emergence of new
buzzwords and their absence from traditional dictio-
naries further compound these challenges, making
it difficult to interpret their meaning without addi-
tional context (Huang et al., 2022). To this end, we
closely revolve around Chinese buzzwords and, for
the first time, introduce a novel method for auto-
matically understanding and generating definitions
based on UGC as example sentences. Furthermore,
we present dataset CHEER to benchmark existing
methods and illuminate the challenges inherent in
buzzword definition generation.

Context-aware Definition Generation. Definition
generation aims to automatically generate dictio-
nary definitions for words (Noraset et al., 2017; Yin
and Skiena, 2023), assisting the construction of dic-
tionaries. Unlike non-context definition generation
methods that rely solely on the word itself (Zheng
et al., 2021; Yang et al., 2020), context-aware def-
inition generation methods incorporate additional
context information, such as example sentences
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# Buzzwords 1127.0
# UGC (Example Sentences) 34607.0
Avg. #examples per buzzword 30.7
Avg. length of description per buzzword | 262.5
Avg. length of definition per buzzword 50.0
Avg. length of examples per buzzword 85.4

Table 1: Data statistics of CHEER

(Ishiwatari et al., 2019; Li et al., 2020; Huang et al.,
2021; Mei et al., 2024) and definitional information
(Huang et al., 2022). This contextual input assists
in disambiguating word senses, leading to more ac-
curate and nuanced definitions. However, the rapid
evolution of buzzwords limits the effectiveness of
existing methods, even those specifically designed
for unfamiliar words and slang (Ishiwatari et al.,
2019; Pei et al., 2019; Sun et al., 2022; Mei et al.,
2024). This limitation stems from their reliance on
static training datasets and rote memorization of
definitions (cf. Section 5.2).

3 Benchmark on Definition Generation
for Internet Buzzwords

We introduce a benchmark to analyze limitations
of existing definition generation methods and high-
light their inability to handle Chinese buzzwords.

3.1 CHEER: Chinese Buzzword Dataset

We present the first dataset of Chinese internet buz-
zwords, called CHEER, offering insights into their
contemporary usage. Containing over 1K entries,
each buzzword is meticulously profiled with its
name, description, definition, and real-world UGC
example sentences. Table 2 and Table 1 provide il-
lustrative examples and data statistics, respectively.
The data collection process is outlined below. For
more details, refer to Appendix A.

* Buzzword Collection. We gather Chinese buz-
zwords from various reputable online dictionary
platforms specializing in trending buzzwords
(e.g., T HAL), and eliminated any duplicate.

* Definition Collection. We gather descriptions
for each buzzword by scraping those platforms,
typically including its origin, cultural references,
and informal colloquial explanations. We then
prompt an LLM to summarize a concise defini-
tion encompassing both its literal and figurative
meanings (if applicable).

* Example Collection. We collect UGC contain-
ing buzzwords from two popular Chinese so-

Internet Buzzword

OMi#E T (0 frame startup)

Description from Online Source

OMGEE FFEZMIRRE, —AIRARE A i B AT REAL,

I B LA E TCES T ECRE - OWTES 72 M 4%t FORENTERR,
BE Y SR, WK, AR HIENE -

(’0 frame startup’ generally refers to a skill that can be released

by clicking and immediately determines that it cannot be interrupted.
This term, often used online, signifies lightning-fast action

with no delay—a sudden strike like a bolt of lightning.)

Definition

SRS RARI T — TR A I 18], W] AR AR RE
SIRATEIRE, ZAHIE .

(Originally referring to in-game abilities usable without any setup time,
the term has broadened to describe taking swift and immediate action)

Examples (i.e., UGC)

XA AN ULEAR — TR 2 OMiES F T B B FR BE R % T
(I’'m reminded of my colleague next door who 0 frame startup’
into singing every time I play music.)

Table 2: Case of buzzword "0 . For clarity, we
only include a single example sentence. Here, we also
provide its English translation for better understanding.

cial media platforms, Xiaohongshu® and Weibo*.
This exemplifies contemporary usage.

* Quality Control. CHEER’s quality is rigorously
controlled through three vetting layers: dictionary
websites, internet users, and our review process:
we manually remove inappropriate buzzwords,
refine definitions, and purge existing definitional
information from the crawled UGC.

3.2 Benchmark Setup

Benchmark Overview. We require existing defini-
tion generation methods to generate definitions for
each buzzword. These definitions must be derived
solely from the real-world UGC sentences within
CHEER, which represent how users actually use
these buzzwords in their online interactions.

Baselines. 1) We consider two LM-based context-
aware definition generation models tailored for Chi-
nese (Kong et al., 2022; Song et al., 2019), includ-
ing MASS-zh, a pretrained language model spe-
cialized in definition generation, and SimpDefiner
(SDefiner, for short), an enhanced version of
MASS-zh incorporating multi-task learning. 2)
Additionally, we explore three LLM-based context-
aware methods: Direct Prompt (DP) (Jhirad et al.,
2023), Chain-of-Thought (CoT) (Wu et al., 2024),
and FOCUS (Mei et al., 2024), which is currently
considered the SOTA approach. Moreover, we in-
clude DPy,, uGc as a context-free baseline, which
generates definitions based solely on the buzzword

3https: //www . xiaohongshu.com
*https://weibo.com
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Methods | BLEU R-L BScore SA SC | Methods | BLEU R-L BScore SA SC
LM-based Backbone: MASS LM-based Backbone: MASS
MASS-zh (Song et al., 2019) ‘ 0.40 28.5 56.67 1.02 1.01 ‘ SDefiner (Kong et al., 2022) ‘ 0.67 2694 5478 1.01 1.00
LLM-based Backbone: Qwen2-7B LLM-based Backbone: Qwen2-72B
DPy/o uce 1027 4149 6477 1.89 1.55 | DPy uce 10.87 41.58 66.13 2.07 1.65
DP (Jhirad et al., 2023) 1535 43.05 65.38 2.19 1.97 | DP (Jhirad et al., 2023) 19.27 4437 6758 271 245
CoT (Wu et al., 2024) 1526 4041 65.12 230 2.14 | CoT (Wuet al., 2024) 19.50 4349 67.67 277 254
FOCUS (Mei et al., 2024) 1241 3357 63.89 239 2.51 | FOCUS (Mei et al., 2024) 1209 2981 6475 2.88 3.20
LLM-based Backbone: GPT-40 Mini LLM-based Backbone: GPT-40
DPy/o uce 796 38.81 65.65 1.87 1.49 | DPyuce 9.56 3942 6656 2.05 1.62
DP (Jhirad et al., 2023) 1553 4481 66.67 226 1.93 | DP (Jhirad et al., 2023) 17.85 67.56 4522 250 2.13
CoT (Wu et al., 2024) 16.64 4479 6655 2.32 2.04 | CoT (Wuetal., 2024) 1833 4449 6746 260 230
FOCUS (Mei et al., 2024) 13.37 3342 65.05 2.64 2.67 | FOCUS (Mei et al., 2024) 15.08 3510 66.05 295 292

Table 3: Benchmark results of off-the-shelf definition generation methods using CHEER. We highlight their
limitations in handling internet buzzwords, as evidenced by the low scores for both SA and SC (1-5).

itself without UGC. For all baselines, we imple-
mented them using their official code. More imple-
mentation can be found in Appendix C.

Evaluation Metrics. We employ a comprehen-
sive evaluation framework that extends beyond con-
ventional metrics such as BLUE, ROUGE-L (R-L,
for short), and BERTScore (BScore), which have
been widely used in previous research (Zheng et al.,
2021; Huang et al., 2021; Li et al., 2020). In ad-
dition to these metrics, we prioritize the Semantic
Accuracy (SA) and Semantic Completeness (SC)
of generated definitions, as emphasized in previous
studies (Li et al., 2020; Segonne, 2023). To assess
these aspects, we utilize both GPT4-based evalua-
tion, assigning a score ranging from 1 to 5. Notably,
our LLM-based evaluator is equipped with detailed
scoring rubrics, following established practices for
enhancing evaluation reliability (Gao et al., 2024;
Liu et al., 2023b). To validate our evaluation, we
incorporated human evaluation using win rate to
assess alignment with human judgment. Details on
LLM and human evaluation are in Appendix E.

3.3 Evaluation Findings

Table 3 shows that incorporating additional usage
examples generally improves the quality of gen-
erated definitions (as seen in the comparison be-
tween DP and DPy,, ugc). Furthermore, LLM-
based methods substantially outperform traditional
LM-based methods on all metrics when generat-
ing buzzword definitions. However, even the best-
performing method, FOCUS, achieves suboptimal
semantic accuracy and completeness, with overall
SA and SC scores below 3 out of 5. Therefore,
current definition generation methods struggle with
internet buzzwords given UGC, highlighting the
need for more effective approaches.

RESs

& ,\\@0 Definition

® "‘Q Candidate 1
Definition
Candidate 2

Pronunciation
& Spelling

(® K Da_HO)

Bl EIEF
AR, ZRE,
BRI ERARD

(Gutlessness Fee:
Despite significant
effort and hardship
endured, the salary
received is minimal)

. PEITR (Lost_Me)
i AR AHNT, BF
- ’ Definition
Candidate i

Aspect-guide generation Definition Ensemble

®

Figure 2: Illustration of RESS.

4 RESS: The Proposed Method

To enhance the performance of existing baselines,
RESS leverages key skills of child learning and cod-
ifies them into illustrative aspects to guide LLM-
driven buzzword definition generation. As illus-
trated in Figure 2, RESS generates aspect-specific
definition candidates from UGC and subsequently
ensembles these candidates to produce a more ac-
curate and contextually grounded definition. See
Appendix C.1 for implementation.

Aspect Initialization. Established skills of child
language development encompass the following
six aspects (Beck et al., 1982; Nagy et al., 1985;
Bloom, 2000), which we incorporate into RESS:
1) Intention Understanding (IU): discerning the
speaker’s communicative goal when using the
buzzword (Bloom, 2000), such as expressing an
emotion; 2) Concept Association (CA): linking
the buzzword to relevant concepts (e.g., associ-
ating ‘& ZE %% with "job") (Meylan and Bergel-
son, 2022; Swingley, 2010); 3) Language Structure
(LS): analyzing the buzzword’s grammatical func-
tion (Bloom, 2000); 4) Social Cue Interpretation
(SCI): inferring social context from UGC such as
the speaker’s facial expressions, tone of voice, and
gestures (Bloom, 2000); 5) Word Context (WC):
leveraging surrounding text for semantic disam-
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Method | BLEU R-L Bscore SA sC
Qwen2-7b

FOCUS | 1241 33.57 63.89 2.39 2.51

RESS 108719019 29-0913.35%  63.33)0.86%  24p0.84%  2.5742.30%
Qwen2-72b

FOCUS | 12.09 29.81 64.75 2.88 3.20

REss 15.74130.10% 3563119509  66.4L1256%  2.971313%  3.09)3.44%
GPT-40 Mini

FOCUS | 13.37 33.42 65.05 2.64 2.67

RESS | 14581005, 3543160190 65670050 272500 27410

GPT-40
FOCUS | 15.08 35.10 66.05 2.95 2.92
RESS 16.52“].55% 36'42T3.76% 66'74T1-04% 3'04T3~05% 3'06T4-79%

Table 4: Overall evaluation. The performance of
RESS exceeds that of FOCUS, the best baseline.

biguation (Ricketts et al., 2011; Horst et al., 2011);
6) Pronunciation and Spelling (PS): establishing
connections between orthography, phonology, and
meaning (Bloom, 2000).

Aspect-guided Definition Generation & Defini-
tion Ensemble. Given these aspects, the LLM gen-
erates individual definitions based on the provided
UGC for each aspect (e.g., prompt: comprehending
the meaning of buzzwords from the given aspect).
These aspect-specific definitions are then synthe-
sized by the LLM to produce a candidate definition
(e.g., prompt: generating definition based on the
given candidates from different aspects).

5 Benchmark Evaluation

Following the setting described in Section 3, we
further provide a detailed benchmark of baselines
and our proposed RESS. We present the overall
performance results of all methods in Section 5.1,
and provide an in-depth analysis to investigate their
performance characteristics in Section 5.2.

5.1 Overall Performance

We evaluate the overall performance of all methods
using automatic metrics in Table 4 and Table 3°.
Additionally, we report human evaluation in Figure
4, measuring definition quality via win rate. Our
key observations are detailed below.

How effective RESS is? — It demonstrates supe-
rior performance, exhibiting enhanced seman-
tic accuracy and completeness. As illustrated in
Table 4, RESS demonstrates a substantial improve-
ment over FOCUS, the leading baseline, across var-
ious LLM backbones. We observe average gains
of +9.10% for BLEU, +3.99% for R-L, +0.92% for
Bscore, +2.51% for SA, and +3.31% for SC across

3See Appendix H for case studies.

Il Win I Lose Tie

11% 12% 14% 14%
b 78%
10% 17%

2%
11% 6%
74% 83%
12% 14% 13% 9%
74% 79%
16%

6%

84% 79%

(a) Win rate of CoT over FOCUS (b) Win rate of RESS over FOCUS
based on SA based on SA
13% 17% 21% 15%

1% 65%

13% 24%

15% 10%

64% 76%

27%

10%
64% 81%
L

(c) Win rate of CoT over FOCUS (d) Win rate of RESS over FOCUS
based on SC based on SC

72% 69%

Figure 3: Human evaluation across different methods
and LLM backbones via win rate. RESS produces better
buzzword definitions from a user-centric perspective.

various LLM backbones. These results underscore
the advantages of our RESS.

What is the practical utility of RESS? — It pro-
duces superior buzzword definitions from a user-
centric perspective. To demonstrate the correla-
tion between our automatic evaluation and human
judgment, we conduct a human evaluation of def-
initions generated for 100 randomly selected buz-
zwords. For each buzzword, two human evalu-
ators compared the definitions generated by dif-
ferent methods across various backbones, consid-
ering both SA and SC. Following Sekuli¢ et al.
(2022), the evaluators are presented with pairs of
anonymized definitions for the same buzzword,
without disclosure of the originating model for each
definition. Independent evaluations are followed
by a discussion to resolve any discrepancies. A
"Win/Lose/Tie" label is finally assigned if consen-
sus is reached; otherwise, the result is recorded
as a "Tie". Due to the resource-intensive nature
of human evaluation, our analysis is limited to
three representative methods. As shown in Figure
3, RESS not only outperforms baselines but also
maintains a performance ranking consistent with
the automated metrics reported in Table 3. This
confirms the reliability of our automated evaluation
and its alignment with human judgment®.

Why is RESS effective? - Leveraging multi-
faceted aspects may enhance comprehension of
buzzwords. In contrast to direct prompting, our
method simulates established skills of child lan-
guage acquisition by incorporating explicitly cod-
ified aspects to guide definition generation. This
yields aspect-specific definitions, the semantic di-

SRefer to Appendix D for more human evaluation.
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Figure 4: Semantic diversity analysis of aspect-specific
definitions, measured by /.0-Bscore. These aspects offer
a multifaceted approach to understanding buzzwords.
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Figure 5: RESS ablation on the number of aspects. We
evaluate the performance of various aspect combina-
tions of fixed sizes (i.e., 1, 3, 5) and report their mean
and standard deviation. Employing an ensemble of as-
pects frequently demonstrates advantages.

versity of which is explored in Figure 4. The figure
demonstrates varying degrees of semantic diversity
across aspect-derived definitions, exhibiting a weak
correlation in terms of Bscore. This suggests that
different aspects guide the LLM towards distinct
perspectives on the interpretation of buzzwords,
contributing to a more comprehensive understand-
ing. Building on this observation, we investigated
the impact of varying the number of aspects em-
ployed during definition generation (results shown
in Figure 5). Preliminary findings indicate a posi-
tive correlation between the number of aspects and
the quality of the generated definitions. While this
suggests a degree of scalability inherent in RESS,
further research is needed to determine whether the
introduction of more aspects continues to enhance
the performance. This represents a promising av-
enue for future investigation. Our work focuses on
establishing a comprehensive benchmark and ana-
lyzing the capabilities and limitations of LLMs for
generating definitions of buzzwords. Consequently,
a more exhaustive exploration of the scalability of
our RESS is deferred to future work.

Summary. According to the results of our bench-
mark, the performance of RESS exceeds that of

alternative baselines’. Notwithstanding this advan-
tage, and despite incorporating various aspects of
word comprehension through the simulation of hu-
man learning processes, the overall performance
of RESS (and baselines) still offers room for im-
provement. This discrepancy motivates a deeper
investigation and exploration, which we outline in
the following section.

5.2 In-depth Benchmark Analysis

This section presents a comparative performance
analysis of leading LLM-based methods, with a
particular focus on analyzing the challenges LLMs
face in interpreting buzzwords derived from UGC.
This analysis considers two key aspects: (1) the
LLMs’ capacity for inferring the meaning of buz-
zwords, and (2) the influence of the specific UGC
employed on LLM comprehension.

5.2.1 Investigation on LLM Inference
Capacity of Buzzword Meaning

In this subsection, we design a contamination-free
evaluation to specifically measure the LLM capac-
ity for buzzword meaning inference, excluding the
influence of potentially memorized definitions from
the training corpus. Our experimental setup is de-
scribed below, with results presented in Table 5.
Contamination-free Evaluation Setup. To avoid
the bias introduced by potential data leakage (Jain
et al., 2024)—where LLMs may have already
learned buzzwords and their meanings during train-
ing—we employ a contamination-free evaluation.
This involves using unseen buzzwords that emerged
after the LLM’s release date, ensuring they were
not present in the training data. However, pinpoint-
ing the precise origin date and first appearance of
a buzzword is exceptionally challenging. In re-
sponse, we input each buzzword into each LLM
without providing UGC examples (i.e., DPy/ ucce)
to assess pre-existing knowledge of its meaning.
This allows us to create LLM-specific sets of un-
seen buzzwords for a more practical contamination-
free evaluation. In particular, for each LLM back-
bone, we divided our dataset into buzzwords with
known definitions for that LLM and truly unseen
buzzwords. While the "contaminated" buzzwords
vary across LLM backbones, the contamination sta-
tus for a given buzzword is consistent across all
methods evaluated with the same LLM backbone.
See Appendix B for details.

"See Appendix F for more characteristics of RESS.
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Methods Back- Contamination Evaluation Contamination-free Evaluation

bone BLEU R-L BScore SA SC BLEU R-L BScore SA SC

LM-based Methods
MASS-zh MASS - - - - - 0.40 28.50 56.67 1.02 1.01
SDefiner - - - - - 0.67 26.94 54.78 1.01 1.00
LLM-based Methods

DPuo uGe 1533 4312 6938 3.1 226 867,500 4097000 6331570 1505100 133,01 150
DP Qwenz | 1961 4491 BIL 294 255 | 1400, 42465050 645250 196 178 o
CoT 1867 4208 6721 305 275 | 1481050 3988505 644600 20605000 19512000
FOCUS 1381 3403 6547 322 331 | 119615000 3342000 63395150 202050160 226,51 7y,
RESS 1333 3089 6576 335 3.45| 101050050 28.520600 6256, 0 201150000 229,53 000
DPyo uce 1591 4390 70.08 3.11 224 | 83747390 4043790 64175439 1.55,50.16% 1.36)39.20%
DP Quen | 2231 4594 6965 327 288 | 177y 43S0sui 6656, 2w 22300
CoT TR | 2214 4446 6957 334 298 | 1820700 430255000 667200 2490 2320015
FOCUS 1290 2079 6598 350 3.82| 11700500 29.82:010% 64145700 25855000 290,51 05
RESS 1724 3607 6786 357 3.68 | 15001000 35411500 65695000 26705000 2795015
DPyo uce 1345 41.72 70.69 3.10 218 | 6.36;5071%  37.96,901% 6419900 1.51 5100 1.2940.83%
DP P | 1993 4630 6990 307 251| 1425050 443850 657350 203s 17600
CoT Mini 21.00 4653 69.54 3.13 2.64 | 15385676, 4428 484  65.68 5550, 2.09 3303  1.8729.17%
FOCUS 1494 33.71 66.85  3.52 3.47 | 12.92) 13509 3333113  64.53 347 2'38L532.3£)‘Z 2.44 59 63%
RESS 16.53  36.06 67.77 3.60 3.60 | 14.01 15059 35255959 65.06)400% 24631679 2.503056%
DPy/0 uce 1545 4329 7109 311 221 | 6.87 55530 37.6513.03% 6449998 1.5550.16% 1.36)38.46%
DP 21.13  46.72 70.02 3.14 2.58 16.35¢22‘62% 44'54H.(i7% 66.44“)'11% 2.2”33_23% 1.92 )99 17%
CoT GPT-40 | 21.49 4549 69.71 3.22 2.80 16.88& 145%  44.033919 66434719 2.32&7_95% 2.07 126.07%
FOCUS 16.33 3494 6754 3.60 3.69 | 14.51 11159 35.171066% 05:371321% 2.6412667% 2.6129.27%
RESS 17.87 36.03 6841 3.75 3.80 | 15901100 36.614161% 6598 3550 27107739 272 95.49%

Table 5: Contamination-free evaluation for off-the-shelf definition generation methods using CHEER. The contami-
nation evaluation for LM-based methods is empty as their backbone lacks prior knowledge of buzzword definition.

How effectively can LLMs infer the meaning of
buzzwords based on UGC? — Their performance
is limited by over-reliance on prior exposure
and underdeveloped inferential abilities for un-
seen buzzwords. Table 5 reveals a notable perfor-
mance degradation across all methods and LLM
backbones when evaluated on unseen buzzwords
(cf., contamination-free evaluation columns). This
suggests that existing methods may rely on prior
exposure to these buzzwords during training, rather
than possessing a strong inference capability for
unseen buzzwords. Furthermore, the results of
contamination-free evaluation indicate that LLM-
based methods do outperform LM-based methods.
A positive correlation between model size and in-
ferential ability is also observed within the same
LLM family (e.g., Qwen and GPT). These obser-
vations align with research on child language ac-
quisition, which links vocabulary size and reading
comprehension skills with the ability to infer the
meaning of unseen words from context (Ricketts
et al., 2011; Swanborn and de Glopper, 2002; Cain
etal., 2004): 1) A larger vocabulary equips children
with a richer contextual understanding, facilitating
the interpretation of new words within that context.
This partially explains the superior performance
of LLM-based methods compared to LM-based

ones. 2) However, reading comprehension can be
a stronger predictor. Within the same LLM family
(with the same vocabulary size), a larger model
size correlates with a stronger ability to infer the
meaning of unseen buzzwords. However, the low
evaluation scores highlight limitations of current
LLMs: their overreliance on prior exposure to buz-
zwords and limited capacity to infer definitions
from UGC context hinder their ability to handle the
dynamic and evolving nature of buzzwords.

5.2.2 Investigation on UGC Impact

While sufficient high-quality examples can facil-
itate word understanding (Kilgarriff et al., 2008;
Benedetti et al., 2024), UGC informativeness varies
considerably. For example, as shown in Figure 1
(4), the post ‘What is the gutlessness fee?” provides
no insight into the term’s meaning. This contrasts
with the assumption of existing methods, which
often rely on carefully curated example sentences
(Jhirad et al., 2023; Mei et al., 2024), potentially
resulting in inferior performance when applied to
raw UGC. Therefore, we perform a comprehensive
examination to investigate the impact of UGC on
buzzword definition generation in terms of both the
UGC size and quality. To achieve this, we consider
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Method | BLEU R-L Bscore SA SC | Method | BLEU R-L Bscore SA SC
DP (All) 1553 4481 66.67 226 193 | FOCUS (Al) | 13.37 3342 65.05 2.64 2.67
-wRandom | 14.62 4289 6532 2.3 188 | -wRandom | 1297 3561 6394 228 230
-wGDEX | 1149 43.14 6474 181 157 | -wGDEX 1297 3354 6463 247 249
-w WAUS | 1457 4429 6633 2.19 1.86 | -w WAUS 1298 3322 6483 258 2.63
CoT (All) | 16.64 4479 66.55 232 204 | Ress(All) | 1458 3543 65.67 272 274
-wRandom | 1538 4158 6523 223 2.05|-wRandom | 1456 36.14 6552 264 262
-wGDEX | 1370 4419 6533 190 1.65 | -wGDEX 1405 37.00 6463 221 213
-w WAUS | 1557 4455 6631 225 194 |-wWAUS 1476  36.00 6558 2.66 2.66

Table 6: Analysis on impact of UGC quality using GPT-40 Mini as the backbone. Each sentence selection method
identifies ten UGC instances, used as input for definition generation. While utilizing higher-quality UGC generally
improves definition quality (cf. WAUS), accurately identifying such instances without prior knowledge of the

buzzword’s meaning presents a significant challenge.

63.42.76 658
63.3 65.7
272
63.2 65.6
268
63.1 655
227410 #30 #50 Al 030264100 50 Al 04

(a) Qwen2-7b (b) GPT-40 Mini

Figure 6: Analysis on the volume of UGC (x-axis). We
testify RESS -w WAUS with GPT-40 Mini as backbone.
Increasing the amount of UGC often shows beneficial.

the following UGC selection methods®:

¢ All It uses all available UGC for each buzzword.

Random. It utilizes a fixed number of randomly
sampled UGC instances per buzzword as input
for definition generation methods.

GDEX (Kilgarriff et al., 2008). It is a well-
established rule-based method for dictionary ex-
ample selection to select high-quality UGC, for
example, prioritizing sentences of appropriate
length and avoiding the use of uncommon words.

WAUS. To conduct more comprehensive evalua-
tion, we propose a Word-meaning Agnostic UGC
Selector based on BERT. It employs a masked
training strategy to identify high-quality UGC.
Critically, given the initially unknown semantics
of target buzzwords, masking these words from
training data forces WAUS to prioritize contex-
tual and syntactic information, thereby learning
patterns independent of specific word meanings
and bypassing handcrafted rules used in GDEX.
Refer to Appendix C.2 for implementation.

What is the impact of UGC on the accuracy of
LILM-generated definitions for buzzwords? — Both

8Since buzzword definitions are initially unknown, pre-
cluding most example selection methods, we consider two
simpler approaches to evaluate UGC impact. See Appendix G
for details on example selection methods.

the volume and quality of UGC are crucial fac-
tors. 1) As shown in Table 6, when controlling
for the volume of UGC, both evaluated sentence
selection methods (WAUS and GDEX) often can
outperform random selection. WAUS tends to se-
lect higher-quality UGC than GDEX, leading to im-
proved LLM-generated definitions. However, the
inherent difficulty of identifying truly high-quality
UGC without prior knowledge of the buzzword’s
meaning is evident, as even WAUS does not consis-
tently outperform random selection. This difficulty
may stem from the challenge of assessing a sen-
tence’s relevance and disambiguating its meaning
when the target word’s definition is unknown. Rely-
ing solely on contextual and syntactic information
is insufficient to determine whether a sentence ex-
emplifies the intended meaning or distinguishes
between different senses of the buzzword. Future
work could explore a self-training approach where
definition candidates are generated from an initial
set of selected UGC, and these candidate defini-
tions are then used to refine the UGC selection pro-
cess in an iterative manner. 2) When controlling for
the quality selection method, as illustrated in Fig-
ure 6, increasing UGC volume generally improves
performance. Interestingly, with high-quality UGC,
a subset of 50 instances can potentially outperform
the entire dataset (Figure 6(b)). These findings un-
derscore the importance of both UGC volume and
quality for accurate definition generation.

6 Conclusion & Discussion

This paper investigates if LLMs can effectively
learn to understand Chinese buzzwords through
UGC. Our work stands out as a valuable resource
with threefold contributions: First, we introduce
CHEER, the first publicly available dataset of Chi-
nese internet buzzwords. Second, we propose
RESS, a novel method for guiding LLMs to gen-
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erate accurate buzzword definitions. Third, us-
ing CHEER, we benchmark existing methods and
RESS to identify their strengths and weaknesses.
From a broader perspective, our work bridges the
fields of linguistics and artificial intelligence, foster-
ing a deeper understanding of online language dy-
namics and informing the development of more ro-
bust language comprehension models (Miao et al.,
2024; Saba, 2024; Cai et al., 2025; Huang et al.,
2024).

Future research could prioritize the development
of methods that enhance LLLMs’ capacity to infer
the meaning of novel buzzwords, rather than re-
lying solely on memorization of training data. A
promising way is the fine-tuning of LLMs with
high-quality, CoT data tailored for buzzword com-
prehension, mirroring the developmental strate-
gies employed in models such as DeepSeek R1
(DeepSeek-Al et al., 2025). Furthermore, atten-
tion should be directed towards devising improved
methods for selecting high-quality UGC (i.e., dic-
tionary example) that offers insightful definitions
of buzzwords. Current approaches that depend on
pre-existing definitions are inadequate for this task.
A potentially effective strategy is a self-training
paradigm, wherein initial definitions are generated
from a preliminary set of UGC, and these defini-
tions are subsequently utilized to iteratively refine
the UGC selection process.

Limitations

Multimodal user-generated content. UGC, such
as pictures, reviews, and posts created by customers
on social media, provides a rich source to under-
stand internet buzzwords. By combining textual,
visual, and audio elements, one can gain a more
nuanced grasp of a buzzword’s meaning. For the
present study, we focus solely on textual informa-
tion, leaving the exploration of multimodal data for
future research.

More effective definition generation methods.
Our benchmark analysis reveals the limitations of
current buzzword definition generation methods.
While our novel approach, RESS, demonstrates
improvement over existing methods, overall per-
formance remains below optimal. Future research
should prioritize enhancing the selection of high-
quality UGC without prior knowledge of the target
buzzword and improving LLMs’ capacity for se-
mantic inference to facilitate the development of
more effective definition generation methods.

Language Studied. In this paper, we limit our fo-
cus to Chinese. The reason for this is that the topic
and problem studied in this paper come directly
from a Chinese Internet company (i.e., JD.com).
We’re open to exploring how our work could be
applied to other languages in the future.

Ethics Statement

The Chinese buzzword dataset presented in this
work is derived from anonymized, publicly avail-
able internet content. Specifically, open-source
tools were utilized to collect UGC containing buz-
zwords, exclusively retrieving textual data related
to the target buzzwords. No personally identifiable
information, including user images, IDs, or website
sources, was collected. This rigorous anonymiza-
tion process ensures the privacy of internet users
and the ethical use of online data.
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A Chinese Buzzword Dataset Collection

We collected a comprehensive dataset of Chinese
buzzwords and their definitions, primarily sourced
from online encyclopedias and similar platforms
known for their extensive coverage of contem-
porary language. To analyze the usage of these
buzzwords, we gathered user-generated content
(UGC) from two social media platforms, focusing
on posts containing corresponding buzzwords. This

includes 1) Xiaohongshu, a leading social media
platform popular among young Chinese users, and
2) Weibo, one of the biggest social media platforms
in China with over 582 million monthly active
users. Table 1 summarizes the data statistics, while
Table 2 provides a specific case from our dataset.
The complete dataset and code are available at:
https://github.com/SCUNLP/Buzzword.
Buzzword Collection and Quality Control. To
gather a comprehensive list of current Chinese in-
ternet buzzwords, we first utilized two online dic-
tionary resources’, both known for their up-to-date
and extensive collections of trending internet vocab-
ulary. In particular, we gathered a list of buzzwords
from these platforms and eliminated any duplicates.
To ensure safety and ethical standards, we manually
remove potentially harmful buzzwords, including
those related to sexually suggestive, offensive, or
violent content.

Definition Collection and Quality Control. We
crawled each online dictionary resource for the buz-
zword’s description, which typically included de-
tails about its origin, cultural references, informal
explanations, and sometimes example sentences,
importantly reflecting how definitions evolved over
time (e.g., the initial meaning vs. later usage).
While those information are valuable for under-
standing the buzzword, it’s not ideal for a concise
definition. Therefore, we utilized GPT-40 to ana-
lyze each buzzword’s description and summarize
a succinct definition encompassing both its literal
and figurative meanings (if any). Taking Table
2 in our paper for example, Descriptions of buz-
zword OfiFE F from Online Source are *OfiiEc
FIET WG, — MR s BT ATRE AR,
H HLLZIH| € T IET T HIHECBE - Ot e T 75 ¥
% LRORTHERR, REZE2SR, 06
ek, NN HIEIENE - (Transla-
tion: ’0 frame startup’ generally refers to a skill
that can be released by clicking and immediately
determines that it cannot be interrupted. This term,
often used online, signifies lightning-fast action
with no delay—a sudden strike like a bolt of light-
ning). LLM-summarized (i.e., generated) defini-
tion in our dataset is *JR B Z RN A — LT T
HERFIA], AT LABRRIRE A HCRE, 5] H AT
Bl , ZANHELE - ° (Translation: Originally
referring to in-game abilities usable without any
setup time, the term has broadened to describe tak-
ing swift and immediate action). Finally, each gen-

*https://ttseed.cn and https://gengbaike.cn
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erated definition underwent a manual review and
refinement to ensure its semantic accuracy, con-
ciseness, and language fluency. Specifically, our
definition quality check and refinement process in-
volved two volunteers, both university students ma-
joring in NLP with extensive experience using the
internet and social media platforms. For each buz-
zword, these volunteers independently compared
the GPT-40-generated definition with the original
definition and description obtained from the online
dictionary websites, ensuring no interference or
communication between them. Particular attention
was given to semantic accuracy, conciseness, and
language fluency. Regarding semantic accuracy,
volunteers were instructed not only to compare the
overall semantic similarity of the two definitions,
but also to verify whether the GPT-4o0-generated
definition included both the original and figurative
definitions (if provided in the source). Any content
beyond these definitions was removed, and defini-
tions were manually modified as needed. During
the review process, we recorded which buzzwords
and definitions had been modified. For modified
definitions, the two volunteers were required to
discuss and reach a consensus on the final defini-
tion. Ultimately, fewer than 5% of the buzzword
definitions were modified.

Example Collection and Quality Control. To
gather real-world examples of each buzzword in
use, we searched for user posts on Xiaohongshu'?
and Weibo'!. We used the buzzwords as keywords
and collected the post titles and descriptions us-
ing a web crawler from the GitHub repository'?.
Since the search engines of Weibo and Xiaohong-
shu sometimes split keywords and returns posts
containing only parts of the buzzword, we care-
fully filtered the results to ensure each selected
example used the complete buzzword. After that,
we employ a LLM to eliminate any sentences that
simply describe the corresponding buzzword (i.e.,
the definitional information). To achieve this, we
use a two-step process to remove definitional sen-
tences. First, we leverage a LLM (Qwen-max) to
automatically exclude sentences from our UGC cor-
pus that contain definitional information. We also
prompts the LLM to identify common keywords
and patterns that users used to describe the def-
initional information (e.g., ‘(BUZZWORD]& I
% .. ([BUZZWORD] means that ...) and ‘&% 53T

10https://www.xiaohongshu.com

llhttps://weibo.com
Zhttps://github.com/NanmiCoder/MediaCrawler

HAMILEIRAE: . (overview of trending buzzwords
online: ...)). Second, we manually review the re-
maining sentences, paying particular attention to
those follow the identified keywords or patterns,
to guarantee the exclusion of any remaining defi-
nitional content. The refined UGC then served as
representative examples for our experiment. Note
that buzzwords with no corresponding example are
excluded from the final corpus.

High quality of our CHEER. First, we want
to emphasize that the ground truth definitions in
our dataset are not directly generated by GPT-4o.
Rather, the original definitions come from rep-
utable online buzzword dictionary websites. GPT-
40 was only used to summarize these original de-
scriptions, which were already of high quality, hav-
ing been verified by the websites themselves and
accepted by internet users. This significantly facili-
tated our subsequent processing of the definitions
using GPT-40 and the human verification process,
and we have confidence in the reliability of our data
(Please refer to the case studies in Table 2 of our
paper). Thus, the quality of our dataset has been
rigorously controlled, having passed through three
layers of vetting: the dictionary websites, internet
users, and our own review process.

B Annotation for Contamination-free
Evaluation

To conduct contamination-free evaluation, we de-
termine for each LLM whether it possesses knowl-
edge of specific buzzwords. This involved, for each
LLM backbone (e.g., Qwen2-7b, Qwen2-72b, GPT-
40 mini, GPT-40, and MASS), dividing our dataset
into two distinct parts: one containing buzzwords
with known definitions for that specific LLM, and
the other containing truly unseen buzzwords. Con-
sequently, the specific buzzwords considered con-
taminated may differ across various LLM back-
bones. However, the contamination status for a
given buzzword remains consistent across all meth-
ods when evaluated using the same LLM backbone.

Speficically, given a LLM, we prompt the LLM
to generate definitions based solely on the buz-
zword itself, without any contextual examples (de-
tailed prompts are provided in Table 16). Sub-
sequently, we conduct a multi-faceted evaluation
process. Initial assessments are performed using
LLM-based scoring, where GPT-4o is utilized to
evaluate the semantic accuracy and completeness
of generated definitions based on specific scoring
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Aspects for buzzword understanding

1. =K f# (Intention Understanding, IU): BFEIEE F HIZTERE R B RY, FluiiiEE
S BHA— Mk, 2 FIE—FhF R (Discerning the speaker’s communicative goal when using
the buzzword, such as describing an object or expressing an emotion)

2. BEATEAL (Concept Association, CA): FFifliE 545 2 FOME B R LR, Flan X M5 A
AR EFHIE I Sh ) KA 5K R ALK (Linking the buzzword to relevant concepts. For example, linking
the word ’dog’ to animal categories with specific characteristics)

3. WEIEHfE (Language Structure, LS): FRAE R E £ A FHF AL A EBMINEE, HlaninE &4
W FNAETEAE, PLUE S MR E Z A K R (Analyzing the buzzword’s grammatical
function. For example, whether a word is a noun, verb, or adjective, and its relationship with other
words)

4, FEIR 2SN (Social Cue Interpretation, SCI): MIZITERI A AP E LA, I EBS5HR
MR 2 [B] B & (Establishing connections between orthography, phonology, and meaning)

5. & (Word Context, WC): FIFIULTEE HIRNE - 8 BHF- S ERFORMBPIAE D

& Y (Inferring social context from UGC such as the speaker’s facial expressions, tone of voice, and

gestures.)

6. N3 (Pronunciation and Spelling, PS): 13 H IR R AIESE, ARG CMIEE 7%
(Leveraging surrounding text for semantic disambiguation)

Table 7: Aspect description used in RESS.

rubrics (outlined in Table 17). Definitions scoring
below a threshold of 3 are considered indicative of
the LLM not understanding the buzzword. Finally,
a human review process is implemented to ensure
accuracy. Three independent evaluators examine
the LLM-generated labels, indicating whether the
LLM "knows" the buzzword (1) or not (0). A ma-
jority vote among three human evaluators deter-
mines the final classification. This comprehensive
approach allows us to confidently identify which
buzzwords are within the current knowledge base
of existing LLMs.

C Implementation Details

We conduct all our experiments using a single
Nvidia RTX A6000 GPU for the Qwen2 7b model
and 4 A6000 GPUs for the Qwen2 72b model,
and we implement our codes in PyTorch. We use
the Huggingface Evaluator package and bert_score
package to calculate the BLUE and Rouge-L, and
Bertscore. Finally, for Qwen LLM deployment, we
utilize the vLLM framework.

C.1 Implementation of RESS

We provide detailed prompts in Table 14 and Table
15. We incorporate six aspects, shown in Table 7,
drawing inspiration from child language acquisi-

tion skills.

C.2 Implementation of Word-meaning
Agnostic UGC Selector (WAUS)

Lacking prior knowledge of the target buzzword,
WAUS is trained using a masked strategy, where
the target buzzword within the UGC is masked.
This helps prioritize contextual and syntactic in-
formation to identify high-quality UGC examples.
We provide an overview of WAUS in Figure 7 and
detail as follows:

Masked Training Strategy. Unlike existing exam-
ple selection methods that need meticulously con-
structed rules, our WAUS employs a data-driven
approach. We train a UGC selector by fine-tuning a
BERT model with an MLP adapter on a dataset of
high- and low-quality examples (details provided
in the following paragraph). Crucially, we mask
the target buzzword within each example, forcing
the model to rely on contextual and syntactic cues
rather than the buzzword’s semantics to predict
sentence quality. This masked training strategy im-
plicitly learns the selection criteria without explicit
rule definition.

Training Dataset Contruction. To maintain a
contamination-free evaluation, our own dataset
CHEER is excluded from the WAUS training pro-
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cess. Instead, a new dataset devoid of buzzwords
is created specifically for WAUS training. This
dataset is constructed in two stages. First, Chi-
nese buzzwords and their corresponding dictionary
examples are collected from online resources, re-
garding as positive (i.e., high-quality) examples.
Second, negative (low-quality) examples are gen-
erated: initially, the Qwen is prompted to create
sentence examples with broad and vague mean-
ings related to given buzzwords; these generated
sentences are then manually reviewed. To min-
imize manual effort, an iterative review process
assisted by WAUS is employed. The WAUS model,
trained on the currently reviewed portion of the
data, predicted the quality of the remaining nega-
tive examples. Human review is then prioritized for
negative examples incorrectly classified as positive
by WAUS. This approach allowed for efficient and
cost-effective quality control of the generated neg-
ative examples. Finally, we report several training
data samples in Table 8.

Buzzwords Examples
ENFF22fH (endure Positive: 9 T —F i, Hik
hardships) TATENEZME, ELwF, L

E &R ILFEA - (In order to wipe
away past humiliations, let us
endure hardships and work dili-
gently with the aim of making a
comeback.)

Negative: fit ¥ T — 4 R
TEMFZAER] # # - (He told
a story about endure hardships to
achieve one’s goals.)

R B (faunt

one’s power)

Positive: il {3 K H U H H
HERZE, S AT2RE. (He
flaunts his power and wealth from
his family, which makes him very un-
pleasant.)

Negative: LA HEREMBA—
PR BRI - (The protago-
nist in that book gives off an impres-
sion of flaunts his power.)

Table 8: Training data samples

Training details of WAUS. A two-layer Multi-
layer Perceptron (MLP) adapter, with hidden layer
dimensions of 512 and 256 (ReLU activation, 0.5
dropout), is used for classification. This adapter
receives the 768-dimensional final layer output
from a BERT-base-Chinese encoder '3, which pro-
cesses our crafted training dataset with masked

13https://huggingface.co/google—bert/
bert-base-chinese

Word-meaning Agnostic
UGC Selector

§ = 0 (i.e., low-quality)

t
MLP Adapter h

t
BERT 3¢
t

[ J
[ ]
[ J
[ RAMETHD? 5 R [MASK] J
[ J

(I call that a salary? That’s a [MASK])

EBMEIEBG? B2 =5EHE
(I call that a salary? That’s a gutlessness fee)

Figure 7: Overview of WAUS

target words. The model is trained for 2 epochs
using AdamW (learning rate = 573, weight decay
=107°) with a batch size of 128.

C.3 Implementation of GDEX

GDEX (Kilgarriff et al., 2008) is a well-established
rule-based method for dictionary example selection.
We implement it using commonly used rules (Pildn
et al., 2016; Stankovi¢ et al., 2019) that assign a
score to each sentence based on the following three
criteria.

* Length Check. Sentences must be between 10
and 25 characters long (inclusive). Shorter or
longer sentences are deemed lower quality and
receive a lower score.

* Pronoun Check: Sentences containing specific
pronouns (e.g., ‘it’, ‘that’, ‘these’) are considered
lower quality. These pronouns likely indicate
less descriptive or informative sentences. Impor-
tantly, sentences starting or ending with numbers
or punctuation marks are penalized. This aims
to select sentences that are grammatically well-
formed and avoid abrupt or incomplete sentences.

* Common Word Check. We calculate the ratio
of common words to the total number of words
in the sentence. A lower ratio suggests higher
quality, indicating that the sentence uses more
specific and frequently used vocabulary.
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C.4 Implementation of Baselines

C.4.1 LM-based Baseline Implementation

For LM-based methods, we implemented them us-
ing their official code available on Github.

¢ MASS-zh (Kong et al., 2022). MASS-zh is a lan-
guage model pre-trained from scratch using the
Chinese Gigaword Fifth Edition corpus and the
MASS backbone (Song et al., 2019). Here, we
leverage the publicly available MASS-zh check-
point'# for experiments.

* SimpDefiner (Kong et al., 2022). This method
aims to generate simple definitions to help lan-
guage learners and low literacy readers. To
achieve this, it forms a multi-task learning
paradigm, together with the MASS-zh as the
backbone. SimpDefiner jointly trains three sub-
tasks: 1) Definition Generation: Learns to gen-
erate complex definitions from a standard dictio-
nary. 2) Text Reconstruction: Learns to recon-
struct simple sentences from corrupted versions
of those sentences from a simple text corpus. 3)
Language Modeling: Learns to generate coher-
ent and simple sentences. In our experiments, we
followed the author’s instruction on GitHub'> for
the model training and implementation.

C.4.2 LLM-based Baseline Implementation

We took our prompts from the correspond-
ing code repositories and papers to imple-
ment all LLM-based baselines. More details
can be found at https://github.com/Meirtz/
FocusOnSlang-Toolbox

* Direct Prompt & Chain-of-Thought (CoT). We
extended the original prompts from Mei et al.
(2024) by translating them into Chinese. This
modification ensures that the generated defini-
tions align with the specific requirements of
our study. Moreover, for each buzzword, we
integrated all corresponding examples into the
prompt. However, due to potential length con-
straints, we implemented a truncation mechanism
to ensure prompt length remains within accept-
able limits.

¢ FOCUS (Mei et al., 2024). This method is based
on causal inference for enhancing comprehension

14https://stublcuedu—my.sharepoint.com/:
u:/g/personal/201921296062_stu_blcu_edu_cn/
EZpcGUWQanxAt@XZNWb6QqgsBauh4dqaR@JdF5u8ia5zJIQ?
e=X2tV8r

Bhttps://github.com/blcuicall/SimpDefiner

of new words like buzzwords, achieving SOTA
recently. It enables LLMs to analyze phrases ac-
cording to usage examples and provide counter-
factual interpretations, thereby understanding the
evolving semantics of language. Specifically, FO-
CUS employs Structural Causal Models (SCMs)
to map out the relationships between different
factors that influence how an LLLM interprets a
phrase. This enables LLMs to grasp the meaning
of new phrases and their colloquial context, im-
proving models’ adaptability and effectiveness in
applications requiring deep understanding of lan-
guage use. In essence, it helps LLMs better un-
derstand new slang, memes, and other emerging
language phenomena on the internet. In this pa-
per, we mainly followed the author’s instruction
on GitHub'6 for implementation. We translate
the authors’ prompts into Chinese and integrate
multiple UGC examples into our prompts.

C.4.3 Setups of LLM Backbones

For both our baseline models and proposed meth-
ods, we explored multiple Large Language Model
(LLM) backbones. Additionally, GPT-4 is em-
ployed as our LLM-based evaluator. To ensure
reproducibility of our research, LLM backbones
share the same temperature (i.e., 0.7) and random
seed (i.e., 10086) (if any)

D Additional Human Evaluation

Win rate evaluation is a well-established and widely
adopted method, as supported by prior research
(Sekuli¢ et al., 2022; Feng et al., 2025; Wang et al.,
2023b; Qin et al., 2024). This choice is based
on the established cognitive findings that human
annotators exhibit greater proficiency in compar-
ative assessments than in assigning absolute rat-
ings (Rafailov et al., 2023; Jones and Inglis, 2015;
Hartell and Buckley, 2021). Notwithstanding this,
we undertook supplementary human evaluation to
further validate our findings in our main experi-
ments.

In particular, we conducted a targeted human
evaluation using the identical dataset and evalua-
tion criteria employed for the win rate evaluation.
The annotators involved in this process were also
the same individuals, ensuring consistency. Dur-
ing the evaluation, each annotator independently
scored the samples across two dimensions: Se-
mantic Accuracy (SA) and Semantic Completeness

Yhttps://github.com/Meirtz/
FocusOnSlang-Toolbox
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(SC). The final SA and SC scores for each buz-
zword were derived from the aggregated mean of
the human annotations. Finally, the inter-annotator
reliability among humans, measured by Krippen-
dorff’s alpha, is strong, with coefficients of 67.92%
for SA and 68.17% for SC.

The main results are as follows:

e LLM-Human Evaluation Alignment. The
Krippendorft’s alpha coefficients for the agree-
ment between human and LLM scores were
76.05% for SA and 69.32% for SC, indicating
a notable level of agreement between the two
evaluation methods. We further provide the Krip-
pendorff’s alpha coefficients of each definition
generation method, detailed in the Table 9.

* Quality of Generated Definitions. As shown
in the Table 9, our RESS generally demonstrates
superior performance to FOCUS, which in turn
outperforms CoT, across both evaluation meth-
ods. It is also noteworthy that human annota-
tors exhibited a tendency to assign comparatively
higher absolute scores for both SA and SC than
the LLM evaluator. However, even with these
relatively elevated human scores, the overall task
performance scores remained significantly be-
low a threshold of 4, indicating that the overall
effectiveness, despite these nuances in scoring
tendencies, is still considered suboptimal.

E Evaluation Details

E.1 LLM-based Evaluation

Building upon prior research on LLM evaluation
(Yeetal., 2023; Wang et al., 2023a,b), we employ a
GPT-40-based instance-wise evaluator for detailed
assessment. To minimize scoring bias, consistent
with previous work (Ye et al., 2023; Wang et al.,
2023b; Liu et al., 2023b), the evaluator uses fine-
grained scoring rubrics (1-5), each rubric accom-
panied by a descriptive explanation. Further en-
hancing evaluation rigor, the evaluator is prompted
to provide a rationale for each score, informed by
the benefits of Chain-of-Thought (CoT) prompting
(Wei et al., 2022; Ye et al., 2023). Detailed prompts
are shown in Table 17.

E.2 Human Evaluation

To demonstrate the correlation between our auto-
matic evaluation and human judgment, we conduct
a human evaluation (i.e., the win rate evaluation)

of definitions generated for 100 randomly selected
buzzwords in Section 5.1. Due to the resource-
intensive nature of human evaluation, our analysis
is limited to three representative methods. For each
buzzword, two human evaluators compared the
definitions generated by different methods across
various backbones, considering both SA and SC.
Following Sekuli¢ et al. (2022), the evaluators are
presented with pairs of anonymized definitions for
the same buzzword, without disclosure of the orig-
inating model for each definition. Independent
evaluations are followed by a discussion to resolve
any discrepancies. A "Win/Lose/Tie" label is finally
assigned if consensus is reached; otherwise, the
result is recorded as a "Tie". Our experiments re-
veal inter-annotator agreement rates of 71.50% and
61.88% for semantic accuracy (SA) and semantic
completeness (SC), respectively. Any remaining
discrepancies in evaluation results are classified as
Ties.

Additionally, we conduct more human evalua-
tion in Appendix D to further validate our findings.
Basically, we conduct a targeted human evalua-
tion using the identical dataset and evaluation cri-
teria employed for the win rate evaluation. The
annotators involved in this process are also the
same individuals, ensuring consistency. During
the evaluation, each annotator independently score
the samples across two dimensions: Semantic Ac-
curacy (SA) and Semantic Completeness (SC). The
final SA and SC scores for each buzzword are de-
rived from the aggregated mean of the human an-
notations. Finally, The inter-annotator reliability
among humans, measured by Krippendorff’s alpha,
is strong, with coefficients of 67.92% for SA and
68.17% for SC.

E.3 Details on Evaluation Metrics

In this paper, we employ a comprehensive evalua-
tion framework that extends beyond conventional
metrics such as BLEU, ROUGE-L (R-L, for short),
and BERTScore (BScore). We also prioritize the
Semantic Accuracy (SA) and Semantic Complete-
ness (SC) of generated definitions, as emphasized
in previous studies (Li et al., 2020; Segonne, 2023).
Importantly, conventional metrics are standard eval-
uation metrics in the definition generation domain
(Zheng et al., 2021; Huang et al., 2021; Li et al.,
2020). These metrics aim to provide an indica-
tion of similarity to a reference definition from
the perspectives of word matches and/or seman-
tic embedding similarity. Notably, conventional
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Krippendorff’s Alpha Human Evaluation LLM Evaluation
Method | LLM Backbone SA SC ‘ SA SC ‘ SA SC
CoT 80.46 71.46 2.62 2.54 2.24 2.19
FOCUS | Qwen2-7b 74.71 74.83 2.63 2.55 2.28 241
RESS 86.89 81.13 2.55 2.48 2.31 2.54
CoT 70.94 61.29 32 3.09 2.70 2.62
FOCUS | Qwen2-72b 72.23 68.97 3.26 3.18 2.82 3.20
RESS 78.05 73.82 3.31 32 2.98 3.06
CoT 65.82 66.30 2.79 2.65 2.27 2.07
FOCUS | GPT-40 Mini 74.64 67.81 2.84 2.72 2.59 2.7
RESS 73.17 63.16 2.97 2.81 2.68 2.75
CoT 63.71 64.03 3.18 3.02 2.68 2.34
FOCUS | GPT-40 72.78 66.14 3.32 3.22 2.92 3.03
RESS 76.46 72.35 3.58 3.42 3.18 3.31

Table 9: Human and LLM evaluation results on sampled data.

metrics continue to be widely utilized in the LLM
era (Mei et al., 2024). However, conventional met-
rics often fall short in judging subtle attributes and
delivering satisfactory results. These metrics are
easily misled by surface-level similarities and do
not explicitly assess the validity of the generated
definition’s meaning. Therefore, consistent with
recent studies (Li et al., 2025; Gao et al., 2024; Li
etal., 2024; Liu et al., 2023a), we incorporate LLM
evaluation into our experiments. By this means, we
aim not only to obtain more reliable evaluation
results but also to encourage the introduction of
enhanced evaluation metrics within the definition
generation community.

In this section, we detail all metrics used in our
experiments in the following.

* BLEU (Papineni et al., 2002) is a common met-
ric used to assess the quality of generated text by
comparing it to a reference, or ground truth. It is
a widely used metric for automatically evaluating
machine-translated text. It works by comparing
the generated translation to one or more human-
produced reference translations. The core idea
is to count matching n-grams (sequences of n
words) between the generated text and the ref-
erences, giving credit for matches. The closer
a machine translation is to a human reference
translation, the higher its BLEU score will be.
In our case, we use BLEU to evaluate how well
the model-generated word definition matches the
ground truth.

* ROUGE-L (Lin, 2004) is a popular metric for
evaluating text generation tasks, particularly sum-
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marization and definition generation, with the
aim to capture the meaning and key information
from a reference text. Unlike BLEU which fo-
cuses on precision (how much of the generated
text is relevant), ROUGE-L emphasizes recall
(how much of the reference text is captured by
the generated text). Specifically, ROUGE-L mea-
sures the length of the longest common subse-
quence (LCS) between the generated text and
the reference text. The LCS is the longest se-
quence of words that appear in the same order
in both texts, but not necessarily consecutively.
By focusing on the LCS, ROUGE-L can capture
sentence-level structure and meaning, even if the
word order is slightly different. It’s generally
considered good at assessing how well the gener-
ated text covers the important content from the
reference.

BERTScore (Zhang et al., 2019) is a metric that
leverages pre-trained language models like BERT
to evaluate text generation tasks. Unlike tradi-
tional metrics like BLEU and ROUGE, which
rely on exact word matches, BERTScore assesses
the semantic similarity between the generated
text and the reference text. Usually, it gives a fine-
grained measure of semantic similarity based on
cosine similarity

Semantic Accuracy (SA) (Li et al., 2020;
Segonne, 2023) is a measure of how faithfully the
generated definition reflects the accepted under-
standing of the word’s meaning, judged against
a reference definition. BLEU, ROUGE-L, and



BERTScore can provide some indication of sim-
ilarity to a reference definition, and if the refer-
ence definition is accurate, a high score might
suggest some level of semantic accuracy. How-
ever, they are easily fooled by surface-level sim-
ilarities and don’t explicitly assess the validity
of the generated definition’s meaning. Therefore,
they are insufficient and unreliable as direct mea-
sures of semantic accuracy. Therefore, we utilize
LLM-based evaluation, detailed in Appendix E.1,
which is better suited for evaluating semantic
accuracy.

* Semantic Completeness (SC) (Li et al., 2020)
(or called Factuality (Segonne, 2023)) refers to a
definition encompassing all and only the relevant
aspects of a word’s meaning. As illustrated in (Li
et al., 2020), accurately defining "captain” in the
context "The captain gave the order to abandon
the ship" requires knowing that (1) a captain is a
person, (2) a captain works on a ship, and (3) a
captain is typically responsible for the ship. To
assess SC, we employ a LL.M-based evaluation,
the specifics of which are detailed in Appendix
E.l.

F Additional Analysis on RESS

Our primary objective is not to introduce a uni-
versally superior method that achieves state-of-
the-art performance across all metrics and LLM
backbones. Instead, this paper presents a bench-
mark study to investigate the fundamental ques-
tion of whether LL.Ms can effectively understand
internet buzzwords. While our proposed method
RESS demonstrates some performance improve-
ments over existing approaches (cf. Section 5.1),
we include it within our benchmark analysis to
critically assess the limitations of current methods,
including our own (cf. Section 5.2).

Beyond the benchmark analysis, this section
aims to further explore the unique characteristics
of our method RESS, offering readers a new per-
spective to understand its underlying principles. In
particular, we have the following observations.
Why does RESS exhibit inferior performance un-
der smaller LLMs? - This stems from LLM’s
difficulty in understanding and applying the il-
lustrative aspects that guide buzzword defini-
tion generation. As evidenced by Tables 3 and 4,
no single method consistently achieves the best
performance across all metrics and LLM back-
bones. Regarding our proposed method RESS,

Aspects GPT-40-based RESS Qwen2-7b-based RESS

22.97% 22.58%
18.92% 22.58%
Language Structure, LS 18.92% 12.90%
Social Cue Interpretation, SCI ~ 10.81% 11.29%
‘Word Context, WC 18.92% 17.74%
Pronunciation and Spelling, PS  9.46% 12.90%

Intention Understanding, TU
Concept Association, CA

Table 10: The average selection rate for each of the six
aspects that most effectively guide the final definition.

it demonstrates superior performance compared
to FOCUS when utilizing larger LLM backbones,
while achieving comparable performance to FO-
CUS with smaller LLMs. Given that RESS lever-
ages key skills of child learning and codifies them
into illustrative aspects to guide LLM-driven buz-
zword definition generation, we hypothesize that its
less-than-optimal performance on smaller LLMs
may stem from their difficulty in understanding
these illustrative aspects and, consequently, in gen-
erating accurate definitions. To verify this hypoth-
esis, we manually checked 100 buzzwords and
the corresponding definitions generated by both
Qwen2-7b-based RESS and GPT-40-based RESS.
For each LLM and each buzzword, two human
evaluators independently assessed whether each
aspect-guided definition conformed to the specific
aspect’s requirements. As shown in Table 11, we
found that, on average, Qwen2-7b generates a def-
inition consistent with the specific aspect require-
ments in 41.8% of cases, while GPT-40 achieved a
success rate of 57.2%. Furthermore, we found that
the aspects, PS and CA, are particularly challeng-
ing for both LLM.

Why does adding more than three aspects result
in minimal performance gains? — Understanding
a word may only require a subset of key aspects.
While Figure 5 demonstrates that the performance
of our method does improve with an increasing
number of aspects, the rate of improvement dimin-
ishes as more aspects are added. We hypothesize
that this trend arises because, for both LLMs and
humans, understanding a word may not require
the consideration of all possible aspects; perhaps
a subset of key aspects is sufficient. Furthermore,
this subset may vary depending on the word. This
would explain why providing more aspects to the
LLM leads to performance gains—the newly added
aspects may offer enhanced understanding for a
subset of words, even if not for all. To validate
this hypothesis, we conducted further experiments,
manually checking 100 buzzwords and their cor-
responding definitions generated by both Qwen2-
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Aspects GPT-40-based RESS Qwen2-7b-based RESS

Intention Understanding, TU 98.5 96
Concept Association, CA 28 29
Language Structure, LS 64 7.5
Social Cue Interpretation, SCI 46 38
‘Word Context, WC 99 78.5
Pronunciation and Spelling, PS 7.5 1.5
Avg. 572 41.8

Table 11: Accuracy (%) of human evaluation in judging
whether aspect-guided definitions conform to specific
aspect requirements.

7b-based RESS and GPT-40-based RESS. For each
buzzword and LLM, two individuals independently
selected up to three of the six aspect-guided defini-
tions that were most helpful in guiding the final def-
inition generated by each model (e.g., definitions
that were semantically closest, provided usage sce-
narios, revealed original meanings, or presented
additional information like figurative meanings).
Table 10 records the averaged selection percent-
ages for each of the six aspects. As these results
illustrate, not all aspects contribute equally to the
generation of a final definition. Some aspects ap-
pear to be more beneficial for understanding spe-
cific buzzwords, leading to less significant overall
performance improvements on a dataset-wide scale.
This finding supports our previous hypothesis, as
it indicates that: 1) using more aspects can be ben-
eficial and 2) some aspects may be more helpful
for understanding a specific subset of buzzwords,
thereby contributing to overall dataset performance
without all aspects being equally important.

Why do RESS and FOCUS perform poorly under
conventional metrics compared to other methods?
— RESS and FOCUS generate free-form, lengthy
definitions with elaborations that are penalized
by the n-gram matching and similarity calcula-
tions inherent in these metrics.. The results pre-
sented in Table 3 and Table 4 indicate that neither
FOCUS nor our proposed RESS method consis-
tently outperforms the DP and CoT baselines ac-
cording to conventional metrics. This discrepancy
arises primarily because FOCUS and RESS tend to
generate free-form and long buzzword definitions,
often including elaborations on the figurative mean-
ing and connotations of the target buzzword. Given
that conventional metrics such as BLEU and R-L
rely on n-gram word matching, they inherently pe-
nalize free-form, lengthy responses that do not pre-
cisely replicate the vocabulary of the gold reference
(i.e., the ground-truth definitions). Consequently,
generating longer definitions without using the ex-

act words from the ground truth can lead to lower
BLEU and R-L scores. Furthermore, the lower
BScore observed for FOCUS and RESS compared
to DP and CoT can be attributed to the additional
explanatory content regarding the extended figu-
rative meanings. This supplementary information
may introduce semantic noise during BERT’s sim-
ilarity calculations. These inherent limitations of
conventional metrics serve as a key motivation for
incorporating LLM-based evaluation. As demon-
strated in the LLM evaluation results of Table 3
and Table 4, FOCUS and RESS are indeed shown
to be superior to DP and CoT, a finding that aligns
with our human evaluation results. To illustrate
this point further, we provide two case studies in
Appendix H, offering a more intuitive demonstra-
tion of how the definitions generated by FOCUS
and RESS include elaborations on the extended
meanings, resulting in significantly longer outputs
compared to other methods.

G Methods for Dictionary Example
Selection

While high-quality examples effectively illustrate
a word’s meaning and typical usage, identifying
or creating such examples can be a laborious and
costly endeavor (Stankovi¢ et al., 2019; De Melo
and Weikum, 2009). While methods for auto-
matic example selection have been proposed, they
frequently rely on pre-existing word definitions
as supervised signals to train a model and subse-
quently locate suitable examples (Kathuria and Shi-
rai, 2012; Shinnou and Sasaki, 2008; Tolmachev
et al., 2022; Benedetti et al., 2024), a strategy that
is not applicable in our case since the definition
of the buzzword is initially unknown (See Sec-
tion 5.2.2). Instead, a limited number of studies
have proposed rule-based methods without relying
on word definitions. These methods, for example,
GDEX (Kilgarriff et al., 2008), prioritize readabil-
ity and informativeness, measured by, for example,
sentence length, word frequencies, and syntactic
information (Pilan et al., 2016; Didakowski et al.,
2012; Stankovi€ et al., 2019). In this paper, we also
present a novel example selection method that by-
passes the need for meticulously constructed rules.

H Case Studies

This section provides case studies for better un-
derstanding the performance of different methods.
Table 13 showcases the case of buzzword * & FE 5.
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According to the case study, RESS generates more
nuanced definitions, capturing not only the concept
of hard work itself but also the frustration and res-
ignation stemming from the contrast between hard
work and meager compensation. Moreover, Table
12 shows another example of buzzword > ¥E# 41125
A B8 S, In this case, both the DP and CoT fail to
deliver accurate definition. Additionally, the defini-
tions generated by FOCUS erroneously include the
sense of "willingness to proceed".

Internet Buzzword

PEHII 4 55 S (The courage given by Fish Leong)

Description from Online Source

PEPATIB S, BRI A,

SRR LA RO B G2

BB RIRAATE S X IR SE T X R, RAEIR -

(The phrase "The courage given by Fish Leong" is often used sarcastically
as a rhetorical question, implying, "Where did you get the nerve to

say/do that?" Usually, it’s a way of mocking someone’s audacity.)

Definition

A TR SFE 1 55 it HE X AR B L X e 2

(To sarcastically mock someone for their audacious behavior)

Examples (i.e., UGC). We only show one example here to save space

oppo i ilfpro, EE—REMRIT, REFLHLG T L,

TR EFORIE X A, B/ PRARSR I HE

(Oppo’s Pro model is a complete letdown; I've canceled my pre-order.

They must have gotten their courage from Fish Leong to cut the main camera
on a short-focus lens and still charge such a high price.

My Xiaomi phone will continue to serve me well.)

Definitions of DP

— PR B R R AR TSR,

SR AN THE TS Al PRI MRS 58 Bt R SRR T B A O3S -
(A courage inspired by the music of Fish Leong,

empowering individuals to make bold decisions and

take action in the face of challenges and adversity.)

Definitions of CoT

R B QLR U 0 AR BRI 7 AR B RS R,

BT AL R AR Pk

T A R E BRI T B IRS

(It refers to the courage and resolve inspired by the music or

spirit of singer Fish Leong, often used to describe the state

of bravely making decisions or taking action in the face of difficulty or challenge.)

Definitions of FOCUS

PEFULATO S AR — R Pl B S BT A E BT B,

TR R B AR -

CLEHB THRORAE T FE - PR E Rl E T,
RS Bl 2R AT - XN REE R R — R RS,
] RERS & %6 0 PSR RE BOTEAR B,

FRBROPH-MAZ, BEIRERFEZR-

(It refers to a decision or action driven by impulsiveness or bravery,

often with a self-deprecating or ironic undertone. It’s frequently used to
describe bold choices or attempts in the face of difficulty,

challenges, or uncertainty. The phrase typically reflects

a fearless attitude, possibly tinged with resignation or sarcasm regarding the decision,
suggesting a sense of apprehension alongside the willingness to proceed.)

Definitions of RESS

PERAARIE R AR AR, R AR A KBS 94T,
JBFHE RIS B BRI EIR, BERIZAT A RE S RLPR R R,

AR - SXFRRIAIR B F R IR (5

B H T fid— e E B B E R R B RE IR E 5 T3

(It is an ironic expression used to describe bold or

reckless behavior, often with a sarcastic or self-deprecating tone.

It implies that the courage seems unfounded and unrealistic,

referencing the singer Fish Leong’s song of the same name ("Courage").

This expression is commonly used to describe decisions or actions

that appear brave but lack careful consideration.)

Table 12: Case of buzzword %2 ## 4145 115 < and
generated definitions by different methods. Here, we
also provide its English translation for better understand-
ing.
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Internet Buzzword

YL (gutlessness fee)

Description from Online Source

TEFRLEAER) LoE i . AR, REHORIRIETK -
(Refers to those who work hard and endure hardships in the workplace,
ultimately earning meager salaries.)

Definition

BIEFEEHR . ZZE, BRRERNRED .

(Despite significant effort and hardship endured, the salary received is minimal)

Examples (i.e., UGC). We only show one example here to save space

BREMEEHN T, WAETH SR
(I should have gone for a government job.
At least I wouldn’t be earning gutlessness fee every month.)

Definitions of DP
TEA G - TRBREMRAS Y, BEHE ARSI RES

(Describing meager and insignificant income or salary,
usually accompanied by dissatisfaction or helplessness)

Definitions of CoT

FRRHR TR e, @EHEELR . TOR, R TIEf ¥
H&WESN, #RTRENICRE AR TR

(Refers to meager wages or income, usually with a sense of
helplessness and powerlessness, reflecting the hardship and

economic pressure of work, often used to express dissatisfaction

or helplessness towards the current situation.)

Definitions of FOCUS

B EER R — R H b B T AR 0 TR AR -

CEEWA TR LR KA KB EFIRAN 5 -

XANETE R WIS B TAERTER S 3 A iR IR AR,
Rk W ANHE B H TAEH PR E R &5 T

(Gutlessness fee refers to meager and disheartening pay or compensation.
It’s often used to express the disappointment stemming from one’s work
and a self-deprecating attitude towards one’s life circumstances.

The term subtly conveys feelings of helplessness about work and
dissatisfaction with one’s current life situation, reflecting the weariness
and powerlessness many experience in their daily work lives.)

Definitions of RESS

BETRIE AR ERBE N, BFE AR A T
TRENEENIG, HRTEAR - RN ARG,

e 55 Bl AR ALV S 2 AR 5 2R
XGRS T AR OO S S TR,
FIBNATR B 5 Gr{E 0 R B AT BLSE A5

H52ES, BT RESIR R TER

(Gutlessness fee refers to meager or low-quality income,
typically used to describe wages, remuneration, or subsidies.

It carries a strong emotional undertone of resignation, disdain,
and self-deprecation, reflecting the worker’s dissatisfaction

and disappointment with their work conditions and quality of life.
The term often highlights the irony of low pay in the face of
arduous work, expressing a sense of self-reflection on

one’s value and discontent with the current circumstances.)

Table 13: Case of buzzword > & 2£ %%’ and generated
definitions by different methods. Here, we also provide
its English translation for better understanding.
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Prompt for Aspect-specific definition generation

48 LA BRI A]], AT iR B [BUZZWORDI R & S, R H 545 i — A) 38 i H. 7 3% 1) €
1. X EE

2. RFFE N[INPUT_ASPECTIf & — 2 — S B HE X MAERNE L, XEWREEH
fE[INPUT_ASPECT_EXPLANATION]

3. TEME RGN, EWRER LT, DHERELE RIS L. R R 5 R E
TR R, DAk Rl TH AP AR

4. YRAGERT B A 1A

5. LUsonfEZOREILE R ("AE": "[BUZZWORD]", "5 X.": STRING, "JZA": STRING}

[4E 7~ 1]: [EXAMPLES]

[15]]: [UGC_SENTENCES]

Based on all the following [Example Sentences], analyze the meaning of the word [BUZZWORD],
summarize it into a coherent and easy-to-understand definition, and briefly explain the reason.

be careful:

1. Answer in Chinese

2. You need to think step by step about the definition of this word from the perspective of [IN-
PUT_ASPECT], which means understanding [INPUT_ASPECT_EXPLANATION]

3. When observing usage examples, thoroughly explain the context to infer the subtle meaning of the
phrase. Break down your reasoning into progressive logic to achieve a comprehensive understanding
4. You cannot overinterpret this word

5. Return the result in JSON format: {"Word": "[BUZZWORDY]", "Definition": STRING, "Reason":
STRING}

[Example of Generation]: [EXAMPLES]

Example Sentences: [UGC_SENTENCES]

Table 14: Prompt for RESS and its corresponding translation: Part L.
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Prompt for ensembling aspect-specific definition candidates

RIELLURETE[14]], 4 HTiRE[BUZZWORDIFIE X, B ZIA KI5 % & X RGE I B 5 #
FRIE X, BFEENRT AN - 518 RAESS, HREmRERA -

1. S EE

2. IRFFEARIB G A)]— P — B imZia[ 5% € M EENE, NEENZ%EE O EE M
(O

3. TR, ZEAIFIANFISHE L], UHERTS % & SOMHE & L, Dk a4 r)3E
fi# -

4. DIsonfE R EISEE. ("FAE": "[BUZZWORD]", "5E X.": STRING, "[F[H": STRING}

(42 R B1]: [EXAMPLES]

%% % X ]: [CANDIDATE_DEFINITION]
[f516]]: [UGC_SENTENCES]

Based on all the following [Example Sentences], analyze the meaning of the word [BUZZWORD],
summarize its [Reference Definitions] into a coherent and easy-to-understand definition, including but
not limited to its original meaning, extended meaning, usage, etc., and briefly explain the reasons.

be careful:

1. Answer in Chinese

2. You need to analyze the importance of the word [reference definition] step by step based on
[Example Sentences], not all [Reference Definitions] are valuable.

3. When analyzing, it is necessary to combine [example sentence] and [reference definition] to infer
the subtle meaning of [reference definition] in order to achieve a comprehensive understanding.

4. Return the result in JSON format: {"Word": "[BUZZWORD]", "Definition": STRING, "Reason":
STRING}

Example of Generation: [EXAMPLES]

Reference Definitions: [CANDIDATE_DEFINITION]
Example Sentences: [UGC_SENTENCES]

Table 15: Prompt for RESS and its corresponding translation: Part II.

Prompt for DP.,,;, yGc

25 H DU HER M IRAT IR SR B X -

FE,

1. VR%E A E TR B2 TR T S 1 ) — ) B A

2. WljsonfE IR [E4E R (*word’: STRING, ’definition’: STRING}
ii&: [BUZZWORD]

Return definitions of the following Internet buzzwords or phrases.

be careful,

1. The definition you provide needs to be concise and easy to understand

2. Return the result in JSON format: {’word *: STRING,’ definition ’: STRING}
Words: [BUZZWORD]

Table 16: Prompt for DP_y,, ugc, which is also used in contamination-free evaluation experiments.
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Prompt for Aspect-specific definition generation

BE—MAEN EX] FEREAEHN [(SHFEXL] |, KTRENLT UEGEAERIT 540
)], XA [EX) MRESIEES -
{5 FHTsontS ZHR B 5R: {"vERGME": [INT, WHY], "40°17 5281 [INT, WHY]}

(% X] : [PREDICTED_DEFINITION]
(#%%E Y] : [GROUND_TRUTH_DEFINITION]
s A AT i)

HERFIE -

190 ZEXS [(Z%EN] ML, MEEE TIEFRNELE L, SEasREHRER -
29y WRENS [(BHEEN] ML, B—ENwE, HRDESER -

39y WENS (SHEN]) M, BAER, (B RFEE /N NEREA BRI -
45y HRENS (BHE L] ML, W, RSB ARIEERROE L.
gﬁ:ﬁ%iﬁ[%%%%]ﬁ%,#ﬁ@@,éE&%Tﬁ%%%X,&ﬁﬁﬁﬁ%%
Mo

a0 e

193 ZENS (BHEX] M, G 7 F2EERAT .

29y WRENS [(BHBEX] M, ST —SLEENAT, HRELEEE.
39 RN (2EEN] M, 8K LET, EIESutEER .
49y ZENS (BHEX] ML, 8& 7T IJLFHELERT .

59 MENS (BHBEX] M, 8& THrELENAT, EEEN-

Given a definition of a word and its Reference Definition provided by experts, you need to rate the
quality of the definition from the following evaluation perspectives and scoring criteria.
Return result in JSON format: {°SA’: [INT, WHY], ’SC’: [INT, WHY]}

Definition: [PREDICTED_DEFINITION]
Reference Definition: [GROUND_TRUTH_DEFINITION]
Evaluation perspective and scoring criteria:

Semantic Accuracy (SA):

1 point: Compared with the Reference Definition, this definition deviates significantly from the true
meaning of the word or contains a large amount of erroneous information.

2 points: This definition has some deviation compared to the Reference Definition, but at least partially
correct.

3 points: Compared with the Reference Definition, this definition is generally accurate, but there may
be some minor errors or incomplete descriptions.

4 points: Compared with the Reference Definition, this definition is accurate and can clearly convey
the core meaning of the word.

5 points: Compared with the Reference Definition, this definition is very accurate and fully reflects the
meaning of the words, without missing any important details.

Semantic Completeness (SC):

1 point: Compared with the Reference Definition, this definition misses many important details.

2 points: Compared with the Reference Definition, this definition has omitted some important details,
but overall it is relatively complete.

3 points: Compared with the Reference Definition, this definition contains most of the necessary
details, but there is still room for improvement.

4 points: Compared to the Reference Definition, this definition contains almost all necessary details.
5 points: Compared with the Reference Definition, this definition includes all necessary details without
omission.

Table 17: Prompt for GPT-40 evaluator.
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