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Abstract

Automatically generating high-quality mathe-
matical problems that align with educational
objectives is a crucial task in NLP-based ed-
ucational technology. Traditional generation
methods focus primarily on textual quality,
but they often overlook educational objectives.
Moreover, these methods address only single-
dimensional, simple question generation, fail-
ing to meet complex, multifaceted educational
requirements. To address these challenges, we
constructed and annotated EduMath, a dataset
of 16k mathematical questions with multi-
dimensional educational objectives. Based on
this dataset, we developed EQGEVAL, which
incorporates three evaluation dimensions and
is designed to assess the ability of models to
generate educational questions. Drawing in-
spiration from teachers’ problem design pro-
cesses, we propose the Educational Question
Planning with self-Reflection (EQPR) method
for educational mathematical question genera-
tion, following a "plan-evaluate-optimize" ap-
proach. Specifically, by combining planning
algorithm based on Monte Carlo Tree Search
with the generative capabilities of Large Lan-
guage Models, we continuously optimize ques-
tions through iterative feedback. This self-
optimization mechanism ensures that the gener-
ated questions both fit the educational context
and strategically achieve specific basic educa-
tional objectives. Through extensive experi-
ments based on EQGEVAL, we have demon-
strated that EQPR achieves significant improve-
ments in generating questions that meet multi-
dimensional educational objectives.'

1 Introduction

Mathematical questions are fundamental elements

of educational assessment and cognitive develop-

ment, playing an irreplaceable role in cultivating
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| need to ponder how to combine a kite with a sine function while
~~  ensuring the Bloom level is ......
] Xiaoming is flying a kite with an 80-meter string pulled straight up. If
O he holds the string at 1.5 meters above the ground, find the height of
7N the kite above the ground.

[ e | forgot to include the angle of elevation in the question! ]
= Xiaoming is flying a kite with an 80-meter string that makes a 50° angle of
elevation with the ground. He holds the string at 1.5 meters above the

£ ground. Find the height of the kite above the ground.

Figure 1: A simple example of question design based
on educational objectives

students’ logical thinking and problem-solving abil-
ities (Kurdi et al., 2020; Liu et al., 2019). When de-
signing such questions, educators coordinate mul-
tiple educational objectives(e.g., concepts, mathe-
matical qualities ), not only to accurately evaluate
students’ degree of knowledge mastery and appli-
cation skills but also to enhance their comprehen-
sive problem-solving capabilities through progres-
sive challenges. Figure 1 illustrates the system-
atic process of how teachers design test questions
(Kliebard, 1970; Wiggins, 2005). Starting with
educational objectives, teachers carefully consider
multiple dimensions including core concepts, com-
petencies to be assessed, and real-world scenarios.
They strategically combine these elements to create
engaging questions that connect theoretical knowl-
edge with practical applications. Throughout this
process, teachers continuously evaluate whether
their questions adequately cover all intended objec-
tives and make necessary refinements.

However, in the literature, the generation of
mathematics questions that consider multiple edu-
cational objectives has not received sufficient atten-
tion. In widely studied mathematical question gen-
eration, previous work has relied solely on manu-
ally crafted templates for generation (Polozov et al.,
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2015; Khodeir et al., 2018), unable to generate
content based on educational objectives expressed
in natural language. Conversely, most more ad-
vanced works employ seq2seq models for genera-
tion (Zhou and Huang, 2019; Liu et al., 2020), but
due to model limitations, their applications remain
confined to question generaton based on mathe-
matical formulas such as arithmetic operations and
equation systems. With the emergence of large lan-
guage models like ChatGPT (Kojima et al., 2022)
and LLaMA (Dubey et al., 2024), which signifi-
cantly enhance the ability to generate diverse and
complex content, researchers have begun using few-
shot learning or Chain-of-Thought templates for
question generation, framing it as a goal-based rea-
soning task. However, question generation is a com-
plex task, and single-step reasoning may lead to
failures, as seen in the teacher’s first attempt in Fig-
ure 1. Consequently, the limitations of single-step
reasoning—its inherent inability to handle com-
plex problems requiring multi-step inferences and
its lack of reflective capabilities to check for er-
rors—significantly hinder the full potential of large
language models in question generation.

To validate the use of large language models for
creating educational questions, we empirically as-
sess whether these models can match human teach-
ers’ ability to design problems that achieve specific
educational objectives. However, existing mathe-
matics question generaton datasets present signifi-
cant limitations. Most datasets focus primarily on
elementary-level mathematics (e.g., LMWP (Liu
et al., 2020), HMWP (Qin et al., 2020)), offering a
narrow scope of assessment. Furthermore, a lack
of comprehensive annotation is prevalent; the ma-
jority of these datasets (e.g., Gaokao-bench (Zhang
et al., 2023), GSM8K (Cobbe et al., 2021)) lack
annotations for educational objectives, hindering a
thorough evaluation of LLMs’ capabilities in math-
ematical question generation.

In this paper, to advance the field further, we
present two datasets, EduMath-SQ and EduMath-
CQ, which are filtered from real high school test
papers and annotated with educational objectives.
Specifically, for each question, we annotate four
to five categories of educational objectives based
on Tyler’s rationale (Kliebard, 1970) and two-
way specification table (Odiagbe, 2016), aiming to
comprehensively evaluate models’ objective-based
mathematical question generation capabilities.

Along this direction, several technical challenges
remain. First, there is a lack of evaluation metrics.

Past question generation work has adopted text
quality metrics such as BLEU and ROUGE. For
instance, in Figure 1, while the initial and mod-
ified questions show high textual similarity, the
initial question lacks a concept compared to the
latter. However, these traditional text generation
evaluation metrics often fail to effectively measure
mathematical question generation quality, particu-
larly in terms of educational objective alignment.
Second, questions with multidimensional educa-
tional objectives typically cannot be generated in
a single attempt, as the complexity of multiple ob-
jectives often leads to certain objectives being over-
looked or missed in a single generation attempt,
requiring repeatedly evaluated and optimized by
educators. Additionally, a single dimension of
an educational objective may encompass multiple
components—as illustrated in Figure 1, where the
"concepts" dimension includes both sine functions
and elevation angles—further increasing the chal-
lenge of accurately generating questions that satisfy
multidimensional educational objectives.

To address these challenges, we first propose
EQGEVAL, a novel evaluation benchmark based
on the EduMath dataset that comprehensively eval-
uates question generation quality through LLM us-
ing three metrics: solvability (question feasibility),
Pass Rate (objective fulfillment), and Win Rate
(comparison with gold standards). Furthermore,
in real-world educational settings, teachers typi-
cally design mathematical questions through an
iterative process, repeatedly evaluating and opti-
mizing questions based on educational objectives
and student feedback. Inspired by this practice,
we develop a methodology that mirrors this sys-
tematic refinement process. Specifically, we de-
velop the Educational Question Planning with
self-Reflection (EQPR) method, which combines
Monte Carlo Tree Search (MCTS) with large lan-
guage models to simulate diverse question design
strategies, achieve educational objectives, and sys-
tematically evaluate and refine the question cre-
ation process through continuous feedback.

In summary, our contributions are:

* We introduce a comprehensive dataset derived
from authentic educational assessments, to-
gether with EQGEVAL, a novel benchmark
framework designed to evaluate large lan-
guage models’ proficiency in generating ques-
tions that are precisely aligned with specified
educational objectives.
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* Our framework, EQPR, integrates Monte
Carlo Tree Search (MCTS) for strategic plan-
ning with a reflection mechanism that evalu-
ates question quality and proposes improve-
ments, enabling iterative refinement of the
generated questions.

* Empirical validation through extensive exper-
imentation underscores our framework’s ef-
ficacy. When implemented with two distinct
LLMs and evaluated on the EQGEVAL bench-
mark, EQPR achieved superior performance
across nearly all evaluation metrics, establish-
ing new state-of-the-art results.

2 Related Works

2.1 Question Generation

Question generation is a significant research direc-
tion in educational technology (Kurdi et al., 2020;
Zhao et al., 2024a,b). Its core function lies in auto-
matically generating questions from structured or
natural language text, such as deriving questions
from dialogue content (Guo et al., 2024; Liu et al.,
2024) or extracting them from story texts (Li and
Zhang, 2024). The key value of this technology is
that it can substantially reduce the time and cost of
manual design and construction of questions, while
also dynamically generating questions of varying
difficulty and type based on the content.

In mathematics education, question generation
has been a significant area of research. Early
work focused on generating mathematical ques-
tions based on mathematical formulas and scenar-
ios, relying on predefined templates and rule-based
methods. Researchers developed language knowl-
edge bases and rhetorical structure rules to aid in
question generation (Khodeir et al., 2018). As natu-
ral language processing evolved, the field shifted to-
ward neural network-based approaches. Sequence-
to-sequence frameworks for mathematical question
generation (Zhou and Huang, 2019) integrated the-
matic and formulaic information using attention
mechanisms. Building on pre-trained language
models, later work improved topic word selection
and introduced question-solving modules to en-
hance the solvability of generated questions (Wang
et al., 2021). MapKG (Qin et al., 2023a), inspired
by educational experts’ test design experience, ad-
vanced the field with a "plan-then-generate" strat-
egy that incorporated dual attention mechanisms
and knowledge graphs to improve question solvabil-

ity and diversity. Recent developments in large lan-
guage models have opened new research avenues,
with methods such as gradient-based techniques
being used to generate questions with controlled
difficulty levels (Lin et al., 2024). However, exist-
ing studies have largely overlooked the generation
of questions that address multi-dimensional educa-
tional objectives. Our proposed EQPR model aims
to fill this gap.

2.2 LLM Planning and Reflection

Recent research on planning with large language
models (LLMs) has witnessed remarkable ad-
vancement, significantly impacting domains such
as common-sense reasoning (Zhu et al., 2023;
Xue et al., 2024) and embodied intelligence (Sun
et al., 2024). A central focus has been enhanc-
ing LLMs’ capacity for systematic, step-by-step
problem solving. Foundational techniques like
Chain-of-Thought (CoT) prompting (Wei et al.,
2022) have established the paradigm of incre-
mental problem decomposition, while more so-
phisticated approaches such as Tree-of-Thoughts
(ToT)(Yao et al., 2024) and Reasoning via Plan-
ning (RAP)(Hao et al., 2023) explore solution
spaces through hierarchical tree structures, leverag-
ing methodologies like Monte Carlo Tree Search
to systematically expand the search space. How-
ever, extensive iterative planning processes can in-
troduce cumulative error propagation. To address
this limitation, Self-Refine (Madaan et al., 2024)
incorporates iterative feedback mechanisms that
enable models to reflect upon and refine their rea-
soning processes, thereby mitigating error accumu-
lation. Distinguished from these planning-focused
methodologies, our work introduces EQPR, which
synergistically combines iterative planning with
reflective mechanisms to optimize question genera-
tion processes.

3 Problem Formulation

As outlined in Section 1, our objective is to lever-
age large language models for generating questions
that align with specified educational objectives
O, encompassing fundamental goals (e.g., concep-
tual understanding, Bloom’s taxonomy levels) and
their contextual frameworks (e.g., traditional cul-
tural narratives, sports scenarios), formalized as
q=LLM(O).

However, single-pass question generation often
yields limited quality and inadequate alignment
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Figure 2: The overall framework of EQPR.The upper part of the figure illustrates the entire EQPR process, which
uses an MCTS structure for deep reasoning and iteratively improves question quality via the Critic and Reflection
modules. The lower part shows a simplified state transition example, where a previous question is modified based

on feedback and progresses to the next state.

with educational objectives. To address this limita-
tion, we draw inspiration from teachers’ iterative
improvement processes, modeling this as a sequen-
tial decision-making problem and formalizing it as
a Markov Decision Process (MDP).

We formalize this question improvement pro-
cess as an MDP defined by the tuple (S, A, T, R),
where:

* State space S: Each state s; € S represents
the current version of an educational ques-
tion at time step ¢, denoted as g;. States may
include metadata such as alignment with ed-
ucational objectives O, revision history, or
evaluative metrics.

Action space A: Each action a; € A corre-
sponds to an improvement operation targeting
specific dimensions of the question, such as
“enhancing conceptual clarity” or “increasing
real-world relevance.” As shown in the upper
part of Figure 2, these actions are formulated
as structured feedback that guides iterative im-
provement, offering detailed analysis of cur-
rent shortcomings paired with actionable im-
provement strategies.

* Reward function R : S x A — R: After
executing action a; in state sy, the system re-

ceives a reward based on the revised ques-
tion’s quality. This reward reflects multiple
educational criteria including conceptual clar-
ity, cognitive depth, and contextual appropri-
ateness, assessed by a critic module providing
both numerical scores and formative feedback
(detailed in Section 4.2).

* Transition function 7 : S x A — &: The
system transitions to a new state sy after
applying action a; to the current question s.
This process is implemented by a reflection
module, which interprets the critic’s feedback
and generates an improved question accord-
ingly (detailed in Section 4.3).

As illustrated in Figure 2, the process operates
as follows: Given a current state s; and educa-
tional objectives O, the critic module analyzes
the question and samples an improvement action
a; ~ Critic(a | s¢, O). Simultaneously, it assigns a
reward 7 and identifies specific improvement areas.
This feedback is passed to the reflection module,
which translates it into actionable revision instruc-
tions and generates an enhanced question better
aligned with educational objectives. For instance,
if the action is to “increase cognitive depth,” the
reflection module may introduce more abstract or
higher-order reasoning components. The newly
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generated question becomes the next state s;i1,
and the process continues iteratively until optimal
educational alignment is achieved.

4 Method

4.1 Overview

Drawing inspiration from educators’ systematic ap-
proach to question development (Wang et al., 2022)
- which encompasses planning, writing, evaluat-
ing, and optimizing - we introduce an innovative
framework for generating educational questions
that ensures both quality and alignment with ed-
ucational objectives. The framework consists of
three modules: the Critic module, which evaluates
each generated question (state) based on multiple
dimensions of educational objectives and provides
directions for modification; the Reflection mod-
ule, which analyzes the feedback from the Critic
to determine optimization directions and refine the
question generation process, leading to the creation
of new questions; and the MCTS-based Planning
module, directed by the Critic and Reflection mod-
ules, which provide the necessary guidance and
constraints to enable it to systematically and effi-
ciently navigate the vast and multifaceted search
space, thereby exploring a wide range of potential
question structures and formulations.

4.2 Critic

We employ the Critic module to systematically
evaluate the alignment between generated ques-
tions and educational objectives. Through Large
Language Models (LLMs) equipped with Critic
prompts (see Table 8 ) and Chain-of-Thought rea-
soning, the module performs comprehensive assess-
ment across multiple dimensions. Specifically, for
a state s; at phase t and educational objective O, the
Critic generates question modification directions
a; and score; as follows:

(scoret, ar) = Critic(sy, O), (D

Here, score; represents the quantitative evaluation
score, while a; denotes the suggested modification
directions. The evaluation examines concept cov-
erage, contextual relevance, conceptual coherence,
etc., ensuring comprehensive assessment of educa-
tional requirements, and logical interconnections.
This structured evaluation framework enables pre-
cise identification of gaps between generated ques-
tions and desired educational objectives, facilitat-
ing targeted improvements in subsequent iterations.

4.3 Reflection

Cognitive science research demonstrates that hu-
mans continuously iterate and reflect upon their
thinking based on new information (Frederick,
2005), allowing them to correct errors and deepen
understanding. This reflective process is particu-
larly evident in educational settings, where teach-
ers systematically refine questions through iterative
evaluation and improvement to align with educa-
tional objectives.

Consider the example illustrated in the bottom
part of Figure 2, where the initial question genera-
ton lacks contextual materials. Through reflection,
this limitation is identified, leading to an improved
iteration that incorporates a practical tree-planting
scenario, making the mathematical concept more
accessible and applicable.

To formalize this reflective iteration process, we
introduce a Reflection module powered by large
language models. This module employs special-
ized reflection prompts (detailed in the Table 9) to
analyze the historical trajectory of question states
and improvement suggestions, ensuring alignment
with educational objectives. In the iteration step ¢,
we construct the historical trajectory 7 as:

T = {(807 a0)7 (517 al)a ceey (315—17 Gt—l)}, (2)

where s( represents the initial question state gen-
erated based on the initial generation prompt (see
Table 7) at the root node, ag denotes the Critic mod-
ule’s modification suggestions for initial question
S0, S¢ indicates the preceding state of the current
node, and a; represents the Critic module’s modifi-
cation suggestions for question s;. This trajectory
captures the complete history of question states and
their corresponding improvement suggestions up
to the current iteration. The next state generation
is accomplished through the Reflection module:

st+1 = Reflection(O, T, s, aq), 3)

where O represents the educational objectives.

This formalized reflection mechanism enables
the question generation process to emulate human
teachers’ approach, continuously iterating to en-
hance problem quality.

4.4 MCTS-based Planning

We combine large language models (LLMs) with
Monte Carlo Tree Search (MCTYS) to better meet
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our educational objectives. MCTS efficiently ex-
plores the question-generation space, balancing ex-
ploration and exploitation to improve the educa-
tional value of the resulting questions. As shown
in the top panel of Figure 2, we model the pro-
cess as a search tree: each node represents a par-
tially generated question, and each edge denotes an
editing action—such as extending or rewriting the
text. The overall planning loop follows the standard
MCTS phases of selection, expansion, simulation,
and backpropagation, detailed in Algorithm 1 in
the Appendix.

Selection. The selection phase chooses the most
promising node from the tree’s branches for fur-
ther exploration. Starting from the root node sg
(initial question), the selection phase iteratively
chooses the most promising nodes for exploration.
To balance between known high-quality question
structures (exploitation) and exploring new direc-
tions for improvement (exploration), we use the
well-known Upper Confidence Bounds applied to
Trees (UCT) (Kocsis and Szepesvdri, 2006) for
node selection, as shown below:

UCT(St, at) = Q(St, at) + C\/ %ﬁji]‘l)), (4)

where Q(s¢, ay) is the potential future reward of
applying action a; at time ¢, N (s;) is the number
of visits to node s, ch(st, ay) is the child node
reached after executing action a; in state s¢, and ¢
is a constant used to adjust exploration. At each
level of the tree, the child node with the highest
UCT value is selected.

Expansion. During the expansion phase, we
utilize the Reflection module to generate new
question states. This module leverages the his-
torical optimization trajectory 7 to analyze pat-
terns from previous modifications, generating
new candidate questions according to: S;y1 =
Reflection(O, T, s, a;). To explore a wider range
of question designs, multiple nodes are generated
as child nodes in each expansion step.
Simulation. From the expanded nodes, the simula-
tion phase explores potential question optimization
paths via simulations. In each simulation, the sys-
tem evaluates options based on estimated cumula-
tive rewards, selecting the highest-reward path for
further exploration. This continues until a terminal
state, yielding a comprehensive simulation of po-
tentially effective question optimization schemes.
Backpropagation. When a simulation reaches a
terminal state, backpropagation begins, using the

cumulative future reward obtained at the terminal
node (illustrated by the red arrows in the central
MCTS tree section of Figure 2) to update the Q-
values of each state-action pair, with the aim of
refining future question selection.

5 Educational QG Dataset & Benchmark

Existing mathematical question generaton datasets
primarily focus on elementary-level content and
often lack comprehensive educational annotations.
To address these limitations, we developed Edu-
Math, aiming to create a high-quality dataset with
annotation accuracy exceeding 90% across all ed-
ucational dimensions. We developed this multi-
dimensional annotation framework based on the
following considerations: concept mapping reflects
knowledge coverage, ability assessment captures
problem-solving requirements, Bloom’s Taxonomy
represents cognitive levels, mathematical literacy
evaluation aligns with educational objectives, and
real-world context identification demonstrates prac-
tical value. These dimensions characterize the edu-
cational attributes of mathematical questions from
distinct perspectives. We sourced 16k high-school
level mathematics problems from mock exams and
college entrance examinations, implementing strict
quality filters to exclude problems with images or
incomplete solutions. Using DeepSeek-V3, we
conduct an iterative three-round annotation pro-
cess. Initial annotations are reviewed for accuracy
and consistency. Specifically, we employ Chain-
of-Thought prompting to guide multiple large lan-
guage models in evaluating annotation correctness
through a voting mechanism. Annotations flagged
as inaccurate are re-annotated to resolve identified
issues. This rigorous, multi-stage process results
in an annotation accuracy of 95.2% across all di-
mensions. The final dataset includes two variants:
EduMath-SQ (Standard Questions) and EduMath-
CQ (Contextual Questions), with EduMath-SQ fo-
cusing exclusively on non-contextual problems.
Building on this, we define controllable educa-
tional question generation and corresponding eval-
uation metrics. Previous question generation ap-
proaches typically rely on text quality metrics such
as BLEU and ROUGE for evaluation, but these are
far from sufficient. Truly effective questions must
be solvable and meet teachers’ instructional and as-
sessment needs. Following TOOLEVAL (Qin et al.,
2023b) and based on DeepSeek-V3, we propose
EQGEVAL, which includes the following metrics
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(see Appendix A.4 for details): Solvability as a fun-
damental requirement that the generated problems
must have valid solutions; Pass Rate measuring
the proportion of generated problems that meet the
educational objectives; and Win Rate where we
present educational objectives and two problems to
DeepSeek-V3 evaluators, asking them to determine
which problem better serves the intended purpose.
To ensure the reliability of our evaluation, all met-
rics are determined through a majority voting mech-
anism, where multiple independent evaluations are
conducted to derive the final assessment results.

6 Experiment
6.1 Experimental Settings

Datasets. As outlined in Section 5, we conducted
experimental evaluations using the EduMath-SQ
and EduMath-CQ datasets. We randomly selected
10% of the data to serve as the test set. The
EduMath-CQ dataset comprises 589 educational
objectives paired with their corresponding gold-
standard questions, while EduMath-SQ contains
1,034 educational objectives along with their re-
spective gold-standard questions. For more de-
tailed information about these datasets, please refer
to Appendix A.1.

Baselines.  Since this is a novel task, we ap-
proach it as a reasoning problem and benchmark
it against established reasoning methods, includ-
ing Chain-of-Thought (CoT) (Wei et al., 2022),
CoT-BON, ReAct (Yao et al., 2023), and the
tree-structured DEAR method (Xue et al., 2024).
DeepSeek-V3 (Deepseek, 2024) and GPT-40-Mini
(OpenAl, 2024a) serve as our primary backbone
models. Additionally, we evaluated Claude-3.5
(Anthropic, 2024) and GPT-40 (OpenAl, 2024b) on
the EduMath-CQ dataset; for those results, please
refer to Appendix B.

Metrics. We evaluate our approach using both
automatic metrics and human assessment. For
automatic evaluation, we primarily employ three
metrics from the EQGEVAL framework, where
the Win Rate metric compares generated ques-
tions against gold-standard problems. To com-
prehensively assess text quality, we also incorpo-
rate widely-adopted natural language generation
metrics, including Rouge-L (Lin and Och, 2004),
BLEU (Papineni et al., 2002), METEOR (Baner-
jee and Lavie, 2005), and BERTSCORE (Zhang
et al., 2020). For human evaluation, we design two

metrics: Fluency and Human-rated Win Rate. The
Fluency metric uses a three-level scoring system
(0-2), with detailed scoring criteria provided in the
Appendix A.7.

6.2 Main Results

We conduct experiments to verify the effective-
ness of our framework EQPR, and report the re-
sults in Table 1. We get the following observa-
tions. Primarily, our method demonstrates superior
performance in Win Rate and Pass Rate across
both EduMath-CQ and EduMath-SQ datasets, as
well as across both GPT-40-Mini and DeepSeek
models. This comprehensive outperformance val-
idates the effectiveness of our approach. Notably,
when testing with DeepSeek on EduMath-CQ, our
method achieved a Win Rate of 46.23%, surpassing
the next-best method DEAR (41.8%) by a substan-
tial margin of 4.42%. This improvement clearly
demonstrates the efficacy of our iterative refine-
ment strategy. Nevertheless, we observed that Pass
Rates consistently decreased when transitioning
from standard questions (EduMath-SQ) to contex-
tual scenarios (EduMath-CQ), suggesting that large
language models still face challenges in seamlessly
incorporating contextual elements while addressing
multiple educational objectives.

Regarding Solvability, our method achieves near-
optimal performance, ranking second across both
sub-datasets. The slight reduction in solvability
scores can be attributed to the nature of our itera-
tive refinement process, where questions naturally
evolve to become more sophisticated through mul-
tiple iterations.

In terms of traditional text quality metrics, our
method maintains competitive performance while
prioritizing educational effectiveness. For in-
stance, in the EduMath-SQ dataset with DeepSeek,
the modest difference between our method’s
BERTScore (74.79) and REACT’s (76.05) is ac-
ceptable, considering that these metrics primarily
assess lexical and semantic similarities rather than
educational value. Our superior Win Rate and Pass
Rate scores underscore our method’s success in
achieving its primary objective: generating edu-
cationally meaningful and high quality questions,
even if this occasionally leads to slightly lower
linguistic metric scores.

6.3 Human Evaluation Results

To thoroughly assess the effectiveness of our
methodology, we carried out human evaluation
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Table 1: Evaluation results on datasets EduMath-CQ and EduMath-SQ(%).

Dataset Method BLEU METEOR ROUGE-L BERTSCORE WINRATE SOLVABLE PASS RATE
GPT-40-Mini
COoT 11.60 29.64 24.45 68.52 35.78 90.12 27.88
COT-BON 8.52 22.59 10.56 69.19 34.50 90.23 21.25
REACT 18.90 53.20 36.72 72.55 38.40 89.32 33.66
DEAR 13.31 23.09 21.74 70.34 35.18 85.77 27.35
EduMath-CQ EQPR 24.80 52.70 48.13 70.89 39.92 90.63 35.81
DeepSeek-V3
COT 12.11 42.90 22.51 70.64 38.20 90.84 31.45
COT-BON  13.58 43.60 28.93 70.85 38.99 90.25 29.63
REACT 21.76 47.98 47.06 70.32 39.75 90.64 38.91
DEAR 20.71 49.06 42.11 74.48 41.81 92.59 37.88
EQPR 20.33 46.86 44.57 71.02 46.23 91.73 43.11
GPT-40-Mini
COT 1.76 21.04 7.64 67.30 32.20 83.65 64.60
COT-BON 263 30.44 11.76 68.43 36.64 85.23 75.12
REACT 36.72 52.19 36.72 72.55 36.81 82.90 83.22
DEAR 8.51 20.52 4.71 66.34 36.70 81.89 82.36
EduMath-SQ EQPR 32.77 52.75 52.78 68.83 37.18 84.40 84.37
DeepSeek-V3
COT 28.80 56.91 50.33 75.38 37.40 87.15 85.46
COT-BON  30.66 61.50 52.07 76.05 4270 86.88 88.82
REACT 26.46 60.47 46.05 75.45 44 45 85.95 89.76
DEAR 24.52 58.23 40.07 73.48 40.36 87.14 82.74
EQPR 29.71 57.29 49.63 74.79 45.65 91.31 91.50
Method Clarity Win Rate-Human(%) old of 0.41, thereby confirming the reliability of
COT 1.83 27.00 our evaluation results.
COT-BON 1.78 33.67
.4 Ablation Resul
DEAR 1.84 31.00 6 blation Results
REACT 1.87 35.00 Effect of Reflection Module. To validate the ef-
EQPR 1.93 36.67 fectiveness of the Reflection Module, we conducted
Fleiss’ kappa| ~ 0.71 0.47 a comparative experiment. After removing the Re-

Table 2: Human evaluation results on EduMath-
CQ(DeepSeek-V3).

experiments. We randomly selected 100 samples
from the EduMath-CQ dataset and enlisted three
highly educated evaluators, each with at least a
bachelor’s degree, to conduct the assessments. The
evaluation focused on two key dimensions: ques-
tion clarity (whether the questions are easily read-
able and understandable) and quality comparison.
Given the potential biases in large language models
when determining win rates, the evaluators were
asked to compare the quality of the generated ques-
tions against the gold-standard questions. As de-
picted in Table 2, our method demonstrated supe-
rior performance in both clarity scores and human-
evaluated win rates. Furthermore, we evaluated the
reliability of the annotations using Fleiss’ Kappa
coefficient. The Kappa values for both clarity and
quality comparison exceeded the credibility thresh-

flection Module, the model no longer optimizes
based on iterative feedback but directly generates
questions according to the target (referred to as the
"w/o Reflection" experiment). The results showed
significant performance degradation across both
models: using DeepSeek as an example, illustrated
in Figure 3, the Pass Rate decreased from 46.23%
to 43.51%, and the Win Rate declined from 43.11%
to 40.74%. These observations highlight the vital
importance of the Reflection Module. By engaging
in multiple rounds of iterative optimization, the sys-
tem adeptly integrates knowledge from previously
encountered questions, enabling it to produce con-
tent that more effectively aligns with educational
objectives.

Effect of MCTS-based Planning. To quantify
the contribution of MCTS-based planning within
our proposed framework, we conducted an ablation
study by removing the MCTS component and em-
ploying greedy search exclusively for action selec-
tion. As demonstrated in Figure 3, the model’s per-
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Performance Comparison of Different Methods

ooooo
zzz

Rate (%)

Deepseek DeepSeck Deepseek GPT-40-mini GPT-4o-mini GPT-40-mini
(wo Reflection) (wlo MCTS) (wio Reflection) (o MCTS)
Methods

Figure 3: The results of ablation studies. We test differ-
ent methods on EduMath-CQ datasets

formance deteriorated substantially without MCTS-
based planning. Specifically, DeepSeek experi-
enced a notable decline in both pass rate (from
46.23% to 41.57%) and win rate (from 43.11% to
38.79%) when operating without Monte Carlo Tree
Search. We attribute this performance degradation
to MCTS-based planning’s superior capability in
navigating the question optimization space through
its dual mechanism of prospective outcome predic-
tion and retrospective evaluation. These empirical
findings validate the critical role of MCTS integra-
tion in our framework’s effectiveness.

7 Conclusion

In this paper, we introduced EQPR (Educational
Question Planning with self-Reflection), an innova-
tive framework for generating high-quality mathe-
matical questions that align with educational objec-
tives. EQPR integrates a "plan-evaluate-optimize"
process, combining Monte Carlo Tree Search with
the generative power of LLMs, enabling continu-
ous refinement through feedback optimization. We
also introduced EduMath, a high-quality dataset
of 16k mathematics problems, and EQGEVAL, a
comprehensive framework for evaluating the edu-
cational value of generated questions. Extensive
experiments demonstrate that EQPR outperforms
existing reasoning methods on key educational met-
rics across multiple large language models.
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Limitations

Our research primarily focused on mathematical
question generation and has not yet been extended
to other subject areas. This presents an important
direction for future research. Additionally, we face
certain challenges in establishing educational ob-
jectives, particularly in the assessment of question
difficulty. Since difficulty evaluation is largely sub-
jective and challenging to standardize, this remains
a significant hurdle in the field that requires further
investigation. Furthermore, while we utilize large
language models for evaluation, these models may
exhibit certain biases, and their assessment results
do not always align perfectly with the professional
judgment of human educators. Consequently, ex-
ploring effective methods to align human evalua-
tion with LLM-based assessments and establishing
a more accurate evaluation system remains a cru-
cial direction for future research.
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A More Experiment Details

A.1 Dataset Details

As shown in the Table 4, we present the number
of questions for each dataset along with the av-
erage number of concepts covered per question.
On average, each question involves more than two
concepts, indicating that we intend to use these
datasets to evaluate the ability of large language
models to generate questions that address complex
educational objectives. To this end, we randomly
sampled 10% of the questions from each dataset to
serve as a test set.

A.2 Explanation of the Educational
Objectives

* Concept: Understand and master core mathe-
matical concepts such as trigonometric func-
tions, sequences, and probability.

* Core Quality: Develop essential skills such
as logical reasoning, mathematical modeling,
and problem-solving to tackle complex math-
ematical tasks.

* Core Ability: Develop the ability to choose
and apply appropriate mathematical tech-
niques—for instance, recognizing when to use
identities like sin? x + cos? z = 1 in solving
problems.

* Bloom Level: Design questions that intention-
ally target specific cognitive levels in Bloom’s
Taxonomy, such as application, analysis, or
creation.

* Context: Enable students to interpret and
solve mathematical problems within real-
world scenarios and authentic contexts.

A.3 Dataset Comparation

We conducted a comprehensive comparison be-
tween our dataset and existing mathematics ques-
tion generaton datasets. As shown in Table 3, Our
EduMath dataset demonstrates several significant
advantages. First, the scale of our dataset substan-
tially surpasses other comparable datasets in terms
of problem quantity. Second, our dataset specifi-
cally focuses on high school mathematics problems
that require deeper cognitive reasoning, whereas
datasets like LMWP and HMWP primarily target
elementary-level mathematics question generaton.
The generation of high school mathematics prob-
lems presents considerably greater challenges due
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Figure 4: The cost refers to the average cost required to generate a question on the EduMath-CQ dataset.

to their complexity and reasoning requirements.
Furthermore, our dataset features meticulous an-
notations performed by large language models
(LLMs). We implemented a rigorous two-stage an-
notation process: after the initial annotation phase,
we employed LLMs to verify the accuracy of the an-
notations, with any identified inaccuracies undergo-
ing a re-annotation process. This makes EduMath
the first and only open-source high school mathe-
matics dataset that incorporates multi-dimensional
educational objective annotations, setting a new
standard for educational resource development.

A.4 Educational Metric Details

Solvable We employed the state-of-the-art large
language model, DeepSeek-V3, to solve the gener-
ated questions. We then determined the solvability
of each question using a majority voting approach
based on self-consistency (five samples).

Pass Rate We employ Chain of Thought (COT)
reasoning by inputting both educational objectives
and generated questions into the large language
model, enabling step-by-step analysis of whether
the question meets each educational objective. Us-
ing the Self-Consistency approach, we generate 5
independent judgment samples and determine the

final result through majority voting. If an question
fails to meet any educational objective, it is marked
as failing.

Win Rate The Win Rate metric evaluates ques-
tion quality by inputting pairs of questions along
with their educational objectives into the large lan-
guage model to determine which is superior. The
evaluation criteria include adherence to educational
objectives, natural language flow, and seamless in-
tegration of context. As shown in Table 10, we
provide a specific case study demonstrating this
judgment process.

A.5 Implementation Details

Parameter Details. For LLM parameter settings,
we maintained a consistent temperature of 0.7
across all four models to ensure output diversity.
The model versions used in our testing include
gpt-40-mini-2024-07-18, Claude-sonnet-3.5-0622,
GPT-40-2024-11-20, and DeepSeek-V3. Regard-
ing method parameters, for COT-BOT (Best of N),
we generated 5 candidate outputs and selected the
best result; for our proposed EPQR method, the
Monte Carlo Tree Search (MCTS) parameters were
configured as follows: 4 iterations, maximum depth
of 3, and an exploration parameter c of 2.5 in the
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Table 3: Comparison of Different Mathematics Problem Datasets

EduMath GAOKAO LMWP HMWP GSMS8k
Datasets (Ours) | (Zhang et al. (2023)) | (Liu et al. (2020)) | (Qin et al. (2020)) | (Cobbe et al. (2021))
Deep Reasoning v v X X X
Objectives Annotation v X v v X
Multi-Edu objectives v X X X X
“#Problems |~ 16348 |~ 300 | 5447 | 5470 | 8500

Table 4: Number of Questions and Average Number of
Concepts for Two Datasets

Dataset # Questions  Avg. # Concepts

EduMath-SQ 10763 2.57

EduMath-CQ 5585 2.39
UCT formula.

Output strategy. Each iteration of the Monte
Carlo Tree Search (MCTS) yields a path from
the root node to a leaf node. Following PromptA-
gent (Wang et al., 2023), we select the path with the
highest average question reward and then choose
the question with the highest reward from that path
as the final output. This strategy ensures that we
identify the best question from the overall optimal
search trajectory.

A.6 Baseline Details

* Chain-of-thoughts (CoT) (Wei et al., 2022):
Prompts language models to think step-by-
step before reaching final conclusions, incor-
porating deliberate reasoning and systematic
thinking to generate more powerful and in-
sightful answers.

Chain-of-thoughts Best of N (Wei et al.,
2022): Samples multiple CoT outputs and
selects the best one from the generated candi-
dates.

¢ ReAct (Yao et al., 2023): Simulates human
problem-solving patterns through reasoning
and action steps, enabling large language mod-
els to better understand tasks, gather informa-
tion, execute operations, and correct errors,
thereby significantly improving their perfor-
mance on complex tasks. For the education
question generation task, we adopt a thought
+ action approach, where the model generates
a thought before producing the final question.

* Dear (Xue et al., 2024): A human cognition-
inspired reasoning framework that builds a
reasoning tree through a three-stage cycle.

Table 5: Additional Evaluation results on datasets

EduMath-CQ(%).

Method  WIN RATE PASS RATE
. GPT-4o
coT 3816 34.78
COT-BON | 3434 36.58
REACT 42,68 40.72
DEAR 41.30 39.59
Ours 44.07 43.43
Claude-3.5
coT 37.95 32.08
COT-BON | 4161 38.37
REACT 4527 41.26
DEAR 44.19 34.75
Ours 47.11 45.92

It decomposes complex problems into sub-
problems in the Decompose stage, generates
and self-checks reasoning processes for each
sub-problem in the Analyze stage, and updates
parent node reasoning based on child node re-
sults in the Rethink stage, thereby enhancing
large language models’ complex reasoning ca-
pabilities.

A.7 Human Evaluation Criteria

0: Incomprehensible - The question is confus-
ing and impossible for students to understand,
making it impossible to answer.

1: Partially Clear - Students can grasp the core
idea of the question and attempt to answer, but
the question still needs improvement.

2: Completely Clear - The question is concise,
clear, easy to understand, and allows students
to answer smoothly.

B Additional Results

B.1 Evaluation of Methods on More LLMs

To validate the model-agnostic nature of our frame-
work, we conducted experiments on EduMath-CQ
using GPT-40 and Claude-3.5 as backbone models,
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Figure 5: Win Rate Comparison Matrix Across Differ-
ent Methods

with results presented in Table 5. The experimen-
tal results demonstrate that our framework consis-
tently outperforms the baseline across both models
in terms of Win Rate and Pass Rate metrics. This
consistent superior performance indicates that our
framework’s effectiveness is model-agnostic and
can be successfully applied across various large
language models. Additionally, Claude-3.5 demon-
strates the strongest performance among the four
models, likely attributed to its enhanced reason-
ing capabilities and superior instruction-following
abilities. This finding further indicates that the per-
formance of the foundation model has a significant
impact on the overall effectiveness of the frame-
work.

B.2 Cost Analysis

We presented a comparative analysis of four mod-
els on the EduMath-CQ dataset, examining both
the average cost per question generation and the
corresponding pass rates. The Figure 4 demon-
strates that all models performed better under the
EQPR method compared to the baseline. Notably,
DeepSeek achieved exceptional cost-effectiveness,
attaining the third-highest pass rate at less than
$0.01 per question, significantly lower than the
costs of Claude-3.5 and GPT-40. While the Claude-
3.5-based EQPR solution had the highest cost, it
achieved the best pass rate, with expenses still re-
maining under $0.1 per question. Given that the
cost of human-generated questions would be con-
siderably higher than this amount, we consider this
investment to be justified.

B.3 Win Rate Comparison of Methods

To evaluate the performance of these five meth-
ods in a more fine-grained manner, we conducted
pairwise comparisons on the EduMath-CQ dataset
based on DeepSeek-V3’s results and calculated
their respective Win Rates, as detailed in the Fig-
ure 5. The results demonstrate that our proposed
method, EQPR, outperforms other methods in
terms of Win Rate, highlighting its superiority.
Specifically, EQPR exhibits significant advantages
even when compared to strong baseline methods.
For instance, EQPR achieved Win Rates of 58.5%
and 62.1% against DEAR and REACT, respectively.
This suggests that EQPR is more effective in guid-
ing the model to generate high-quality questions
that are both coherent and aligned with educational
objectives.

B.4 case study

To better illustrate the process of question gener-
ation, critic, and revision, Table 6 presents a case
study based on the learning objective of "categoriz-
ing random events." The system first generates an
initial question based on predefined education ob-
jectives : “Which of the following describes a ran-
dom event?...” The Critic module then evaluates the
question, assigning a score of 6 and identifying sev-
eral issues, such as the lack of a real-world context,
failure to address impossible events, and limited
cognitive depth. In response, the Reflection module
proposes concrete revisions—for example, ensur-
ing that the answer choices include random, certain,
and impossible events, maintaining a single-choice
format, and keeping the difficulty level moderate.
Based on these suggestions, an improved version of
the question and answer options is generated. This
case study demonstrates how the question quality
can be progressively refined to better align with
instructional goals and cognitive requirements.
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Table 6: Case study of an example generated by our method (Claude-3.5)

Education Objectives

Education Objectives:

¢ Concept: Random events

* Core Quality: Mathematical abstraction, logical reasoning

* Core Ability: Distinguish between random, certain, and impossible events, and make
probability judgments in real-life contexts

* Context: Real-life scenarios involving random events (e.g., dice rolling, lottery, baby
gender) to enhance relevance and interest while testing key concepts

¢ Bloom’s Taxonomy: Understanding

Question

Question:

Which of the following describes a random event?

A. It will rain tonight  B. The sun will rise in the west tomorrow  C. There are 12 months
inayear D. A coin toss will definitely land heads up

Updated

Critic:

score: 6.

reason: Covers basic concept, but lacks real-life context; omits “impossible event”; low
cognitive demand; insufficient instructional depth

Reflection:

thought:Include random, certain, and impossible options with plausible distractors;
keep single-choice format and moderate difficulty; use parallel comparisons to guide
classification by definition.

question: Which of the following describes a random event?
A. Rolling a fair die shows a 6.

B. The sun will rise in the west tomorrow.

C. There are 12 months in a year.

D. A tossed coin will definitely land heads up.
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Algorithm 1 MCTS with Reflection

Require: Initial question(state) s (root), expand width k, exploration weight w, max_iterations, depth_limit, reflection
module re flection, critic module critic
Initialize root node with initial state
for i < 1 to max_iterations do
path + ]
node < root
# Selection Phase
while node has children do
node argmax p;idcnode.children (CthdU’Ct)
Add node to path
Update node.visited
end while
# Expansion Phase
if node.depth < depth_limit then
for j <+ 1to k do
Generate new child through reflection:
question < Re flection
child < create_node(question, parent = node)
Evaluate child.reward using Critic
Add child to node.children
end for
end if
# Simulation Phase
while not terminal node do
Select child with the highest immediate reward
Add node to path
Update node.visited
end while
# Backpropagation Phase
cumulative_reward < 0
for node in reversed(path) do
cumulative_reward <

cumulative_reward + node.reward
Update node.cum_rewards with

cumulative_reward
Calculate new node.( value
end for
end for
return the best question from the path

12851



Question Generation Prompt

You are an expert in high school mathematics education. You are analyzing
educational objectives to design and create a multiple-choice question.
Your goal is to develop a well-structured question that aligns with specific
educational objectives while fostering core competencies.

Status Determination Rules:

concepts: Ensure complete alignment with required content; Maintain
logical rigor and clear progression; Consider cognitive levels
Competency Development: Integrate core competencies naturally with
content; Build connections between concepts

Example: {few_shots}

Output Format:

{"question_design_thought": "detailed explanation of question design
approach"”, "question": "complete multiple-choice question with options"}
Required Input: Education_Objectives: {educational objectives}

Table 7: Question generation prompt template.

Critic Evaluation Prompt

You are an expert in high school mathematics education. Your task is to
evaluate a mathematical question and its design approach based on given
educational objectives. You will assess whether the question meets the
educational objectives, provide a strict scoring evaluation, and analyze
areas for improvement.

Scoring Scale (1-10):

Excellent (10): - Complete alignment with Concept and competency
requirements - Clear, structured design following stated approach - Deep
pedagogical design fostering core competencies - Appropriate cognitive
level for students

Good (8-9): - Generally meets educational objectives - Minor deviations
from target cognitive level

Average (6-7): - Meets content requirements but lacks competency devel-
opment - Cognitive level misalignment with objectives

Fair (4-5): - Only partially meets content requirements - Significant
cognitive level misalignment

Poor (1-3): - Severe deviation from educational objectives - Does not
follow design approach - Low quality question

Failing (0): - No connection to educational objectives - Completely unre-
lated to goals and design approach

Key evaluation points:

Concept Alignment: - Check for complete coverage of required content -
Assess logical structure and progression - Evaluate cognitive level appro-
priateness

Competency Development: - Analyze integration of core competencies -
Assess effectiveness in building understanding

Output Format:

{"direction": "detailed analysis of weaknesses, and improvement sugges-
tions", "score": numerical score 1-10}

Required Input: Education_Objectives: {educational objectives}; Ques-
tion: {current question}

Table 8: Critic evaluation prompt template.
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Reflection Prompt

You are an expert in high school mathematics education. Your task is to
analyze and optimize a math question and its design approach based on
given educational objectives, previous feedback, and the question’s evolu-
tion history. Your goal is to refine both the question design approach and
the question itself to better meet educational objectives while maintaining
high quality.

Key Constraints:

- All questions must have valid solutions - Modifications should go beyond
numerical changes - Changes must align with existing objectives - No new
concepts or competencies can be added

Analysis Points:

Previous Question Analysis: - Review strengths and weaknesses identi-
fied - Understand suggested improvements - Study evolution of previous
versions

Optimization Strategy: - Address identified weaknesses - Maintain
existing strengths - Enhance alignment with objectives - Improve question
quality

Educational Alignment: - Verify concept coverage - Check competency
development

Output Format:

{"thought": "detailed explanation of optimized design approach", "ques-
tion": "complete optimized question"}

Required Input: Education_Objectives: {educational objectives} Ques-
tion: {current question} Direction: {current feedback and suggestions}
Trajectory_thoughts: {history of previous versions}

Table 9: Reflection prompt template.
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Table 10: Example of the Input and Output for the Education Objectives Evaluation Module

Education Objectives

Education Objectives:
) ¢ Concept: Permutation and Combination, Counting Principle

¢ Core Quality: Mathematical Operations, Logical Reasoning
¢ Context: School Course Scheduling (combining combinatorial mathematics with practi-
cal school management)
¢ Core Ability:
— Handle complex permutation and combination problems.
— Apply classification counting and step-by-step counting techniques.
— Solve practical problems using enumeration and classification addition principles.
¢ Bloom’s Taxonomy: Application

Question Pairs

Question 1: A school has 3 courses to assign for the semester, and each course must be taught by one
teacher. There are 2 available teachers to choose from for each course. How many possible
ways can the teachers be assigned to the courses?

Question 2: A school needs to arrange courses for the semester. There are 5 courses, and each course
needs to be assigned a teacher. Assume each course can be taught by one of 3 teachers, and
each teacher can teach at most two courses. How many ways can the courses be assigned
to teachers?

Evaluation

Better Question: 2
Reason: Question 1 only covers the basic counting principle of assigning teachers to courses,

without considering any constraints. It does not address the permutation aspect, which is an
important part of the core educational objectives. On the other hand, Question 2 is more
complete as it covers both permutation and combination, as well as the counting principle,
by introducing a constraint (each teacher can teach at most two courses). This makes
Question 2 a better fit for evaluating the student’s ability to apply counting techniques and
solve combinatorial problems. Therefore, Question 2 is a more suitable and well-rounded
problem for this purpose.
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Pass Rate Evaluation Prompt

Consider the following task as a mathematics education assessment assign-
ment. You will act as a senior mathematics education expert, rigorously
evaluating a given math problem and its associated educational objectives.
You will assess based on the following six key dimensions, checking each
item meticulously. If any item does not meet the requirements, the overall
assessment result will be marked as a failure (outputting 0):
Key Evaluation Dimensions:
1. concept Coverage: - Verify complete coverage of all required concepts
- Any omission or introduction of unmentioned points is non-compliant
2. Bloom’s Taxonomy Level: - Analyze cognitive level alignment with
objectives - Must neither exceed nor fall short of target level
3. Student Problem-Solving Skills: - Confirm comprehensive assessment
of all targeted skills
4. Mathematical Core Competencies: - Evaluate cultivation of: * Log-
ical reasoning * Mathematical operations * Spatial visualization * Data
analysis * Mathematical modeling * Mathematical abstraction
5. Rigor Requirement: - Maintain objectivity and rigor throughout
evaluation - Any non-compliance results in direct failure (0)
Output Format:

"reason": "Detailed explanation of the reasoning and process behind the
evaluation", "pass_rate": 1 or 0 }
Required Input: Education_Objectives: {educational objectives} Ques-
tion: {question}

Table 11: Pass rate evaluation prompt template.
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Win Rate Evaluation Prompt

As a senior mathematics education expert, please rigorously evaluate and
compare the following question pair. In the evaluation process, analyze
each question based on the following dimensions and determine which
question better meets the educational objectives.

Evaluation Dimensions:

1. Completeness of Concept Coverage: - Analyze coverage of required
concepts - Check for missing or redundant points

2. Matching of Cognitive Levels: - Assess alignment with specified
cognitive level - Verify appropriate goal alignment

3. Relevance to Ability Development: - Confirm effective training of
specified abilities - Verify alignment with outlined requirements

4. Development of Mathematical Literacy: - Analyze contribution to
mathematical literacy development

5. Scientific Design of the Structure: - Evaluate reasonableness of
question structure - Assess organization and guidance quality

6. Text Clarity and Coherence: - Assess clarity and conciseness of
wording - Evaluate effectiveness of problem-solving communication
Output Format:

{ "better_question": 1 or 2, "reason": "Detailed evaluation reasons, ex-
plaining why the selected question is better and specifying which dimen-
sion(s) show superior performance." }

Required Input: Education_Objectives: {educational objectives} Ques-
tion Pair: {Question pair}

Table 12: Win Rate evaluation prompt template.
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