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Abstract

Dynamical systems theory provides a frame-
work for analyzing iterative processes and evo-
lution over time. Within such systems, repeti-
tive transformations can lead to stable config-
urations, known as attractors, including fixed
points and limit cycles. Applying this perspec-
tive to large language models (LLMs), which
iteratively map input text to output text, pro-
vides a principled approach to characterizing
long-term behaviors. Successive paraphrasing
serves as a compelling testbed for exploring
such dynamics, as paraphrases re-express the
same underlying meaning with linguistic varia-
tion. Although LLMs are expected to explore
a diverse set of paraphrases in the text space,
our study reveals that successive paraphrasing
converges to stable periodic states, such as 2-
period attractor cycles, limiting linguistic diver-
sity. This phenomenon is attributed to the self-
reinforcing nature of LLMs, as they iteratively
favour and amplify certain textual forms over
others. This pattern persists with increasing
generation randomness or alternating prompts
and LLMs. These findings underscore inherent
constraints in LLM generative capability, while
offering a novel dynamical systems perspec-
tive for studying their expressive potential. Our
code is available here.

1 Introduction

Dynamical systems theory provides a mathemati-
cal framework for understanding how iterative pro-
cesses evolve over time (Sutherland, 1974; Michel
et al., 2008). In such systems, repetitive transfor-
mation can guide the state of the system toward
stable configurations, known as attractors (Milnor,
1985). These attractors can manifest as fixed points,
limit cycles, or more complex structures. Applying
this perspective to large language models, which
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𝑇଴: This way, the filibuster serves as a balance to prevent 51
senators from steamrolling the opposition.

𝑇଻: In this way, the filibuster serves as a safeguard to prevent a
majority of 51 senators from dominating the minority.

𝑇 : In this manner, the filibuster acts as a protection to stop a
simple majority of 51 senators from overpowering the minority.

𝑇ଽ: In this way, the filibuster serves as a safeguard to prevent a
simple majority of 51 senators from dominating the minority.

Figure 1: An illustration of successive paraphrasing us-
ing GPT-4o-mini: Here, T0 denotes the original human-
written text, while Ti indicates the i-th round of para-
phrases. The nodes depicted in the lower section rep-
resent valid paraphrases for the input sentence, with
distance reflecting textual variation. Successive para-
phrases generated by LLMs are confined to alternating
between two limited clusters, represented as blue and
orange nodes.

iteratively map input text to output text, allows us
to characterize their long-term behavioral patterns
in a principled manner.

Paraphrase generation can serve as a valuable
testbed for exploring these dynamics. Paraphrases
are re-expressions of the same underlying mean-
ing, differing only in their textual or linguistic
form (Bhagat and Hovy, 2013). They serve multi-
ple purposes: improving the readability of text for
language learners (Motlagh et al.; Roe and Perkins,
2022a; Kim et al., 2024), enriching datasets in
low-resource scenarios (Okur et al., 2022a; Sobre-
villa Cabezudo et al., 2024), and enhancing stylis-
tic variation (Krishna et al., 2020). With recent
advances in LLMs (Touvron et al., 2023; Taori
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et al., 2023; Brown et al., 2020; OpenAI, 2023),
machine-generated paraphrases can rival or surpass
human quality, exhibiting remarkable generaliza-
tion across diverse domains and text lengths.

While producing a single paraphrase demon-
strates an LLM’s ability to exploit its prior knowl-
edge to create textual variety while preserving
semantic equivalance, successive paraphrasing
pushes this capacity further. Instead of generating
just one re-expression, the model recursively para-
phrases its own output over multiple rounds (Sada-
sivan et al., 2023; Tripto et al., 2023). Intuitively,
this iterative process is expected to explore an
expansive linguistic landscape, generating a rich
tapestry of forms. Each subsequent paraphrase,
based on previously transformed text, could the-
oretically diverge into increasingly varied struc-
tures—similar to depth-first exploration of the para-
phrase search space in contrast to breadth-first ap-
proaches like beam search (Holtzman et al., 2020a;
Huang et al., 2023; Meister et al., 2023).

In practice, however, we find that this expected
variety does not materialize. Instead of diverging
across a vast combinatorial space, the LLM’s suc-
cessive paraphrasing converges onto a limited set of
recurring solutions, as depicted in Figure 1. When
studied through the lens of dynamical systems,
these recurring solutions resemble a stable attrac-
tor cycle—a low-order periodic orbit in the space
of possible paraphrases (Milnor, 1985). Rather
than continuously discovering new linguistic con-
figurations, the model settles into a pattern where
the paraphrased outputs repeat with a fixed period.
This phenomenon is subtle: it does not always man-
ifest as explicit repetition but rather as a recurring
rotation among a small set of structurally similar
forms. Such periodic attractors challenge the in-
tuition that longer or more complex texts should
accomodate a broad array of distinct paraphrases.
Instead, the LLM gravitates toward a small closed
orbit, revealing inherent limitations in its expres-
sive variability.

Specifically, to investigate this attractor-like be-
havior, we compile a diverse collection of human-
written texts (Li et al., 2023) and prompt a range
of both open-source and commercial LLMs to per-
form 15 rounds of successive paraphrasing. Using
normalized Levenshtein distance to quantify tex-
tual variation, we consistently observe a 2-period
cycle: each new paraphrase resembles the one gen-
erated two steps prior. This periodicity proves ro-
bust, remaining consistent across multiple mod-

els, text lengths, and prompts. We further analyze
model perplexity and generation diversity as suc-
cessive paraphrasing unfolds. The results indicate
that, rather than wandering freely in the paraphrase
space, LLMs grow increasingly confident in a nar-
row set of solutions, effectively collapsing onto
these attractors. Modifying generation hyperpa-
rameters or introducing perturbations, such as al-
ternating prompts and models, only subtly disrupts
these obstinate attractor cycles. Moreover, this ten-
dency to settle into attractor cycles extends beyond
paraphrasing. Any invertible task, i.e., one that
allows reconstructions of previous inputs, shows
similar behavior, suggesting that such cycles are a
general characteristic of LLM iterative behavior.

Finally, we propose a straightforward method to
disrupt attractor cycles while maintaining semantic
fidelity. By intervening in the iterative process, we
can reintroduce meaningful variation and prevent
the model from settling into stable yet constrained
periodic orbits. In summary, we propose to lever-
age successive paraphrasing to reveal that LLM
outputs, when treated as a dynamical system, tend
to converge onto stable attractor cycles rather than
exploring open-ended linguistic variety. Under-
standing these attractors and identifying strategies
to escape them is key to unlocking the full expres-
sive potential of LLMs. We will release our data
and code after the anonymous period.

2 Successive Paraphrasing as System
Function

In this section, we briefly introduce the theoret-
ical framework of dynamical systems and apply
it to understand the iterative process of succes-
sive paraphrasing. By viewing paraphrase genera-
tion as the repeated application of a transformation
(the LLM’s paraphrasing function), we connect
observed phenomena, e.g., periodicity and conver-
gence, to well-studied concepts in systems theory.

2.1 Systems Theory Foundations

Systems theory provides a broad mathematical and
conceptual framework for analyzing how complex
processes evolve over time (Sutherland, 1974). The
core idea is modeling the state of a system and its
evolution through deterministic or stochastic rules.
In continuous or discrete time, systems can exhibit
distinct behaviors, ranging from stable equilibria
to oscillatory dynamics or even chaotic patterns.

A dynamical system is commonly defined as a
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set of states and a rule describing how those states
vary under iteration. When a transformation repeat-
edly maps an initial state to a new state, one of sev-
eral outcomes often emerges: Fixed Points: States
that remain unchanged under the transformation,
representing equilibrium; Limit Cycles: Closed
loops of states that recur periodically, represent-
ing sustained oscillations; More Complex Attrac-
tors: Patterns to which the system’s trajectories
converge, including chaotic attractors.

These attractors shape the long-term behavior of
the system. If an initial state lies within the basin
of attraction of a limit cycle, for example, the sys-
tem will converge to that cycle regardless of small
perturbations. Identifying such attractors offers
valuable insights into the stability and variability
of the system’s evolution.

2.2 Framing Successive Paraphrasing as a
Dynamical System

Successive paraphrasing involves iteratively gener-
ating variations of a given text while maintaining
semantic equivalence, where each iteration builds
upon the previous output. We propose viewing
successive paraphrasing as a discrete dynamical
system. Let T be the space of all possible texts.
Consider a large language model that defines a
paraphrasing function: P : T → T , where P (T )
outputs a paraphrase of the input text T . Given
an initial text T0 ∈ T , successive paraphrasing
generates the sequence {Tn}∞n=0 recursively by:

Tn+1 = P (Tn), n = 0, 1, 2, . . . (1)

The set P(T ) denotes the complete text space
for valid paraphrases of T , which is assumed as a
finite space. In theory, the space of potential para-
phrases P(T ) can be vast, especially as text length
grows. Each new iteration can potentially explore
fresh textual variations, e.g., new syntactic struc-
tures, vocabulary choices, and stylistic nuances,
while maintaining semantic equivalence. From a
systems perspective, if the mapping P is capable
of diversifying output states, one might expect the
generated text sequence to spread broadly through
the space P(T ), never stuck in repetitive patterns,
resembling a system without stable attractors. In
contrast, if the LLM’s internal biases lead to favour-
ing certain textual forms, the sequence may enter
a basin of attraction and converge onto a stable
set of states. In other words, rather than exhibit-
ing limitless variety, the system might find itself

drawn to limit cycles, i.e., periodic attractors in the
paraphrase space.

3 Experiment Setup

To systematically investigate this pattern, we first
build dedicated testbeds and evaluation criteria.

Source Data Collection. We consider English
and Chinese paraphrasing in this work. For En-
glish paraphrase generation, we collect human-
written source documents by sampling instances
from the MAGE dataset (Li et al., 2023). Specif-
ically, we uniformly collect 1,000 sentences and
30 paragraphs from each domain in the dataset.
This results in a total of 1,000 sentences and 300
paragraphs for subsequent paraphrasing. For Chi-
nese, we source 200 sentences from WMT 2019
(Barrault et al., 2019) and 200 sentences from
Wikipedia (Foundation). Detailed data statistics
is presented in Appendix A. The main experi-
ments (Section 4) utilize sentence-level paraphras-
ing datasets, while analytic experiments employ
paragraph-level datasets to demonstrate the gener-
ality of our findings (Section 5).

Paraphrase Generation. For English paraphras-
ing, we utilize Mistral-7B-Instruct-v0.3 (Jiang
et al., 2023), Meta-Llama-3-8B-Instruct (Touvron
et al., 2023), Meta-Llama-3-70B-Instruct (Tou-
vron et al., 2023), Qwen2.5-7B-Instruct, Qwen2.5-
14B-Instruct, Qwen2.5-72B-Instruct (Yang et al.,
2024), GPT-4o-mini and GPT-4o (OpenAI et al.,
2024). For Chinese, we use Qwen2.5-7B-Instruct,
Qwen2.5-14B-Instruct, Qwen2.5-72B-Instruct, and
GPT-4o-mini for paraphrase generation. By default,
we set the temperature to 0.6 and p to 0.9 during
the decoding process. We sample 10 different para-
phrases at each step by setting the number of search
beams to 10 and sequentially rephrasing each sam-
ple for 15 rounds. We select the candidate with
the highest probability for the next paraphrasing
iteration.

Evaluation Metrics. We use the normalized Lev-
enshtein edit distance function d to quantify the
textual differences between two paraphrases. To
provide a more intuitive of the attractor cycle, we
propose a metric termed 2-periodicity degree to
quantify and study the cyclic pattern in successive
paraphrasing. The 2-periodicity degree τ is defined
as τ = 1− 1

M−2

∑M
i=3 d(Ti, Ti−2), which captures

the average textual similarity between the current
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Figure 2: The difference confusion matrix for successive paraphrasing, where EN and ZH denote English and
Chinese sentence-level paraphrase generation accordingly. Both the x and y axes represent paraphrases at each step,
and the value at the (i-th, j-th) grid position indicates the difference between the paraphrases at the i-th and j-th
positions. A darker color indicates a smaller difference value between two paraphrases. The black arrow underlines
the differences between Ti and Ti−2, and averaging these values and subtracting the result from 1 gives our 2-period
degree τ .

paraphrase and that from two steps prior. M de-
notes the total number of paraphrasing iterations. A
higher τ indicates stronger periodicity, i.e., similar
between two paraphrases. For instance, if succes-
sive paraphrases exhibit perfect 2-periodicity such
that d(Ti, Ti−2) = 0, then τ = 1, indicating that
the current paraphrase matches exactly with that
from two steps earlier. To evaluate semantic equiv-
alence, we employ cosine similarity on sentence
embeddings 1 (Reimers and Gurevych, 2019).

4 Results

Building on the dynamical systems perspective
introduced earlier, we now examine the empiri-
cal evidence that successive paraphrasing leads
LLMs toward stable attractor cycles. We itera-
tively paraphrase sentences over 15 rounds within

1https://huggingface.co/sentence-transformers/all-
MiniLM-L6-v2

the sentence-level dataset and calculate the 2-
periodicity degree.

4.1 Periodicity

We calculate the textual difference between Ti and
Ti−2 for paraphrases at each step. Arranging these
differences into a confusion matrix (Figure 2) re-
veals a pronounced 2-period cycle. For all LLMs,
the matrix’s alternating light and dark patterns in-
dicate that paraphrases generated at even iterations
cluster together, and similarly, those at odd itera-
tions form another cluster. This clear partitioning
aligns with the behavior of a dynamical system
converging onto a 2-period limit cycle—an attrac-
tor that draws the iterative process into a stable
oscillation between two distinct states.

We also quantify this periodicity across different
LLMs, as shown in Table 1. While all models ex-
hibit some degree of 2-periodicity, Qwen2.5-72B
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Mistral-7B Llama3-8B Llama3-70B GPT-4o-mini GPT-4o Qwen2.5-7B

0.71 0.72 0.60 0.83 0.81 0.86

Qwen2.5-14B Qwen2.5-72B Qwen2.5-7B Qwen2.5-14B Qwen2.5-72B GPT-4o-mini

0.89 0.92 0.70 0.84 0.92 0.88

Table 1: The periodicity degree τ of different LLMs. The models represented in blue denote the English paraphrase
generation, while those in red indicate Chinese paraphrasing.
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Figure 3: Convergence of perplexity, reverse perplexity, and generation diversity. The left and middle plots show
that as the number of steps increases, both perplexity and reverse perplexity decrease steadily until they reach their
lower bounds. The right plot shows that generation decreases as perplexity decreases.

shows a particularly strong and consistent cycle in
both English and Chinese, whereas Llama3-70B
displays relatively weaker periodic behavior. Mod-
els with higher periodicity tend to retain more se-
mantic fidelity, suggesting that the recurring at-
tractor states preserve core meaning even as they
oscillate between two paraphrastic forms, as shown
in Appendix B.

While this periodicity can be viewed as an im-
plicit repetition issue, it differs from explicit repeti-
tion of previously seen context. Instead, the model
implicitly cycles through a limited set of paraphras-
tic forms without directly referencing prior itera-
tions. In terms of systems theory, the model’s map-
ping function P creates a dynamical environment
in which the state space is not fully explored, with
the trajectories settling into a 2-period attractor.

4.2 Convergence to Stable Attractor

To probe the internal dynamics that lead to these at-
tractor cycles, we explore generation determinism
with successive paraphrasing unfolds. We define
a conditioned perplexity σ(Ti | Ti−1), reflecting
the model’s confidence in generating Ti given Ti−1,
and a reverse perplexity σ̂(Ti | Ti+1), indicating
how easily Ti could be reconstructed from Ti+1.

Figure 3 demonstrates that as successive para-

phrasing proceeds, both perplexity and reverse per-
plexity decrease. The forward direction (perplex-
ity) quickly converges to a low boundary, while the
reverse direction starts high, indicating that initially
it is hard to “go back” from Ti+1 to Ti. However, it
drops fast as paraphrasing proceeds and aligns with
the forward perplexity. Finally, the system evolves
towards a state where generating Ti+1 from Ti is
nearly as deterministic and predictable as recon-
structing Ti from Ti+1. This symmetry resembles
a stable attractor in a dynamical system, where
bidirectional predictability indicates that the sys-
tem has “locked in” to a limit cycle.

We further quantify generation diversity by sam-
pling multiple paraphrases at each iteration and
computing the Vendi score (Friedman and Dieng,
2022). As shown in Figure 3, a low perplexity indi-
cates a low generation diversity. A Vendi score of
one indicates that all paraphrases in the beam are
identical to each other. As both forward and reverse
perplexity decrease, the model consistently pro-
duces similar paraphrases, leaving minimal room
for alternative textual trajectories. From a systems
viewpoint, the collapse into low perplexity and low
diversity states corresponds to the model settling
into the basin of attraction of a periodic orbit. Once
inside the basin, the model’s generative behavior
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becomes nearly deterministic, causing the output
sequence to cycle predictably.

The notion of invertibility, where each para-
phrase can be treated as a paraphrase of its own
paraphrase, further explains the robustness of pe-
riodicity. Invertibility places constraints on the
mapping function P , effectively enabling a bidi-
rectional relationship between states which encour-
ages stable cycles. This insight suggests that tasks
with similar invertible properties, e.g., translation,
can also display limit cycle behavior, a hypothesis
we will explore in Section 5.1.

5 Analysis

In this section, we perform analytical experiments
on paragraph-level paraphrase datasets to general-
ize our findings to longer texts. We first demon-
strate the extension of our findings to other task
formats (Section 5.1). Then we go through a set of
methods to try to escape from the attractor cycles
in the remaining subsections.

5.1 Beyond Paraphrase Generation

Our earlier results indicate that successive para-
phrasing leads LLMs to settle into periodic attrac-
tors—specifically, 2-period limit cycles. According
to the systems-theoretic perspective, such cycles
should arise whenever the transformation is invert-
ible, enabling a bidirectional mapping that makes
prior states easily reproducible. To test this, we
examine four additional invertible tasks at the para-
graph level: polishing (Pol.), clarification (Clar.),
informal-to-formal style transfer (I/F.), and for-
ward/backward translation (Trans.). These tasks
are defined in Appendix C.2.

Figure 4 shows that even for these varied tasks,
LLMs repeatedly converge to stable states, exhibit-
ing pronounced 2-periodicity. Table 2 shows the de-
gree of 2-periodicity across these tasks, with values
ranging from 0.65 to 0.87. This finding reinforces
the idea that invertibility fosters the emergence of
limit cycles, as the model iterates the transforma-
tion and settles into an attractor. While paraphras-
ing is our primary lens, these findings confirm that
stable attractor cycles are a broader characteristic
of LLM behavior in iterative, invertible mappings.

5.2 Alternating Models and Prompts

One intuitive approach to escape an attractor is
to introduce perturbations in the transformation
itself. We attempt this by varying both models

0 2 4 6 8 10 12 14

0
2

4
6

8
10

12
14

Polishing

0 2 4 6 8 10 12 14

0
2

4
6

8
10

12
14

Clarification

0.0

0.2

0.4

0.6

0.8

0 2 4 6 8 10 12 14

0
2

4
6

8
10

12
14

Translation

0 2 4 6 8 10 12 14

0
2

4
6

8
10

12
14

In/Formal Style Transfer

0.0

0.2

0.4

0.6

0.8

Figure 4: The difference confusion matrix for four tasks
beyond paraphrasing. Note that in translations, the dif-
ference between texts in two different languages is set
to one.

Tasks Para. Clar. Pol. I/F. Trans.

τ 0.80 0.83 0.86 0.65 0.87

Table 2: Impact of perturbations on periodicity com-
pared to the original during paraphrasing.

and prompts during successive paraphrasing. For
prompt variation, we design four different para-
phrasing prompts (refer to Appendix C.3) and ran-
domly select one at each iteration. Despite regu-
larly switching prompts, the 2-period cycle persists,
as shown in Figure 5.

Similarly, we introduce model variation by al-
ternating among GPT-4o-mini, GPT-4o, Llama3-
8B, and Qwen2.5-7B during successive paraphras-
ing. Although each model brings its own stylistic
biases, the fundamental attractor cycle remains in-
tact. Interestingly, perplexity computed by a single
model (e.g., Llama3-8B) on paraphrases generated
by other models still decreases over iterations in
Figure 6. This suggests that the attractor states are
not confined to a single model’s parameter space.
Instead, they reflect a more general statistical opti-
mum that multiple LLMs gravitate toward.

From a systems perspective, these findings sug-
gest that randomizing the transformation function
P does not inherently break the attractor. The sys-
tem remains in a basin of attraction shared across
these varied modeling conditions, implying that
the stable cycle is a robust property of the iterative
transformation rather than a quirk of any particular
prompt or model.
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Figure 5: The difference confusion matrices for
model variation and prompt variation.
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5.3 Increasing Generation Randomness
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Figure 7: The difference between T15 and Ti generated
by GPT-4o-mini. By increasing the temperature, ran-
domness is amplified, causing the differences to grow
as well.

Another strategy is introducing more stochastic-
ity in the generation process by increasing the gen-
eration temperature. Higher temperatures expand
the immediate token selection space, potentially al-
lowing trajectories to wander away from the attrac-
tor. However, as shown in Figure 7, while higher
temperatures do increase the difference between
successive paraphrases, the system still exhibits a 2-
period cycle. Further increases in temperature lead
only to nonsensical outputs. This outcome aligns
with dynamical systems theory: a small increase in

stochasticity may create local perturbations, but if
the basin of attraction is strong, the system remains
near the limit cycle. Excessive stochastic forcing
can push the system out of meaningful regions of
state space entirely, leading to “chaotic” or nonsen-
sical behavior, rather than discovering a new stable
attractor with richer linguistic diversity.

5.4 Experiments with Complex Prompts

Previous experiments were conducted using a sim-
ple paraphrase prompt, leading to existing limita-
tions. To solve this, we experimented with a more
complicated prompt, and the results indicated simi-
lar periodicity patterns. This prompt forces LLMs
to enhance grammatical and syntactical variety. We
used this prompt to instruct GPT-4o-mini to succes-
sively paraphrase the paragraph-level test set for
15 rounds. The empirical evaluation of periodicity
(2-periodicity score) and convergence (PPL) of the
successive paraphrasing with the complex prompt
is listed below. Both the difference confusion ma-
trix and the prompt are shown in Appendix C.4.

Model Periodicity Convergence

Original 0.80 1.19
Complex 0.67 1.33

Table 3: Periodicity and Convergence Table

Although the sophisticated prompt alleviated the
periodicity and convergence to some degree, the
pattern of 2-period cycle remained strong. For con-
text, a periodicity score of 0.67 implies an average
edit distance of 0.33 between paraphrases two steps
apart, whereas direct paraphrase exhibits an edit
distance of 0.68.

5.5 Incoporating Local Perturbations

We introduce local perturbations to mitigate the
attractor cycle pattern. At the end of each iteration,
we edit 5% of the text by introducing perturbations
using three methods: synonym replacement (S.R.),
word swapping (W.S.), and random insertion or
deletion (I./D.). As shown in Table 4, among these
interventions, synonym replacement barely affects
periodicity, suggesting that minor lexical changes
do not move the system out of the attractor’s basin.
It indicates that except during the first paraphrasing,
LLMs primarily perform synonym replacements
for words or phrases, as shown in Figure 1. Word
swapping, however, causes more significant disrup-
tion, lowering periodicity more effectively. From
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a dynamical standpoint, large structural perturba-
tions are needed to shift the system’s state out of
a stable cycle. Local lexical tweaks do not suffice
because the attractor’s pull is strong and preserved
at a deeper structural level.

w/o Perturb. S.R. W.S. I./D.

0.77 0.73 0.62 0.66

Table 4: Impact of different types of perturbations on
2-periodicity degrees τ , compared to the original text
during paraphrasing.

5.6 Paraphrasing with History Paraphrases
We consider a scenario where the transformation
P̂ depends on both Ti and Ti−1. This added histor-
ical context can alter the equilibrium states. In a
scenario where we paraphrase Ti based on the refer-
ence Ti−1, it is essential that Ti+1 differs from both
Ti and Ti−1. This function can be expressed as:
Ti+1 = P̂ (Ti, Ti−1). In this context, Pi−1 emerges
as a strong candidate for paraphrasing P (Ti+1, Ti),
as it aligns with the distribution of LLMs while
maintaining difference from P̂ (Ti+1, Ti), satisfy-
ing the task requirement. As a result, this more
complex cycle still represents a stable attractor, al-
beit of higher order, as shown in Figure 8.
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Figure 8: When adding historical paraphrases, LLMs
exhibit 3-periodicity in the paraphrasing task.

5.7 Sample Selection Strategies
We investigate methods to steer the system away
from stable attractors at the least cost of generation
quality. Given the correlation between periodicity
and perplexity, it is intuitive to mitigate this issue
by increasing perplexity while maintaining gener-
ation quality. To achieve this, we can randomly
sample multiple paraphrases at each iteration and
select the one based on perplexity. We design three
types of strategies: selecting the paraphrase with
the maximum or minimum perplexity or randomly
choosing one at each iteration. Figures 9 illustrate

that selecting a higher perplexity can reduce peri-
odicity. However, such diversity comes at the cost
of semantic equivalence (Appendix C.6). Consider-
ing both periodicity and meaning preservation, we
recommend the random strategy, which effectively
reduces periodicity while incurring minimal infor-
mation loss compared to selecting the option with
the lowest perplexity.
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Figure 9: The periodicity of three strategies using dif-
ferent LLMs.

5.8 Mitigating Small-Size Cycles for Data
Augmentation

As a data augmentation method, paraphrase di-
versity should impact downstream tasks. To fig-
ure this out, we conducted an experiment on do-
main classification using successive paraphrasing
for data augmentation. We selected a commonly
used dataset, AG News (Zhang et al., 2016) as the
testbed, and trained BERT-based models using dif-
ferent data. For data augmentation, we conducted 5
rounds of successive paraphrasing under two differ-
ent settings—min-strategy (Min. Strat.) and max-
strategy (Max. Strat.), as detailed in Section 5.7.
Below are our results:

Metric w/o Aug. Min. Strat. Max. Strat.

Accuracy↑ 83.10% 83.80% 84.41%
2-periodicity↓ - 0.51 0.33

Table 5: Performance on AG News across different data
augmentation strategies.

The table shows that our max-strategy, which
effectively mitigates the 2-periodicity cycle, yields
more diverse paraphrases for data augmentation
and therefore achieves higher classification accu-
racy (84.41%) compared to both no augmentation
and the min-strategy.

6 Related Work

Paraphrase Generation. Paraphrase generation
has long been a significant focus in NLP research,
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with numerous studies dedicated to enhancing the
quality of generated paraphrases. (Li et al., 2018;
Roy and Grangier, 2019; Lewis et al., 2020; Lin
et al., 2021b; Hosking et al., 2022; Xie et al., 2022).
Some studies also explore methods to control para-
phrase generation by focusing on aspects such as
syntactic and lexical diversity (Li et al., 2019;
Goyal and Durrett, 2020; Huang and Chang, 2021;
Bandel et al., 2022; Krishna et al., 2023; Yang et al.,
2022). Others investigate the application of para-
phrase generation as a data augmentation technique
to enhance model performance (Jolly et al., 2020;
Bencke and Moreira, 2024; Okur et al., 2022b).

Recently, advancements in LLMs have enabled
LLM-based paraphrasing tools to generate stable,
high-quality responses, making them widely used
for refining materials like news articles, academic
papers, and speeches (Witteveen and Andrews,
2019; Roe and Perkins, 2022b; Rani et al., 2023).
However, their work primarily discusses single-
step paraphrasing. In contrast, another line of work
involves LLMs iteratively rephrasing their own
outputs over multiple iterations. Sadasivan et al.
(2023) explores how repeated rephrasing can help
evade AI text detectors, while Tripto et al. (2023)
and Huang et al. (2024) discuss the implications for
authorship after a document has undergone mul-
tiple rounds of paraphrasing. Our research dif-
fers from those work. We investigate the inherent
characteristics of paraphrasing when extended over
multiple iterations.

Self-Reinforcement in LLMs. Repetition, de-
fined as the occurrence of repetitive text in natu-
ral language generation, has been widely explored
in research community (Holtzman et al., 2020a;
Welleck et al., 2020; Lin et al., 2021a; See et al.,
2017; Liu and Lapata, 2019; Fu et al., 2021). Sev-
eral studies have observed repetition in text gen-
eration (Holtzman et al., 2020b; Finlayson et al.,
2023) and proposed various sampling strategies
to mitigate this issue. Ivgi et al. (2025) explores
the connection between repetition and model size.
Additionally, Xu et al. (2022) introduce the con-
cept of self-reinforcement to elucidate this phe-
nomenon, demonstrating that LLMs exhibit a ten-
dency to repeat preceding sentences and reinforce
this behavior during generation. Yan et al. (2024)
further explore the relationship between the self-
reinforcement effect and the in-context learning ca-
pabilities of LLMs. While the repetition explored
in these studies primarily focuses on single-round
generation scenarios, our research reveals a similar

phenomenon in multi-round generation. We specif-
ically examine the self-reinforcement patterns of
LLMs across successive paraphrasing tasks and
concentrate on typical behaviors observed in them.

7 Conclusion

We reframed successive paraphrasing as a discrete
dynamical system, offering a principled explana-
tion for the emergence of stable periodic attractors
in LLM-generated text. Our empirical findings
revealed that instead of producing an expanding
array of diverse paraphrases, LLMs rapidly settled
into low-order limit cycles. These attractor states
persisted even when we varied models, prompts,
generation temperatures, and local kick perturba-
tions, indicating that they stem from a fundamental
property of the system rather than superficial repe-
tition or particular model idiosyncrasies. Viewing
iterative text generation through the lens of systems
theory helps clarify why certain interventions fail
to break these cycles and how others can weaken
the attractor’s pull. Ultimately, recognizing and ad-
dressing these stable attractor cycles is crucial for
unlocking more expressive and flexible language
generation for large language models.

Limitations

This study provides insights into successive para-
phrasing, but it has several limitations. The findings
may not generalize to other complex prompts, and
the behavior of other LLMs is uncertain. Further-
more, recent large reasoning models (OpenAI; Guo
et al., 2025; Yan et al., 2025; Qu et al., 2025) are not
taken into account, since they may exhibit different
patterns. Finally, the causes of reverse perplexity
convergence require further investigation.
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A Data Statistics

We provide source information of our data in table
6 and statistic information of data length in 10.
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Figure 10: Statistical patterns of data length distribution.

B Change in similarity

We measure the change in similarity between Ti

and T0 across successive paraphrasing steps. The
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Dataset TLDR SQuAD ROCT Yelp ELI5 Sci_Gen

Sentence/Paragraph 100/30 100/30 100/30 100/30 100/30 100/30

Dataset XSum CMV HSWAG WP Wiki WMT

Sentence/Paragraph 100/30 100/30 100/30 100/30 200/0 200/0

Table 6: Dataset Setup: Datasets marked in red indicate Chinese datasets, while others represent English datasets.
The value indicates the number of extracted samples. For example, we extract 100 sentences and 30 paragraphs
from the TLDR dataset.

results are presented in Figure 11. As the num-
ber of paraphrasing steps increases, most LLMs
maintain the similarity between paraphrases and
their corresponding original texts, with the excep-
tion of an initial drop in similarity. Meanwhile, it
also exhibits aslight 2-periodicity in similarity. By
combining Figure 11 and Table 2, we found that
models with higher periodicity also exhibit higher
similarity.
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Figure 11: Similarity changes during successive para-
phrasing. Qwen2.5-72B is the best at preserving mean-
ing, while all other LLMs experience slight degradation
in similarity, except during the first paraphrasing step.

C Generalization

C.1 Task Extentions
We propose four additional tasks beyond paraphras-
ing: polishing (Pol.), clarification (Clar.), informal-
to-formal styl

C.2 Mitigating Generation Momentum
e transfer (I/F.), and forward/backward translation
(Trans.). The detailed prompts for these tasks are
listed in Table 7. We perform these tasks on our
paragraph dataset, calculate the textual difference
of the paraphrase at each iteration with the initial
text, and plot the results in Figure 12. As the num-
ber of paraphrasing steps increases, the difference

between Ti and Ti−2 decreases. After 7 steps, there
is little difference between Ti and Ti−2.
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Figure 12: The trend in normalized edit distance be-
tween Ti and Ti−2 across various tasks during the repe-
tition process using GPT-4o-mini.

Pol. Please polish the following text: {text}

Clar. Please rewrite the following text in a way that
is simpler and easier to understand, using clear
language and shorter sentences without losing
the original meaning: {text}

I/F. Transform the following text into an informal
style: {text} / Rewrite the following text in a
formal style: {text}

Trans. Please translate the following English text into
Chinese: {text} / Please translate the following
English text into Chinese: {text}

Table 7: Four types of prompts for extension tasks. The
last two tasks involve switching between different lan-
guages and styles, separated by a semicolon.

C.3 Model and Prompt variation

We continue to modify the models and prompts dur-
ing paraphrasing. The chosen model set includes
GPT-4o-mini, GPT-4o, Qwen2.5-7B, and Llama3-
8B. Four variations of the paraphrasing prompts
are provided in Table 8.
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A: Please paraphrase the following text: {text}

B: Please rephrase the text below: {text}

C: Please rewrite the following text: {text}

D: Please polish the text below: {text}

Table 8: Four variations of paraphrasing prompts. In
the prompt variation experiments, a prompt is randomly
selected at each step to perform the paraphrasing.

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14

0
1

2
3

4
5

6
7

8
9

10
11

12
13

14 0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

Figure 13: Difference confusion matrix for the complex
prompt.

C.4 Experiment with A Complex Prompt

We conduct experiments on our paragraph-level
dataset using a more complex prompt, as presented
in Table 9. The resulting difference confusion ma-
trix is shown in Figure 13.

Please rewrite the following paragraph with the goal of
enhancing lexical and syntactical variety without changing
the original meaning. Pay attention to employing diverse
vocabulary, increasing the complexity and variation of sen-
tence structures, using different conjunctions and clause
constructions to make the expression more diverse and
rich, while maintaining the core information and logical
coherence of the original text. Specifically, avoid repetitive
sentence patterns and try to express the same ideas in dif-
ferent ways.

Table 9: A more complex prompt enhancing lexical and
syntactical variety.

C.5 Increasing Randomness

We measure the impact of increasing randomness
on periodicity by adjusting the generation temper-
ature. We select four temperature values: 0.6,
0.9, 1.2, and 1.5. The results are shown in Fig-
ure 14. Although the temperature increases to a
very high level, the 2-periodicity still persists. Fur-
ther increasing temperature will cause nonsense
responses.
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Figure 14: The difference confusion matrix for suc-
cessive paraphrasing at different temperature settings,
conducted by GPT-4o-mini.
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Figure 15: The similarity between paraphrases and
the original texts increases during the paraphrasing
process.

C.6 Sample Selection Strategies
We propose three strategies for successive para-
phrasing and evaluate them across different LLMs.
To assess the impact of these strategies on meaning
preservation, we measure the similarity between
the paraphrases Ti and their corresponding original
texts T0 and demonstrate the result in Figure 15.
By combining Figure 15 and Figure 9, we suggest
that the random strategy preserves meaning sig-
nificantly better than the max strategy, while also
effectively alleviating periodicity.

D Case Study

We present part of the first case from our paragraph
dataset for successive paraphrasing in Figure 10.
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Sample of successive paraphrasing

T0 Australia has a strong tradition of an honest days pay for an honest days work. We have a strong union presence
which leads to high wages backed by a strong resource economy. We also have a very multicultural society with
many immigrants choosing to settle in Australia this leads to diverse shopping areas where goods originally made
all over the world are made right here on our shores. The main reason Australia is the best country in the world is
our heavily ingrained concept of a "fair go" meaning you give anybody a chance to prove themselves no matter who
they are. This is not even mentioning our spectacular landscapes and beaches. All in all Australia is the best country
in the world.

T1 Australia has a robust tradition of fair compensation for hard work. The strong presence of unions contributes to
high wages, supported by a solid resource-based economy. Additionally, our multicultural society, enriched by
many immigrants, creates diverse shopping areas where products from around the globe are available right here
in Australia. A key reason why Australia stands out as the best country in the world is our deep-rooted belief in
a "fair go," which emphasizes giving everyone the opportunity to demonstrate their abilities, regardless of their
background. Not to mention, our stunning landscapes and beautiful beaches add to our appeal. Overall, Australia
truly is the best country in the world.

T2 Australia has a strong tradition of ensuring fair pay for hard work. The significant influence of unions leads to
high wages, bolstered by a stable resource-driven economy. Furthermore, our multicultural society, enriched by a
diverse population of immigrants, fosters vibrant shopping districts where global products are readily available.
One of the main reasons Australia is considered the best country in the world is our fundamental belief in a "fair
go," which highlights the importance of providing everyone with the chance to showcase their talents, regardless of
their background. Additionally, our breathtaking landscapes and beautiful beaches enhance our country’s appeal.
Overall, Australia is truly the best place in the world.

T3 Australia has a strong history of promoting fair compensation for hard work. The powerful presence of unions
contributes to high wages, supported by a stable economy driven by natural resources. In addition, our multicultural
society, enriched by a diverse immigrant population, creates lively shopping areas filled with international products.
A key reason why Australia is often regarded as the best country in the world is our core belief in a "fair go," which
emphasizes the importance of giving everyone the opportunity to demonstrate their abilities, regardless of their
background. Moreover, our stunning landscapes and beautiful beaches add to the allure of our nation. Overall,
Australia is undoubtedly one of the finest places in the world.

T4 Australia has a rich tradition of advocating for fair pay for hard work. The strong influence of unions helps maintain
high wages, bolstered by a robust economy fueled by natural resources. Additionally, our multicultural society,
enhanced by a varied immigrant community, fosters vibrant shopping districts filled with international goods. A
significant reason Australia is often viewed as one of the best countries globally is our fundamental belief in a "fair
go," which highlights the necessity of providing everyone with the chance to showcase their talents, regardless of
their background. Furthermore, our breathtaking landscapes and beautiful beaches contribute to the appeal of our
nation. Overall, Australia is truly one of the most exceptional places in the world.

T5 Australia has a rich history of promoting fair compensation for hard work. The strong presence of unions plays a
crucial role in ensuring high wages, supported by a thriving economy driven by natural resources. Moreover, our
diverse society, enriched by a wide-ranging immigrant population, creates lively shopping areas filled with products
from around the globe. A key reason Australia is often regarded as one of the best countries in the world is our
core belief in a "fair go," which emphasizes the importance of giving everyone the opportunity to demonstrate their
abilities, regardless of their background. Additionally, our stunning landscapes and beautiful beaches enhance the
allure of our nation. In summary, Australia is truly one of the most remarkable places in the world.

T6 Australia has a notable history of advocating for fair pay for hard work. The significant influence of unions is
essential in maintaining high wages, bolstered by a robust economy fueled by natural resources. Furthermore, our
diverse society, enriched by a broad immigrant community, fosters vibrant shopping districts filled with international
products. A major reason Australia is frequently seen as one of the best countries globally is our fundamental
belief in a "fair go," which underscores the importance of providing everyone the chance to showcase their talents,
irrespective of their background. Additionally, our breathtaking landscapes and beautiful beaches add to the appeal
of our nation. In conclusion, Australia is indeed one of the most extraordinary places in the world.

T7 Australia has a rich history of promoting fair compensation for hard work. The strong presence of unions plays
a crucial role in sustaining high wages, supported by a thriving economy that benefits from its natural resources.
Moreover, our multicultural society, enhanced by a diverse immigrant population, creates lively shopping areas
filled with global products. A key reason Australia is often regarded as one of the best countries in the world is our
core belief in a "fair go," which highlights the importance of giving everyone the opportunity to demonstrate their
abilities, regardless of their background. Additionally, our stunning landscapes and picturesque beaches contribute
to the allure of our nation. In summary, Australia is truly one of the most remarkable places on Earth.

Table 10: Case illustration of the first sample in our paragraph dataset. Due to the limited content, we just display
T0...T7.
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