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Abstract
Diffusion models have emerged as a promis-
ing approach for text generation, with recent
works falling into two main categories: dis-
crete and continuous diffusion models. Dis-
crete diffusion models apply token corruption
independently using categorical distributions,
allowing for different diffusion progress across
tokens but lacking fine-grained control. Con-
tinuous diffusion models map tokens to con-
tinuous spaces and apply fine-grained noise,
but the diffusion progress is uniform across to-
kens, limiting their ability to capture semantic
nuances. To address these limitations, we pro-
pose Non-simultaneous Continuous Diffusion
Models (NeoDiff), a novel diffusion model that
integrates the strengths of both discrete and
continuous approaches. NeoDiff introduces a
Poisson diffusion process for the forward pro-
cess, enabling a flexible and fine-grained nois-
ing paradigm, and employs a time predictor for
the reverse process to adaptively modulate the
denoising progress based on token semantics.
Furthermore, NeoDiff utilizes an optimized
schedule for inference to ensure more precise
noise control and improved performance. Our
approach unifies the theories of discrete and
continuous diffusion models, offering a more
principled and effective framework for text gen-
eration. Experimental results on several text
generation tasks demonstrate NeoDiff’s supe-
rior performance compared to baselines of non-
autoregressive continuous and discrete diffu-
sion models, iterative-based methods and au-
toregressive diffusion-based methods. These
results highlight NeoDiff’s potential as a pow-
erful tool for generating high-quality text and
advancing the field of diffusion-based text gen-
eration.

1 Introduction

Diffusion models have demonstrated remarkable
success in generating high-quality samples in var-

*Equal contribution.
†Corresponding author.

ious domains, including vision (Dhariwal and
Nichol, 2021; Nichol and Dhariwal, 2021; Ho and
Salimans, 2021; Rombach et al., 2022) and audio
(Chen et al., 2020; Kong et al., 2020). Inspired by
their achievements, there has been a growing inter-
est in applying diffusion models to text generation
tasks (Li et al., 2022; Gong et al., 2022; Gao et al.,
2024; Zheng et al., 2023).

The core idea behind diffusion models is to cor-
rupt the data through a forward process and then
learn to reverse this process to generate new sam-
ples. In text generation, existing diffusion models
can be broadly categorized into two classes: dis-
crete and continuous diffusion models. Discrete
diffusion models treat tokens as discrete random
variables and perform state transitions indepen-
dently for each token using a categorical distri-
bution. While straightforward, this approach fails
to capture the continuous and fine-grained nature
of language, limiting the potential benefits of multi-
step generation. Continuous diffusion models, on
the other hand, operate in a continuous space by
mapping tokens to continuous representations, en-
abling more fine-grained perturbations. However,
these models typically apply diffusion at the sen-
tence level, resulting in uniform noise levels across
all tokens within a sentence, restricting the model’s
ability to leverage contextual information and re-
cover tokens with varying noise levels based on the
surrounding context (Chen et al., 2023; Wu et al.,
2024).

To address these limitations, we propose inte-
grating the complementary strengths of discrete
and continuous diffusion approaches, enabling fine-
grained noise control at the token level. This uni-
fied approach aims to provide precise token-level
control while maintaining continuous-valued noise
distributions, which is absent in existing frame-
works. While recent text diffusion models (Han
et al., 2023; Gong et al., 2023; Wu et al., 2024)
have made advances, they do not fully address
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Figure 1: Comparison of the noising paradigms employed by Non-simultaneous Continuous Diffusion and two
other diffusion models. The color intensity on the text tokens represents the token-level noising progress (intrinsic
time τ ). Discrete diffusion applies an independent but coarse-grained noising paradigm to each token within a
sentence. In contrast, continuous diffusion utilizes a fine-grained noising schedule but applies it uniformly across all
tokens. NeoDiff distinguishes itself by assigning an independent, fine-grained intrinsic time τ to each token, with
finer noising schedule in extrinsic time t.

this requirement, necessitating a unified theoreti-
cal framework that bridges discrete and continuous
diffusion paradigms through a carefully designed
forward process.

Furthermore, we observe that existing ap-
proaches primarily focus on enhancing the forward
process, overlooking the inherent varying difficul-
ties in denoising different tokens and the impact of
generation context. In analyzing the reverse pro-
cess, we recognize that tokens with lower noise
levels can guide the recovery of more heavily cor-
rupted tokens, thereby enhancing the overall text
generation quality.

In response to these challenges, we present
Non-simultaneous Continuous Diffusion Models
(NeoDiff), which unifies discrete and continuous
diffusion models through a bi-temporal framework.
The key insight is to generalize the time variable
in previous diffusion models into extrinsic time t,
representing the diffusion progress of the entire sen-
tence, and intrinsic time τ , tracking the diffusion
progress of each individual token. This generaliza-
tion enables us to introduce a novel Poisson process
as the forward process, seamlessly integrating the
flexibility of discrete noise with the fine granularity
of continuous noise. An overview of this noising
paradigm is illustrated in Figure 1.

To optimize the reverse process, we develop a
context-aware time predictor that estimates the in-
trinsic time τ using an adaptive modulation func-
tion to guide the denoising process. The extrin-
sic time schedule is further calibrated through
Bayesian optimization, providing precise control
over the noise distribution.

NeoDiff achieves a fine-grained, improved diffu-
sion process in both forward and reverse directions,

naturally overcoming the constraints of previous
discrete and continuous diffusion models, and ex-
hibiting superior generation quality. We evaluate
NeoDiff on a diverse set of NLP tasks, including
machine translation, paraphrasing, text simplifica-
tion, and question generation. NeoDiff consistently
outperforms previous non-autoregressive diffusion-
based and iteration-based methods, as well as au-
toregressive diffusion baselines. Specifically, our
contributions can be summarized as follows:

• We introduce NeoDiff, a unified theoretical
framework that combines the advantages of
discrete and continuous noise, generalizing
and unifying existing text diffusion models.

• We propose the Poisson diffusion process as
the forward process, enabling fine-grained cor-
ruption of text data, a context-aware time pre-
dictor that adaptively modulates the reverse
process based on semantic context, and an
optimized extrinsic time schedule for precise
noising control.

• We conduct extensive experiments to eval-
uate the effectiveness of NeoDiff and com-
pare it to existing text diffusion models. Our
results highlight the advantages of our uni-
fied framework and suggest its potential to
advance diffusion-based text generation.

2 Background

2.1 Diffusion Models
Diffusion models assume a gradual noise injection
process over time for data samples z0 ∈ RN×d.
The forward diffusion process forms a series of la-
tent variables z1, z2, · · · , zT satisfying the Markov
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property, and finally become pure Gaussian noise
zT ∼ N (0, I):

q(zt|zt−1) = N (zt;
√
αtzt−1, βtI) , (1)

where αt + βt = 1, determining the degree of
noising at time t and consituting the noise schedule.
The reverse process is parameterized as

pθ(zt−1|zt) = N (zt−1;µθ (zt, t) ,Σθ (zt, t)) ,
(2)

Here, µθ (·) and Σθ (·) are the model’s estimates
of the distribution mean and covariance matrix,
respectively. The training objective is derived from
the variational lower bound of the negative log-
likelihood loss, and can be then simplified as an
MSE loss (Ho et al., 2020; Li et al., 2022; Gao
et al., 2024):

LVLB = E
[
∥zθ (zt, t)− z0∥2 − log p(z0 | z1)

]

2.2 Discrete Diffusion Models

Discrete diffusion models directly model the noise
on categorical distributions, discarding the assump-
tion that the noise in latent variables follows a nor-
mal distribution in continuous space. These mod-
els typically represent data as sequences of one-
hot vectors and employ a transition matrix to add
noise to the data. Among them, Hoogeboom et al.
(2021a) proposed a multinomial diffusion model
that employs a uniform noising method. Austin
et al. (2021) introduced D3PM, which employs a
noising method with an absorbing state. Specif-
ically, they added an absorbing state [MASK] to
the vocabulary, which can only be entered but not
exited. The remaining states, at each diffusion step,
either stay in the current state or enter the absorb-
ing state with a certain probability. Recently, Lou
et al. (2024) made progress by developing score
entropy, which extends score matching to discrete
spaces and demonstrates substantial performance
improvements. While effectively adapting diffu-
sion models to discrete data, these methods have
limitations. The discrete nature of the noise limits
its expressiveness, making it difficult to capture the
nuances of continuous transitions between states.
This restricts the model’s ability to represent grad-
ual semantic changes or finely adjust individual
token features, potentially limiting the benefits of
multi-step generation.

2.3 Continuous Diffusion Models

Continuous diffusion models map discrete tokens
to a continuous vector space using a mapping func-
tion, allowing the application of standard continu-
ous diffusion processes. Analog Bits (Chen et al.,
2022) uses a binary encoding scheme (int2bit :
Z → 0, 1⌈log2 V ⌉) to represent token indices as bi-
nary sequences. After the reverse diffusion process,
a quantization operation followed by binary decod-
ing (bit2int : 0, 1⌈log2 V ⌉ → Z) recovers the token
indices. Han et al. (2023) proposed a mapping
function logits-generation : Z→ RV , which trans-
forms token indices into a probability simplex. Li
et al. (2022) proposed Diffusion-LM, where the
token sequence y is first mapped to a random repre-
sentation z0 using a word embedding as the mean.
After the reverse diffusion process, the generated
vectors are rounded back to discrete tokens. Gong
et al. (2022) extended this approach to sequence-to-
sequence generation with DiffuSeq, which concate-
nates the source and target sentences and utilizes
an attention mechanism to leverage source informa-
tion during generation. However, a key limitation
of continuous diffusion models is the uniform noise
injection applied to all tokens during the forward
process. This uniform noise injection hinders the
model’s ability to effectively leverage contextual
information. Ideally, varying noise levels across
tokens would allow the model to utilize less noisy
tokens as context for restoring more corrupted ones,
facilitating better contextual modeling.

2.4 Improvements over Previous Diffusion
Models

Recent studies have explored various methods to
address the limitations discussed above. Han et al.
(2023) introduced a semi-autoregressive generation
strategy that generates fixed-length blocks autore-
gressively while employing non-autoregressive iter-
ative denoising within each block. Wu et al. (2024)
proposed a hierarchical noise addition method,
where noise levels increase monotonically from
left to right within a sentence, enabling autoregres-
sive generation. Gong et al. (2023) presented a hy-
brid approach that combines standard continuous
noise with the probabilistic replacement of tokens
with [MASK], integrating discrete and continuous
noise. Although these studies have contributed to
enhancing the forward diffusion process, their im-
provements did not fully achieve fine-grained noise
at the token level, thus not completely addressing
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the limitations of both continuous and discrete dif-
fusion models. Also, these approaches typically
employ a fixed reverse process that mirrors the for-
ward diffusion process, without considering the
varying difficulties in denoising different tokens
and the impact of the actual generation context.

3 Non-simultaeous Continuous Diffusion
Models

To address these limitations, we propose a uni-
fied diffusion framework called Non-simultaneous
Continuous Diffusion Models (NeoDiff). Figure 2
presents an overview of NeoDiff, illustrating its
architecture and key components. NeoDiff em-
ploys an Encoder-Decoder Transformer architec-
ture(Vaswani et al., 2017), with the decoder serving
as the primary component for denoising, and the
encoder provides the embedding of the condition
sentence x to a transformer-decoder-based time pre-
dictor. In the following sections, we will provide a
detailed formulation of NeoDiff and demonstrate
how it addresses the limitations of previous ap-
proaches.

3.1 Unified Formulation and Training
Objective

We present a unified framework for diffusion mod-
els by introducing two time dimensions: extrinsic
time t and intrinsic time τ . The extrinsic time t
represents the global diffusion progress of the en-
tire sentence, while the intrinsic time τ captures
the diffusion progress of individual tokens.

This formulation generalizes existing ap-
proaches. We can easily derive discrete diffu-
sion models by modeling τ as a monotonically
increasing random function of t, with τt ∈ {0, 1},
where τt = 0 and τt = 1 signify original and
fully corrupted tokens, respectively. And con-
tinuous diffusion can be obtained by setting τ
as a deterministic function that typically equals
t (τt = t). Furthermore, recent hybrid diffu-
sion models, such as DiffuSeq-V2(Gong et al.,
2023), can also be formalized under this frame-
work by setting τt = max(t+ τmask(t), 1), where
τmask(t) ∼ Bernoulli(γ, β̄(t)) and γ is the ratio of
tokens replaced by [MASK] when t = 1.

NeoDiff defines τt ∈ [0, 1] as a continuous ran-
dom function of extrinsic time t ∈ [0, 1], enabling
fine-grained control over the diffusion process. We
impose boundary conditions τ0 = 0 and τ1 = 1 to
guarantee token preservation at initialization and

complete corruption at termination of the diffusion
process.

Let z ∈ Rd denote a token embedding and zt its
latent representation at time t, with initial and final
conditions z0 = z and z1 ∼ N (0, I). The forward
process defines the joint distribution as:

q(z>0, τ>0|z0) :=
∏

t>0

q(zt, τt|z0)

=
∏

t>0

q(zt|z0, τt)q(τt),

where

q(zt|z0, τt) := N
(
zt;

√
ᾱ(τt)z0, β̄(τt)I

)
,

and ᾱ(·) and β̄(·) denote noise schedules with their
domains scaled to [0, 1].

Given t′ = t−∆t, the reverse process is defined
as

pθ(z0:1, τ0:1) := pθ(z1, τ1)
∏

t′<1

pθ(zt′ , τt′ |zt, τt)

= pθ(z1, τ1)
∏

t′<1

pθ(zt′ |zt, τt, τt′)pθ(τt′ |zt, τt).

We further parameterize the distribution of zt′
as

pθ(zt′ |zt, τt, τt′) = q(zt′ |ẑ0(zt, τt, t), τt′),

where ẑ0 is the model prediction of z0.
Following Ho et al. (2020) and Li et al. (2022),

we derive NeoDiff’s training objective from the
variational lower-bound LVLB, and with the sim-
plified Lz and an anchor loss Lanchor (Gao et al.,
2024) as a regularization term to avoid collapse
of the embedding space, the training objective of
Neodiff can be written as

L = Lz + Lτ + Lanchor (3)

= Eq

[
∥ẑ0(zt, τt, t)− z0∥2︸ ︷︷ ︸

Lz

(4)

+
∑

0<t′<1

KL(q(τt′)∥pθ(τt′ |zt, τt))︸ ︷︷ ︸
Lτ

(5)

+− log pθ(y|ẑ0(zt, τt, t))︸ ︷︷ ︸
Lanchor

]
. (6)

A detailed derivation can be found in Appendix A.
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Figure 2: An overview of NeoDiff.

3.2 Fine-Grained Forward Process Using
Poisson Diffusion

After establishing the unified formulation, we
define a fine-grained forward diffusion process
through intrinsic time τ . To quantify the diffusion
progression within a single token, we introduce
a discrete state function st ∈ {0, 1, 2, · · · , smax},
where uniformly divided states represent distinct
levels of the diffusion process from st = 0 (noise-
less) to st = smax (maximum noise). For an in-
finitesimal time interval ∆t, the transition dynam-
ics follow a Poisson process characterized by:

P[st = st′ + 1] = γ(t)∆t+ o(∆t)

P[st = st′ ] = 1− γ(t)∆t+ o(∆t),

where γ(·) is a hyperparameter function termed
the transition schedule. This formulation yields a
tractable distribution for st:

st ∼ Poisson

(∫ t

0
γ (t) dt

)
= Poisson (λ (t)) .

To ensure compatibility with the continuous-time
framework of NeoDiff, we normalize the state func-
tion to [0, 1] through normalization and clipping:

τt = Clip

(
st

smax
, 1

)
= Clip

(
s′t, 1

)
,

where Clip (·, ·) denotes the truncation operation
to maintain bounded noise levels. We choose smax

sufficiently large to achieve fine-grained transitions
between noise states, and set λ (t) = ksmaxt to
maintain E [st] = λ (t) ∝ smax. This design en-
sures that τt remains independent of smax and re-
duces the process to a homogeneous Poisson pro-
cess with constant transition schedule γ(t).

However, a critical limitation of this basic for-
mulation emerges when examining the coefficient

of variation (CV) of the normalized state function
s′ (t):

CV =

√
V [s′t]
E [s′t]

=
1√
λ (t)

∝ 1√
smax

,

which indicates that as smax increases, the relative
variation between token states diminishes propor-
tionally to 1√

smax
. Consequently, when smax be-

comes sufficiently large, the discreteness of the
process is lost as all tokens effectively share nearly
identical τ values, causing NeoDiff to degenerate
into a continuous diffusion model.

To address this limitation, we further introduce
a variance-controlled rescaling transformation:

τt =

Clip

(
Round

(
st−λ(t)√

λ(t)
σ (t) + λ (t)

)
, smax

)

smax
(7)

Under this transformation, the variables within
Clip (·, ·) follow a distribution centered at λ (t)
with variance σ (t). To ensure that the discrete
characteristics of our process remain invariant to
the choice of smax, we set σ (t) = λ (t). Since
the choice of λ (t) and σ (t) may result in τ1 ̸= 1,
we truncate τt to 1 for t > tmax, where tmax is a
predefined threshold.

3.3 Context-aware Reverse Process with Time
Predictor

We propose a context-aware reverse process
that explicitly models the conditional distribution
pθ(τt′ |zt, τt), in contrast to previous approaches
that simply mirror the forward process by assum-
ing pθ(τt′ |zt, τt) = q(τt′). This explicit modeling
enables adaptive denoising based on both semantic
context and noise states.
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Time Predictor Design. When modeling a
known distribution, researchers typically employ
reparameterization tricks to model its parameters.
However, in our case, the Poisson distribution’s
sole parameter λ (t) is a deterministic function of
t that measures the overall noise progress of the
sample and is equivalent to t. To obtain the noise
progression τ for each basic token, we directly treat
both pθ(τt′ |zt, τt) and q(τt′) as standard discrete
distributions and learn them using cross-entropy
loss, without using reparameterization tricks.

Model Input Design. While zt could serve as an
input to τθ, this choice would enable the model to
predict noise levels through direct comparison with
all other embedding vectors. Such an approach
would result in a reverse process that merely re-
traces the forward process, providing little value
for generation quality control. To address this limi-
tation, we propose using the generated sample zθ
as input to τθ. This design choice increases the
modeling complexity of the prediction task while
enabling τθ to serve dual purposes: noise level
prediction and semantic quality assessment of the
generated output. To provide temporal context,
we incorporate t′ = t − ∆t as an additional in-
put, ensuring the model’s awareness of the target
time distribution. The complete formulation of
pθ(τt′ |zt, τt) is expressed as τθ(zθ(zt, τt, t), t′,x),
where x represents the conditioning sentence em-
bedding.

Pseudo Label for Training the Time Predictor.
The naive approach of using τt′ as the direct train-
ing label for the time predictor can introduce sys-
tematic bias in the learning process. While τt′ is de-
rived from zθ, this predicted quality measure may
not accurately reflect the actual generation quality
after the complete denoising process. For example,
tokens initially assigned high noise levels might
still produce high-quality outputs after denoising,
making their initial τt′ assignment suboptimal. In-
stead, we propose a pseudo-labeling strategy for
training the time predictor. More specifically, we
first compute a confidence score for each gener-
ated output using the combined loss Lz + Lanchor
from the denoised prediction zθ. To ensure these
confidence scores follow a distribution compatible
with τt′ , we apply inverse transform sampling. To
accomplish this, we compute the normalized rank
r for each token’s loss within the single sample
and map these ranks through the inverse cumula-
tive distribution function (ICDF) of the Poisson

distribution: s̃ (t) = F−1 (r;λ (t)), where F de-
notes the Poisson cumulative distribution function.
The resulting s̃ (t) values are then transformed via
Eq. (7) to obtain the final pseudo labels.

3.4 Optimized Extrinsic Time Schedule

The choice of time schedule in diffusion models
significantly impacts both generation quality and
computational efficiency. While previous works
such as Dhariwal and Nichol (2021); Chen (2023)
focus on optimizing the noise schedule function
with fixed extrinsic time steps, we propose to per-
form direct optimization on the schedule of extrin-
sic time t. Our method builds upon Li et al. (2024),
who introduced post-training Bayesian optimiza-
tion to select optimal subsets of time steps for infer-
ence acceleration. However, where they treat time
steps as discrete variables and optimize for subset
selection, we formulate the problem as continu-
ous optimization over the complete time schedule
{t1, t2, . . . , tK}, where K denotes the total num-
ber of diffusion steps. This continuous formulation
enables more precise calibration through Bayesian
optimization, effectively exploring the full space
of possible time schedules. We evaluate candidate
schedules using a trained model on the validation
set via Bayesian optimization, optimizing for the
BLEU score as our objective metric. This approach
yields task-specific optimal time schedules that fur-
ther enhances generation quality. The detailed opti-
mization procedure is presented in Appendix B.4.

4 Experiments

4.1 Experimental Setup

Datasets and Metrics We evaluate our approach
on several NLP tasks, including machine transla-
tion (WMT14 En-De (Bojar et al., 2014), WMT16
En-Ro (Bojar et al., 2016), IWSLT14 De-En (Cet-
tolo et al., 2014)), paraphrasing (QQP), text simpli-
fication (Wiki-Auto (Jiang et al., 2020)), and ques-
tion generation (Quasar-T (Dhingra et al., 2017)).
Dataset splits are detailed in Table 16. We use
BLEU score (Papineni et al., 2002) as the evalu-
ation metric across all tasks, supplemented with
SacreBLEU (Post, 2018) for translation tasks. For
comprehensive evaluation, we employ LLM-based
evaluation using DeepSeek-V3 685B (DeepSeek-
AI, 2024) with specialized prompts, assessing ac-
curacy, fluency, completeness, and task-specific
criteria such as creativity for translation and phras-
ing diversity for paraphrasing. The evaluation pro-
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T Model b IWSLT WMT14 WMT16

D Absorbing 5 28.32∗ 21.62∗ 30.41∗

Multinomial 5 21.28∗ 6.94∗ 25.25∗

C

AR-Diffusion 1 26.78 - -
AR-Diffusion 10 30.64 - -
SeqDiffuSeq 1 28.65† 23.63† 23.98†

SeqDiffuSeq 10 30.03† 24.24† 26.17†

Difformer 1 30.94 22.32 30.74
Difformer 10 32.09 23.80 30.93

NeoDiff 1 32.39⇑ 24.41⇑ 30.87⇑
H NeoDiff 10 33.14⇑ 25.28⇑ 32.31⇑

Table 1: Machine translation BLEU scores for NeoDiff
and baseline methods. T: Model type (AR: Autore-
gressive, D: Discrete, C: Continuous, H: Hybrid). ⇑:
NeoDiff outperforms baselines with beam size ≤ b;
bold: best result. *: Results from Zheng et al. (2023); †:
Results from Yuan et al. (2024); remaining data repro-
duced.

T Model b IWSLT WMT14 WMT16

D CMLM 5 29.41∗ 23.22∗ 31.26∗

CMLM(MBR) 5 29.32∗ 23.09∗ 30.92∗

C

DiffusionLM 5 26.61∗ 15.33∗ 27.01∗

DiffusionLM 50 29.11∗ 17.41∗ 29.39∗

SeqDiffuSeq 1 30.16† 19.16† -
SeqDiffuSeq 10 30.45† 19.76† -
DiNoiSer 5 31.29∗ 24.25∗ 30.93∗

DiNoiSer 50 31.61∗ 24.26∗ 31.08∗

Difformer 1 30.06 22.13 30.52
Difformer 10 31.08 23.26 30.75

NeoDiff 1 31.50⇑ 24.09 31.59⇑
H NeoDiff 10 32.20⇑ 24.64⇑ 32.21⇑

Table 2: Comparison on SacreBLEU for machine trans-
lation tasks. *: Results from Ye et al. (2023); †: Results
from Yuan et al. (2024); remaining data are reproduced.
⇑: NeoDiff outperforms baselines with beam size ≤ b.

cess involved providing the LLM with source text,
generated text from different models, and specific
instructions tailored to each task. Figure 3 shows
the prompt templates used. To rigorously assess the
diversity of outputs of the model, We also included
Inter-Sentence Div-4 as Gong et al. (2022), which
measure diversity at the set-of-outputs-per-source
level.

Baselines We compared NeoDiff against sev-
eral strong baselines across multiple diffusion
model categories. For discrete diffusion mod-
els, we included Absorbing Diffusion (Austin
et al., 2021), Multinomial Diffusion (Hoogeboom
et al., 2021b), and CMLM (Ghazvininejad et al.,
2019). For continuous diffusion models, we bench-
marked against DiffusionLM (Li et al., 2022), Dif-

T Model b QQP QT WA

AR

Transformer 1 29.65⋆ 16.83⋆ 41.68⋆

Transformer 5 30.83⋆ 16.45⋆ 43.86⋆

GPT2-base FT - 19.80⋄ 7.41⋄ -
GPT2-large FT - 20.59⋄ 11.10⋄ -

D

CMLM 1 24.02 - -
CMLM 10 26.32 - -
Absorbing 10 23.82∗ 17.38∗ -
Multinomial 10 20.70∗ 16.96∗ -

C

SeqDiffuSeq 1 23.28† 17.20† 37.09†

SeqDiffuSeq 10 24.34† 17.46† 37.12†

Difformer 1 28.52 16.03 40.37
Difformer 10 30.43 16.66 40.77
Meta-DiffuBDθ1 - 25.52¶ 18.20¶ 38.77¶

Meta-DiffuBDθ2 - 26.32¶ - 39.57¶

Meta-DiffuBDθ3 - 22.71¶ - 24.71¶

TESS - 30.20‡ 19.50‡ -
TEncDM(BERT) - 30.20◦ - 41.60◦

TEncDM(T5) - 30.20◦ - 41.60◦

TEncDM(RoBERTa) - 30.00◦ - 40.50◦

H DiffuSeq-V2 1 22.10§ - -

NeoDiff 1 29.47⇑ 20.44⇑ 41.57
H NeoDiff 10 31.32⇑ 20.03⇑ 41.86

Table 3: BLEU scores on QQP, QT, and WA(Wiki-
Auto). *: Results from Zheng et al. (2023); †: Results
from Yuan et al. (2024); §: Results from Gong et al.
(2023); ⋆: Results from Gao et al. (2024); ⋄: Results
from Gong et al. (2022); ¶: Results from Chuang et al.
(2024). Dθ1 = DiffuSeq. Dθ2 = SeqDiffuSeq. Dθ3 = Di-
noiser; ‡: Results from Karimi Mahabadi et al. (2024);
◦: Results from Shabalin et al. (2025). Remaining re-
sults reproduced. ⇑: NeoDiff outperforms baselines
with beam size ≤ b.

former (Gao et al., 2024), SeqDiffuSeq (Yuan
et al., 2024), AR-Diffusion (Wu et al., 2024), Di-
NoiSer (Ye et al., 2024), Meta-DiffuB (Chuang
et al., 2024), TESS (Karimi Mahabadi et al., 2024)
and TEncDM (Shabalin et al., 2025). For hybrid
approaches, we compared with DiffuSeq-V2 (Gong
et al., 2023). We also included Transformer and
fine-tuned GPT2 models as autoregressive base-
lines.

Implementation Details We set the maximum
noise state smax to 100 for all tasks and datasets,
incorporating self-conditioning (Chen et al., 2022)
and noise rescaling with DGSMAX = 0.2 (Gao
et al., 2024). We used byte pair encoding (Sennrich
et al., 2016) without knowledge distillation (Kim
and Rush, 2016) to evaluate under challenging con-
ditions. During decoding, we employed 2D parallel
decoding (Gao et al., 2024) and selected the best
candidate sentence using the minimum Bayes risk
(MBR) method (Kumar and Byrne, 2004) based
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Task Models b Semantic Faithfulness Fluency Completeness Phrasing Diversity

QQP

CMLM 10 72.86 81.99 75.60 55.86
Transformer 1 83.64 92.56 84.96 57.19
Transformer 5 83.70 94.73 86.05 54.52
Transformer 10 83.93 94.64 86.02 54.55
NeoDiff 10 87.42 91.87 88.79 45.83

Models b Accuracy Fluency Completeness Creativity

WMT14
Difformer 10 79.72 80.31 85.24 75.12
Transformer 5 85.66 86.35 90.81 80.07
NeoDiff 10 80.30 80.81 85.61 76.20

Table 4: LLM evaluation of text generation tasks using DeepSeek-v3 685B. We evaluate Paraphrasing (QQP
Dataset) and Machine Translation (WMT14 En-De Dataset). (1) We access QQP on Semantic Faithfulness, Fluency,
Completeness, and Phrasing Diversity. (2) We access WMT14 En-De on Accuracy, Fluency, Completeness, and
Creativity. Detailed prompts are provided in Fig 3.

on the BLEU score. We also used post-training
Bayesian optimization (Li et al., 2024) to calibrate
the extrinsic time schedule, limiting the optimiza-
tion to 100 rounds for all tasks. Details of the
experimental settings are provided in Appendix B.

4.2 Results

Our experimental evaluation demonstrates NeoD-
iff’s effectiveness across multiple generation tasks.
On machine translation benchmarks (Table 1
and 2), NeoDiff consistently outperforms exist-
ing non-autoregressive diffusion-based, iteration-
based, and autoregressive diffusion approaches. As
shown in Table 3, these improvements extend be-
yond translation to diverse generation tasks. Un-
like baselines such as AR-Diffusion that rely heav-
ily on MBR and show performance drops with
single samples (b = 1), NeoDiff maintains ro-
bust performance even in this constrained setting.
NeoDiff also demonstrates strong performance in
LLM-based evaluations (Table 4, prompts in Fig-
ure 3). Notably, on the QQP task (Table 4), NeoDiff
achieves superior scores in semantic faithfulness
and completeness. For the WMT14 task, NeoD-
iff achieves performance comparable to Difformer
across multiple aspects. NeoDiff also demonstrates
strong inter-sentence diversity (Inter-Sentence Div-
4) when generating multiple candidates. Detailed
comparisons against AR model on QQP dataset
can be found in Appendix C (Table 8). Our results
show that NeoDiff can balance the quality-diversity
trade-off more effectively than autoregressive mod-
els like Transformer as the output space scales (i.e.,
with increasing b), a characteristic also observed
in Gong et al. (2022). The Bayesian Optimization
component introduces a manageable overhead (Ap-
pendix D.1, approximately 6% of training time on

WMT14). Also, NeoDiff’s inference speed and
memory usage are competitive with similar models
(Appendix D.2).

#
Poisson

Diffusion
Process

Time Predictor Optimized t
Schedule BLEU

Base 32.09
+P ✓ 32.75
+PT ✓ ✓ 32.97
Full ✓ ✓ ✓ 33.14

Table 5: Ablation study on the impact of proposed com-
ponents on IWSLT14 De-En dataset with a b = 10.

4.3 Analysis
Our ablation studies (Table 5) demonstrate clear
improvements from each component, with the full
model achieving a substantial +1.05 BLEU im-
provement over the baseline. We further analyze
each component’s impact on generation quality:

Poisson Process for Multi-token Coherence
The Poisson diffusion process enables more fine-
grained control over multiple tokens by precise
inter-token coordination. This advantage yields a
substantial performance gain over standard con-
tinuous diffusion (τt = t). As evidenced in Ta-
ble 6A, this improved control manifests itself in
better phrase-level coherence.

Time Predictor for Guided Denoising By lever-
aging information from less-noised tokens to guide
the denoising trajectory of noisier ones, the time
predictor enhances the model’s ability of more con-
textually informed token generation. Table 6B
demonstrates this through more natural word se-
lections and verb choices that better preserve the
original meaning.
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A Src: das zeigt die enorm große rolle , die ein meeress-
chutzgebiet spielen kann.
Ref: and hence , the enormous role that a marine protected
area can play.
Base: and this shows the enormously big role that a area
can play with a sea protected
+P: so this shows the enormously big role that a marine
protected area can play

B Src: er ist ganz glücklich darüber, weil er sie getäuscht
hat.
Ref: he’ll be very happy because he’s deceived you.
+P: he’s very happy about it because he decaked her.
+PT: he’s very happy about it because he deceived her.

C Src: die korrelation ist also gering .
Ref: so the correlation is low .
+PT: so it’s a small of the correlation.
Full: so the correlation is small.

Table 6: Example outputs illustrating three key mecha-
nisms of NeoDiff: (A) improved phrase-level coherence
with Poisson process, (B) enhanced token-level refine-
ments with time predictor, and (C) better sentence-level
organization with optimized schedule.

Optimized Schedule for Global Coherence The
optimized extrinsic time schedule enables dynamic
adjustments to the diffusion trajectory, facilitat-
ing escape from sub-optimal samples where se-
quence order or overall structure significantly devi-
ates from the target distribution. This global refine-
ment allows for more substantial rewriting when
needed, as demonstrated in Table 6C where entire
phrases are better reorganized.

Additional examples demonstrating the impact
of these components are provided in Table 11, 12,
and 13. In Appendix E, we track the step-wise gen-
eration processes, demonstrating superior conver-
gence speed and accuracy for NeoDiff compared
to continuous diffusion baselines. We also com-
pared NeoDiff against continuous diffusion base-
lines on token-level controlled generation, demon-
strating its unique ability to perform targeted modi-
fications while maintaining semantic consistency
across translations (Appendix F).

5 Conclusion

In this work, we introduce Non-simultaeous Con-
tinuous Diffusion Models (NeoDiff), a novel
diffusion-based text generation framework that
unifies discrete and continuous diffusion models.
NeoDiff generalizes the time variable, incorporates
the Poisson diffusion process, adaptively modulates
the reverse process based on semantic context, and
uses an optimized extrinsic time schedule for infer-
ence. This unified framework enables fine-grained

control and achieves superior performance across
diverse natural language processing tasks. Our ex-
tensive experiments demonstrate the effectiveness
of this unified framework, opening up new avenues
for advancing diffusion-based text generation.

Limitations

While NeoDiff demonstrates strong performance
across various Seq2Seq-based conditional gener-
ation tasks (e.g., machine translation, paraphras-
ing, text simplification, and question generation),
we note some implementation considerations. The
post-training optimization of extrinsic time sched-
ules requires additional sampling iterations, though
this overhead is negligible compared to the train-
ing time. The time predictor introduces a modest
parameter increase to the backbone network.
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A Detailed Derivation of the Training
Objective of NeoDiff

Let z represent a token embedding and zt its la-
tent representation at time t, with z0 = z and
z1 ∼ N (0, I). The joint distribution of the for-
ward process is then given by:

q(z>0, τ>0|z0) :=
∏

t>0

q(zt, τt|z0) (8)

=
∏

t>0

q(zt|z0, τt)q(τt), (9)

where

q(zt|z0, τt) := N
(
zt;

√
ᾱ(τt)z0, β̄(τt)I

)
,
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and ᾱ(·) and β̄(·) denote noise schedules with their
domains scaled to [0, 1].

Given t′ = t−∆t, the reverse process is defined
as

pθ(z0:1, τ0:1) := pθ(z1, τ1)
∏

t′<1

pθ(zt′ , τt′ |zt, τt)

(10)

= pθ(z1, τ1)
∏

t′<1

pθ(zt′ |zt, τt, τt′)pθ(τt′ |zt, τt).

(11)

We further parameterize the distribution of zt′
as

pθ(zt′ |zt, τt, τt′) = q(zt′ |ẑ0(zt, τt, t), τt′),

where ẑ0 is the model prediction of z0.
Following Ho et al. (2020), the training objective

is derived from the variational lower-bound

LVLB = Eq

[
− log

pθ(z0:1, τ0:1)

q(z>0, τ>0|z0)

]
(12)

= Eq

[
− log

pθ(z1, τ1)

q(z1, τ1|z0)
(13)

+
∑

0<t′<1

− log
q(zt′ |ẑ0(zt, τt, t), τt′)

q(zt′ |z0, τt′)
(14)

+
∑

0<t′<1

− log
pθ(τt′ |zt, τt)

q(τt′)
(15)

− log pθ(z0, τ0|z∆t, τ∆t)

]
(16)

= Eq

[
KL(q(z1, τ1|z0)∥pθ(z1, τ1))︸ ︷︷ ︸

L1

(17)

+
∑

0<t′<1

KL(q(zt′ |z0, τt′)∥q(zt′ |ẑ0, τt′))︸ ︷︷ ︸
Lz

(18)

+
∑

0<t′<1

KL(q(τt′)∥pθ(τt′ |zt, τt))︸ ︷︷ ︸
Lτ

(19)

− log pθ(z0, τ0|z∆t, τ∆t)︸ ︷︷ ︸
L0

]
. (20)

Note that L1 is a constant and can be ignored, and
L0 also becomes negligible when ∆t → 0. Ac-
cording to prior works (Ho et al., 2020; Li et al.,
2022), the term Lz can be simplified as

Lz = ∥ẑ0(zt, τt, t)− z0∥2.

We also add an anchor loss (Gao et al., 2024)
Lanchor = Eq[− log pθ(y|ẑ0(zt, τt, t))] as a regu-
larization term to avoid collapse of the embedding
space. Finally, the training objective of the pro-
posed NeoDiff can be written as

L = Lz + Lτ + Lanchor.
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B Experimental Settings

B.1 Data Preprocessing

We used byte pair encoding (BPE) (Sennrich et al.,
2016) for tokenization. Unlike previous work,
we did not employ knowledge distillation (Kim
and Rush, 2016) for preprocessing to evaluate our
model’s performance under more challenging con-
ditions.

B.2 Model Configuration

For our experiments, we set the maximum noise
state smax to 100 and used the sqrt schedule
for training, optimized schedule for inference.
To enhance model performance, we applied self-
conditioning (Chen et al., 2022). The transi-
tion schedule coefficient k was set to 2, and the
maximum truncation time tmax was set to 0.99.
Following Gao et al. (2024), we also employed
noise rescaling with a degradation score threshold
DGSMAX of 0.2.

Regarding the model architecture, we adopted
the configuration from Gao et al. (2024) for the
IWSLT14 De-En, WMT14 En-De, and WMT16
En-Ro datasets. For the QQP, Wiki-Auto, and QT
datasets, we used the configuration from Gong et al.
(2022) to enable a fair comparison with these mod-
els. Detailed settings are presented in Table 9.

B.3 Training and Generation

We trained our models using NVIDIA RTX 3090
24G GPUs on Ubuntu 18.04 with FairSeq 0.12(Ott
et al., 2019)(MIT-licensed). For the WMT14 En-
De and WMT16 En-Ro datasets, training took
nearly 4 days and 2 days, respectively, using 4
GPUs. For the IWSLT14 De-En dataset, training
took approximately 1 day using a single GPU. The
QQP, Wiki-Auto, and QT datasets each required
around 8 hours of training on a single GPU. The
training data splits are presented in Table 16.

During generation, we used 20 iteration steps
(K = 20) without early stopping for the IWSLT14
De-En dataset. For the other datasets, we employed
10 iteration steps without early stopping, which is
faster than the 20 steps (k = 20) used by Gao
et al. (2024) across all datasets. We utilized 2D
parallel decoding and selected the best sentence
using the minimum Bayes risk (MBR) (Kumar and
Byrne, 2004) method based on the BLEU score.
The reported results are averaged over 3 runs. The
random seed is set to 7.

B.4 Optimized Extrinsic Time Schedule
We propose a systematic approach to optimize the
extrinsic time schedule S = {t1, t2, ..., tK}, where
K denotes the number of diffusion steps and ti ∈
[0, 1] with t1 < t2 < ... < tK . While previous
works (Dhariwal and Nichol, 2021; Chen, 2023)
focus on optimizing noise schedules with fixed
time steps, we directly optimize the time sched-
ule through Bayesian optimization. Our method
extends Li et al. (2024)’s framework from discrete
subset selection to continuous optimization over
the complete schedule.

At its core, our approach is straightforward: we
sample text using different time schedules on the
validation set and select the schedule that achieves
the highest BLEU score for inference. The opti-
mization process (Algorithm 1) employs Gaussian
Process-based Bayesian optimization with the GP-
Hedge acquisition function (Brochu et al., 2011).
Starting from a uniform time schedule, we itera-
tively propose candidate schedules using Limited-
memory BFGS (Liu and Nocedal, 1989) and evalu-
ate them using BLEU scores on the validation set.
This approach enables precise calibration of the
time schedule while maintaining the ordering con-
straint t1 < t2 < ... < tK . Following Li et al.
(2024), we limit optimization to 100 iterations,
keeping the computational overhead negligible
compared to model training time(Li et al., 2024).
The resulting task-specific schedules demonstrate
improved generation quality while maintaining
computational efficiency.

C Additional Diversity Analysis on QQP
dataset

In this section, we provide a detailed comparison of
NeoDiff and Transformer on the QQP task, specifi-
cally focusing on multi-candidate generation and
inter-sentence diversity. The results presented in
Table 8 complement the main paper’s Table 4 by
offering a deeper look into how diversity metrics
evolve with an increasing number of generated sam-
ples (b).

D Efficiency Analysis

D.1 Bayesian Optimization Overhead
(WMT14 En-De):

• Training: 505.88 RTX3090 GPU Hours

• Bayesian Optimization: 28.1 RTX3090 GPU
Hours (approximately 6% of training time)
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Models K Speed (sentences/second) Memory Cost (MB)

Transformer* n 6.05 -
CMLM* 10 11.80 -
DiffuSeq* 2000 0.06 -
SeqDiffuSeq* 2000 0.05 -
Difformer 20 6.49 2034
NeoDiff 20 5.12 2080

Table 7: Runtime Comparison on IWSLT14 De-En. *: Results from Gao et al. (2024). Others are reproduced.

Model b Semantic Faithfulness Fluency Completeness Phrasing Diversity Inter-Sentence div-4

Transformer 1 83.64 92.56 84.96 57.19 1.000
Transformer 5 83.70 94.73 86.05 54.52 0.686
Transformer 10 83.93 94.64 86.02 54.55 0.561

NeoDiff 1 84.24 88.95 87.83 39.18 1.000
NeoDiff 5 85.63 90.69 88.39 41.62 0.684
NeoDiff 10 87.42 91.87 88.79 45.83 0.631

Table 8: Detailed comparison of NeoDiff and Transformer on the QQP task. Metrics include Semantic Faithfulness,
Fluency, Completeness, Phrasing Diversity (single-sample), and Inter-Sentence Diversity (Inter-Sentence Div-4,
multi-candidate).

Note: The cost of Bayesian optimization is di-
rectly proportional to the amount of data sampled in
each iteration. While we used the entire WMT14
validation set, significantly reducing the sample
size (e.g., to 20 samples) can drastically lower this
overhead to less than 0.1 GPU Hours (Li et al.,
2024).

D.2 Runtime Comparison (IWSLT14 De-En)
Table 7 presents a runtime comparison of NeoD-
iff and several baselines on the IWSLT14 De-
En dataset. We measured inference speed (sen-
tences/second) and memory cost (MB). NeoDiff
demonstrates competitive inference speed, process-
ing 5.12 sentences per second, which is comparable
to Difformer’s 6.49 sentences per second. While
significantly faster than diffusion-based models
like DiffuSeq and SeqDiffuSeq, NeoDiff’s speed
is lower than the highly optimized Transformer
and CMLM models. In terms of memory usage,
NeoDiff’s 2080 MB consumption is similar to Dif-
former’s 2034 MB.

E Step-wise Generation Examples on
IWSLT14 De-En for NeoDiff and
Difformer

Table 14 and 15 present a detailed compar-
ison of the translation generation process on
IWSLT14 De-En dataset between NeoDiff and
Difformer(continuous diffusion model). After

incorporating the three aforementioned compo-
nents(Poisson process, time predictor and opti-
mized schedule), NeoDiff demonstrates more ac-
curate and faster convergence in translation on
some sentences compared to Continuous Diffu-
sion Model(Difformer), as illustrated by the step-
by-step generation process. Specifically, NeoDiff
avoids some of the common pitfalls of diffusion
models, such as getting stuck in local optima or
generating repetitive phrases.

F Fine-grained Controlled Generation
through Token Manipulation

We demonstrate NeoDiff’s capability for token-
level controlled generation while preserving seman-
tic consistency across translations. Given a source
sentence xsrc and its latent representation z0, we re-
place a single token to obtain a modified source x′

src.
For translation, we initialize the process with z0
and set τ = 1 only for the modified token position,
maximizing noise specifically at that location. This
targeted noise application enables precise semantic
modifications in the output translation x′

tgt while
preserving the remaining content. As shown in Ta-
ble 10, NeoDiff achieves localized modifications,
whereas baseline methods like Difformer tend to
alter substantial portions of the output sentence.
This controlled generation capability stems from
our fine-grained noise paradigm, enabling token-
specific manipulation of the generation process.
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Algorithm 1 Extrinsic Time Schedule Calibration via Bayesian Optimization

Require: Trained Diffusion Model M ,
Initial Extrinsic Time Schedule Sinit = {t1, t2, ..., tK}, where ti ∈ R and 0 ≤ t1 < t2 < ... < tK ≤
1,
Optimization iterations niter,
Domain for elements in Extrinsic Time Schedule D ⊂ [0, 1],
Source Text Tsrc,
Target Text Ttgt

Ensure: Optimized Extrinsic Time Schedule Sopt = {t′1, t′2, ..., t′K}, where t′i ∈ R and 0 ≤ t′1 < t′2 <
... < t′K ≤ 1

1: Initialize Sinit = {t1, t2, ..., tK} such that ti are uniformly spaced in [0, 1].
2: Perform a sampling on Tsrc using diffusion model M and extrinsic time schedule Sinit, yielding

predicted text Tpred.
3: Compute the BLEU score BLEU(Ttgt, Tpred) using Ttgt and Tpred.
4: Initialize the observation set for Bayesian optimization: O ← {(Sinit,BLEU(Ttgt, Tpred))}.
5: for i = 1 to niter do
6: Update the Gaussian Process posterior given observations O.
7: Generate a candidate set D′ = {S′

1,S
′
2, ...,S

′
N}, where each S′

j = {t′j1, t′j2, ..., t′jK} represents a
candidate extrinsic time schedule with t′jk ∈ D and 0 ≤ t′j1 < t′j2 < ... < t′jK ≤ 1. The candidate
set D′ is generated by performing 20 iterations of Limited-memory BFGS (Liu and Nocedal, 1989)
with 5 random initial points within DK .

8: Compute the acquisition function value αGP-Hedge(S
′
j) (Brochu et al., 2011) for all S′

j ∈ D′.
9: Select the next observation point Si = argmaxS′

j∈D′ αGP-Hedge(S
′
j).

10: Perform a sampling on Tsrc using M and Si, yielding predicted text T ′
pred.

11: Compute the BLEU score BLEU(Ttgt, T
′
pred) using Ttgt and T ′

pred.
12: Update the observation set: O ← O ∪ {(Si,BLEU(Ttgt, T

′
pred))}.

13: end for
14: Sopt = argmax(S,BLEU)∈O BLEU
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Hyper-parameters WMT14
En-De

WMT16
En-Ro

IWSLT14
De-En QQP Wiki-Auto QT

Architecture
dmodel 512 512 512 768 768 768
demb 128 128 128 128 128 128
dffn 2048 2048 1024 3072 3072 3072
Heads 8 8 4 12 12 12
Encoder Layers 6 6 6 6 6 6
Decoder Layers 6 6 6 6 6 6
Time Predictor Layers 3 1 1 1 1 1
Activation ReLU ReLU ReLU ReLU ReLU ReLU

Diffusion
Steps 10 10 20 10 10 10
Training Schedule sqrt sqrt sqrt sqrt sqrt sqrt
Inference Schedule Optimized Optimized Optimized Optimized Optimized Optimized
DGSMAX 0.2 0.2 0.2 0.2 0.2 0.2
Self-Conditioning ✓ ✓ ✓ ✓ ✓ ✓
Training
Steps 600K 400K 300K 50K 100K 100K
Batch Size (Tokens) 32K 24K 8K 8K 12K 16K
Optimizer AdamW AdamW AdamW AdamW AdamW AdamW
Adam β (0.9, 0.98) (0.9, 0.98) (0.9, 0.98) (0.9, 0.98) (0.9, 0.98) (0.9, 0.98)
Weight Decay 0.01 0.01 0.01 0.01 0.01 0.01
Learning Rate 5× 10−4 5× 10−4 5× 10−4 5× 10−4 2.3×10−4 2× 10−4

Warmup 10K 10K 10K 10K 10K 10K
Clip Gradient 1.0 1.0 1.0 1.0 1.0 1.0
Dropout 0.1 0.1 0.3 0.1 0.1 0.1
Length Predict Factor 0.1 0.1 0.1 0.1 0.1 0.1
Label Smoothing 0.1 0.1 0.1 0.1 0.1 0.1

Inference
Steps 10 10 20 10 10 10
Bayesian Optimization Rounds 100 100 100 100 100 100

Table 9: The model architectures and hyper-parameters used in our experiments.
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Evaluate this translation from {src_lang} to {tgt_lang} (0-100 score):
[Source] {source}
[Reference] {reference}
[Translation] {translation}
Score these aspects STRICTLY IN THIS ORDER:
1. **Accuracy**: Faithfulness to source meaning
2. **Fluency**: Naturalness in target language
3. **Completeness**: Information retention
4. **Creativity**: Handling of ambiguous or open-ended source content

Return ONLY 4 numbers separated by commas, NO text.

Evaluate this paraphrase generation (0-100 score):
[Original] {source}
[Reference] {reference}
[Paraphrase] {paraphrase}
Score these aspects STRICTLY IN THIS ORDER:
1. **Semantic Faithfulness**: Meaning preservation from original
2. **Fluency**: Naturalness in language
3. **Completeness**: Retention of all information
4. **Phrasing Diversity**: Variation in wording/structure while preserving meaning

Return ONLY 4 numbers separated by commas, NO text.

Figure 3: Prompt templates used for LLM-based evaluation. Top: Translation evaluation prompt. Bottom:
Paraphrase evaluation prompt.

11546



<src> und die welt in der wir jetzt leben sieht so aus .

<tgt> and the world we now live in looks like this .

<src’> und die welt in der wir jetzt leben sieht anders aus .

<tgt’> and the world we now live in looks different .

Model Generated Content

NeoDiff <tgt_pred> and the world we live in now , looks like this .

NeoDiff <tgt’_pred> and the world we live in now , looks different .

Difformer <tgt_pred> and the world we’re living in now looks like this .

Difformer <tgt’_pred> and the world that we’re living in right now , it looks different .

<src> sein ganzer arbeitsprozess hat sich danach geändert .

<tgt> and his whole work process changed after that .

<src’> sein ganzer arbeitsprozess hat sich davon geändert.

<tgt’> His whole work process changed because of that.

Model Generated Content

NeoDiff <tgt_pred> his whole work process has changed after that .

NeoDiff <tgt’_pred> his whole work process has changed from that .

Difformer <tgt_pred> and his whole work process has changed after that .

Difformer <tgt’_pred> and his whole work process has changed from this .

<src> der zweite faktor sind die dienste , die wir nutzen .
<tgt> the second factor is the services we use .

<src’> der zweite faktor sind die dienste , die wir kennen .

<tgt’> The second factor is the services we know .

Model Generated Content

NeoDiff <tgt_pred> the second factor is the services that we use .

NeoDiff <tgt’_pred> the second factor is the services we know .

Difformer <tgt_pred> the second factor is the services that we use .

Difformer <tgt’_pred> the second factor is really the services that we meet .

Table 10: Token manipulation example.

11547



Source Reference Base Translation +P Translation

nein war nie eine
möglichkeit gewesen
.

no had never been an option
.

no one has never been a pos-
sibility.

no had never been an oppor-
tunity.

weiß jemand , was drei
sekunden sind ?

does anyone know what
three seconds are ?

does anybody know what
three seconds?

does anyone know what
three seconds are?

sie hatten ein konzept von
blauem blut .

they had a concept of blue
blood .

they had a idea of blue
blood.

they had a concept of blue
blood.

und raten sie was wir in
dem angriffscode gefunden
haben ?

and guess what we found in
the attack code ?

and do you guess what
we’ve found in the code of
attack?

and guess what we found in
the code of attack?

jetzt sehen sie den dal-
matiner .

now you see the dalmatian . now this is the dalmatinan. now you see the dalmatiner.

denn die kategorien sagen
mir , wie ich sie auseinan-
der halten kann .

because the categories tell
me how to tell them apart .

because the categories are
telling me how i can keep
it apart.

because the categories tell
me how to keep them apart.

wie konnte es möglich sein ,
dass wir dies tun ?

how could it be possible that
we would do this ?

so how could it possible for
us to do this?

how could it be possible that
we could do this?

aber es gab immer einen
lebenszyklus in ihren
präsentationen .

but there was always a life
cycle to their presentations .

but there has always been a
life cycle in your presenta-
tions.

but there was always a life
cycle in their presentations.

wir reden zwiespältig davon
.

we talk about it ambiva-
lently .

we’re talking about it in
elessly.

we talk about it continally.

was geschah also jahre
danach ?

so what happened years af-
terward ?

so for years after that, what
happened?

so what happened years af-
ter that?

Table 11: Additional examples showing the improvements from introducing the Poisson diffusion process on
IWSLT14 De-En dataset. The Base model often produces unnatural word ordering and incorrect lexical choices,
while +P shows better handling of complex phrases and more natural English constructions.

Source Reference +P Translation +PT Translation

sie haben ihr telefon
gemietet . sie haben es nicht
gekauft .

you rented your phone . you
didn’t buy it .

they’ve rtended your phone.
they didn’t buy it.

you rented your phone. you
didn’t buy it.

ihre familie versammelte
sich .

and the family gathered . her family. her family gathered.

dunkler urin . dunkel . dark urine . dark . dark up. dark. dark urine. dark.

diese leute verdienen geld . these guys make money . these people are earking
money.

these people make money.

er ist ganz glücklich darüber
, weil er sie getäuscht hat .

he’ll be very happy because
he’s deceived you .

he’s very happy about it be-
cause he decaked her.

he’s very happy about it be-
cause he deceied her.

er hatte 20 minuten her-
rlicher musik gehabt .

he had had 20 minutes of
glorious music .

he’d had 20 minutes of god. he’d had 20 minutes of glo-
rious music.

... es dem crowdsourcing
beachtung schenkt .

... paying attention to crowd-
sourcing .

... it’s adghting to the crowd-
sourcing.

... it gives attention to the
crowdsourcing.

er zeigte immer hier hin . he kept pointing here . he always showed here. he always pointed over here.

wenn man es verallgemein-
ert , passiert folgendes .

if you generalize this , some-
thing like this happens .

when you generate it, this is
what happens.

when you generalize it, this
is what happens.

man konnte manhattan se-
hen .

you could see manhattan . see manhattan. you could see manhattan.

Table 12: Additional examples demonstrating the impact of the time predictor module on IWSLT14 De-En dataset.
The examples show how the time predictor enables finer-grained control primarily through word substitutions and
better token-level refinements by leveraging information from less-noised tokens to guide the denoising process.
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Source Reference +PT Translation Full Translation

so wie es früher eben
entsprechend auf dem dorf
passierte .

just like it used to happen in
the village .

in the same way that hap-
pened in the village, it just
happened.

just as it used to happen in
the village.

darum helfen sie da mit , fra-
gen sie bei den leuten mal
nach .

so you’re helping out there ,
just ask the people .

so you can help with there,
ask about people.

that’s why they help there
with, ask people to ask.

noch immer sind wir dem
storytelling als informa-
tionsvermittlung sehr , sehr
stark verhaftet .

what’s left is storytelling . but we’re still very sted to
storytelling as an informa-
tion reation, very vivily ar-
rested.

we’re still very to story-
telling as an information me-
diation, very, very arrested.

wir wählen jedes jahr einige
fellows aus und wir lassen
sie mit stadtverwaltungen ar-
beiten .

we select a few fellows ev-
ery year and we have them
work with city governments
.

we choose some fellows ev-
ery year, and we have them
work with city adminicies.

we choose some fellows ev-
ery year, and we let them
work with urban manage-
ment.

also bot ich einen 10000
$ preis an software für die
gewinner .

so i offered a 10,000 dollar
prize of software to the win-
ning team .

so i offered a $10,000 price
for the winner software.

so i offered a 100,000 price
of software for the winners.

dies ist in unserem ganzen
land der zweitgrösste ab-
fallfluss amerikas .

this , all over the country ,
is the second largest waste
stream in america .

this is in our entire country,
the two-largest waste river
of america.

this is the second est waste
flow in america’s land in our
entire country.

wir haben eine art gle-
ichgewicht erreicht .

we have reached a kind of
equipoise .

we’ve reachved some kind
of equilibrium.

we’ve reached some kind of
balance.

und das ist aber ganz im an-
fang .

and that’s just the beginning
.

and that’s just at the very be-
ginning.

and that’s at the very begin-
ning.

ich bin überzeugt , dass man
irgendwie zur nostalgie , zu
wunschdenken hingezogen
ist .

i’m convinced that there’s
some sort of pull to nostal-
gia , to wishful thinking .

i’m convinced you’ve been
drawn to nostalgia, sort of
wokkthinking.

i’m believe that there’s
kind of moved to nostalgia,
you’re moved to thinking.

wir haben uns daran
gewöhnt , dass dinge linear
passieren .

we no longer imagine the
thing in images things in
images , but codify them
through language .

we were used to make things
happen to linear.

so we’ve been used to linear
that things happen.

Table 13: Additional examples showing the impact of the optimized schedule on IWSLT14 De-En dataset. These
examples demonstrate how the schedule primarily influences the overall sampling trajectory at the sentence level,
leading to more natural sentence constructions and better semantic coherence.

11549



Time Step Difformer Translation NeoDiff Translation (Ours)

Source: ihr problem ist , dass sie zu wenig haben .
Reference: their problem is that they have too little .

0 dete@@ social tious falsche foot ere secu-
rity madeupword0000 sorry fold says write
chri@@

28 lar@@ electricity terms surface ting
madeupword0001 madeupword0000 ® gen

1 your problem is that is that they have too
little .

their problem is they they have too little .

2 the problem of that is that they have too little
.

their problem is that they have too little .

3 the problem of that is that they have too little
.

their problem is that they have too little .

4 the problem your you is that they have too
little .

their problem is that they have too little .

5 the problem your problem is that they have
too little .

their problem is that they have too little .

6 and , your problem is that they have too little
.

their problem is that they have too little .

7 now , your problem is that they have too
little .

their problem is that they have too little .

8 now , your problem is , they have too little . their problem is that they have too little .
9 now , your problem is , you have too little . their problem is that they have too little .
... ... ...
20 now , your problem is , you have too little . their problem is that they have too little .

Final now , your problem is , you have too little . their problem is that they have too little .

Source: denn die kategorien sagen mir , wie ich sie auseinander halten kann .
Reference: because the categories tell me how to tell them apart .

0 es clay madeupword0002 ahead jobs in-
volved line madeupword0001 fold <pad>
<unk> giving bu@@ <unk> ers sa@@

market@@ madeupword0003 made-
upword0001 van mas price gun ba
madeupword0000 <unk> 3 ator anima@@
once

1 because the categ@@ ories tell tell me how
can can hold them apart .

because the categ@@ ories tell me how to
keep them apart .

2 because the categ@@ ories tell tell me how
can can hold them apart .

because the categ@@ ories tell me how to
keep them apart .

3 because the categ@@ ories are tell me how
i can hold it apart .

because the categ@@ ories tell me how to
keep them apart .

4 because the categ@@ ories are telling me
how i can hold it apart .

because the categ@@ ories tell me how to
keep them apart .

5 because the categ@@ ories are telling me
how i can hold it apart .

because the categ@@ ories tell me how to
keep them apart .

6 because the categ@@ ories are telling me
how i can hold it apart .

because the categ@@ ories tell me how to
keep them apart .

7 because the categ@@ ories are telling me
how i can hold it apart .

because the categ@@ ories tell me how to
keep them apart .

8 because the categ@@ ories are telling me
how i can hold it apart .

because the categ@@ ories tell me how to
keep them apart .

9 because the categ@@ ories are telling me
how i can hold it apart .

because the categ@@ ories tell me how to
keep them apart .

... ... ...
20 because the categ@@ ories are telling me

how i can keep it apart .
because the categ@@ ories tell me how to
keep them apart .

Final because the categories are telling me how i
can keep it apart .

because the categories tell me how to keep
them apart .

Table 14: Step-by-step generation process of Difformer(continuous diffusion model) and NeoDiff on IWSLT14
De-En dataset(Part 1/2). NeoDiff converges to the correct translation more quickly and accurately.
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Time Step Difformer Translation NeoDiff Translation (Ours)

Source: ich sprach also einige monate später bei einer konferenz .
Reference: so i spoke at a conference a couple months after that .

0 complex positive which affect o went at-
tac@@ care@@ <pad> gers <pad> david
fri@@ level

madeupword0001 le@@ leaders news made-
upword0003 sta@@ cannot än@@ made-
upword0001 spin@@ published mes@@
exhi@@

1 so i i to a few months later at a conference . so i spoke at at a a few months later .
2 so i i to a few months later at a conference . so i spoke at a conference a few months later

.
3 so i i about a few months later at a confer-

ence .
so i spoke at a conference a few months later
.

4 so i i about a few months later at a confer-
ence .

so i spoke at a conference a few months later
.

5 so i i talking a few months later at a confer-
ence .

so i spoke at a conference a few months later
.

6 so i i talking a few months later at a confer-
ence .

so i spoke at a conference a few months later
.

7 so i i talking a few months later at a confer-
ence .

so i spoke at a conference a few months later
.

8 so i was talking a few months later at a con-
ference .

so i spoke at a conference a few months later
.

9 so i was talking a few months later at a con-
ference .

so i spoke at a conference a few months later
.

... ... ...
20 so i was talking a few months later at a con-

ference .
so i spoke at a conference a few months later
.

Final so i was talking a few months later at a con-
ference .

so i spoke at a conference a few months later
.

Table 15: Step-by-step generation process of Difformer(continuous diffusion model) and NeoDiff on IWSLT14
De-En dataset(Part 2/2). NeoDiff converges to the correct translation more quickly and accurately.

Splits WMT14
En-De

WMT16
En-Ro

IWSLT14
De-En QQP Wiki-

Auto QT

Training 4, 500, 966 608, 319 160, 215 144, 715 677, 751 116, 953
Validation 3, 000 1, 999 7, 282 2, 048 2, 048 2, 048
Test 3, 003 1, 999 6, 750 2, 500 5, 000 10, 000

Table 16: The dataset splits used in our experiments.
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