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Abstract

The composition of pre-training datasets for
large language models (LLMs) remains largely
undisclosed, hindering transparency and ef-
forts to optimize data quality—a critical driver
of model performance. Current data selec-
tion methods, such as natural language qual-
ity assessments, diversity-based filters, and
classifier-based approaches, are limited by
single-dimensional evaluation or redundancy-
focused strategies. To address these gaps, we
propose four dimensions to evaluate data qual-
ity: professionalism, readability, reasoning, and
cleanliness. We further introduce Meta-rater,
a multi-dimensional data selection method that
integrates these dimensions with existing qual-
ity metrics through learned optimal weight-
ings. Meta-rater employs proxy models to
train a regression model that predicts valida-
tion loss, enabling the identification of opti-
mal combinations of quality scores. Exper-
iments demonstrate that Meta-rater doubles
convergence speed for 1.3B parameter mod-
els and improves downstream task performance
by 3.23%, with advantages that scale to mod-
els as large as 7.2B parameters. Our work es-
tablishes that holistic, multi-dimensional qual-
ity integration significantly outperforms con-
ventional single-dimension approaches, offer-
ing a scalable paradigm for enhancing pre-
training efficiency and model capability. To
advance future research, we release scripts,
data, and models at https://github.com/
opendatalab/Meta-rater.

1 Introduction

Large language models (LLMs) demonstrate im-
pressive performance across various tasks, with
their core capabilities primarily formulated dur-
ing the pre-training process (Albalak et al., 2024).
However, there is a significant lack of transparency
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Figure 1: Comparison of average downstream task per-
formance: random sampling, previous SOTA baseline
(QuRating-Educational Value), and our Meta-rater for
pre-training a 1.3B model from scratch.

regarding the pre-training data utilized by both
open-source and proprietary LLMs. This dearth
of information hinders researchers’ understanding
of the detailed composition of the pre-training data
employed in current trending LLMs. Therefore, the
focus of contemporary research is shifting towards
enhancing the quality of pre-training data through
data selection methods, which aim to extract high-
quality data from original datasets (Albalak et al.,
2024; Xie et al., 2023b; Wettig et al., 2024; Yu
et al., 2024). A series of systematic pipeline meth-
ods (Soldaini et al., 2024; Penedo et al., 2024; Tiru-
mala et al., 2023; Raffel et al., 2020) have emerged
to address data processing challenges, with data
selection standing out as the most crucial compo-
nent for optimizing training efficiency and model
performance through high-quality data curation.

Existing pre-training data selection methods can
be categorized into three primary approaches: nat-
ural language quality-based methods (Rae et al.,
2021; Weber et al., 2024; Xie et al., 2023b; Ankner
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et al., 2024), diversity-based methods (Abbas et al.,
2023; He et al., 2024b; Zhang et al., 2025; Bai et al.,
2024), and classifier-based methods (Wettig et al.,
2024; Penedo et al., 2024). Alternative strategies
such as MATES (Yu et al., 2024) utilize influence
scores (Park et al., 2023) and Rho (Lin et al., 2024)
formulates data selection at the token level. How-
ever, these methods exhibit inherent constraints
- natural language quality assessment focuses on
superficial text characteristics, diversity-based ap-
proaches prioritize redundancy reduction over in-
trinsic quality evaluation, and classifier-based tech-
niques operate through single-dimensional qual-
ity filters. This raises the fundamental question:
How can we systematically integrate complemen-
tary quality dimensions to achieve holistic data
selection?

To address this gap, we develop four novel
evaluation dimensions PRRC (Professionalism,
Readability, Reasoning, and Cleanliness) to ex-
pand current quality metrics. Utilizing these dimen-
sions, we introduce Meta-rater, a model-based
framework that strategically integrates multiple
quality scores for optimal data selection. Meta-
rater operates by training small proxy models and
fitting a model on their data, thereby deriving opti-
mal combination of various quality scores. Empir-
ical validation demonstrates Meta-rater’s efficacy
across model scales: for 1.3B parameter models
trained on 30B tokens, it achieves twice the con-
vergence speed compared to random selection and
a 3.23% overall performance improvement. Scal-
ability is evidenced with 3.3B and 7.2B models,
where performance gains persist. These results sub-
stantiate that integrating multi-dimensional quality
metrics surpasses conventional single-dimension
approaches, establishing a new paradigm for data
curation in LLM development.

Our contributions are summarized as follows:

• PRRC Framework: We propose four
novel evaluation dimensions (Professionalism,
Readability, Reasoning, and Cleanliness) to
comprehensively assess pre-training data qual-
ity, supported by fine-tuned rating models that
achieve 87–92% F1 scores, expanding be-
yond existing heuristic metrics.

• Annotated SlimPajama-627B: We release
the first fully annotated 627B-token SlimPa-
jama, labeled across 25 quality metrics (in-
cluding natural language features, domain im-
portance weights, and model-based ratings),

providing a foundational resource for data-
centric LLM research.

• Meta-rater Methodology: We introduce a
scalable framework for multi-dimensional
data selection, leveraging proxy models and
regression analysis to derive optimal quality
score weightings, advancing beyond single-
dimensional filtering.

• Empirical Validation: We demonstrate Meta-
rater’s practical impact—doubled conver-
gence speed and 3.23% downstream task im-
provement for 1.3B models—with scalability
validated on 3.3B and 7.2B models.

2 Related Work

As the scale of training corpora continues to grow
and data-centric AI evolves, there is an increas-
ing need for systematic approaches to select high-
quality pre-training data. This need has spurred the
development of comprehensive pre-training data
processing pipelines (Penedo et al., 2023; He et al.,
2023, 2024a), and data selection methods. Exist-
ing pre-training data selection methods can be cat-
egorized into three primary approaches: natural
language quality-based methods, diversity-based
methods, and classifier-based methods.

For natural language quality-based methods, Go-
pher (Rae et al., 2021) and RedPajama (Weber et al.,
2024) propose empirical rules like controlling the
ratio of word and number tokens in texts to im-
prove language modeling. Additionally, previous
works (Muennighoff et al., 2024; Wenzek et al.,
2020) have shown that selecting data with perplex-
ity (PPL) scores on validation datasets can lead to
superior performance on downstream tasks com-
pared to using the entire dataset. Another notable
method is DSIR (Xie et al., 2023b), which stream-
lines the selection process by employing hashed
N-gram features (named as data importance scores)
to efficiently identify high-quality data within large
datasets. Meanwhile, another line of works utilize
clustering (Zhang et al., 2025) or deduplication
(Abbas et al., 2023; He et al., 2024b) to enhance
diversity of pre-training datasets.

More recently, more model-based classifiers
have been introduced to assess the quality of pre-
training data for LLMs. WanjuanCC (Qiu et al.,
2024) employs two BERT-based classifiers to fil-
ter out data containing excessive advertisements
and exhibiting lower fluency. QuRating (Wettig
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et al., 2024) introduces an innovative framework
that simulates human-like text quality assessments,
proposing four criteria to guide data selection. Sim-
ilarly, Fineweb-Edu (Penedo et al., 2024) focuses
specifically on assessing the Educational Value of
data. Dataman (Peng et al., 2025) defines 14 qual-
ity criteria and 15 domain-specific prompts, lever-
aging GPT-4-Turbo to evaluate document quality.
These advancements underscore the importance of
optimizing data selection techniques to enhance
the efficiency and effectiveness of language model
training. However, these methods either have high
computational costs or consider data quality from
only a limited number of aspects. In contrast, Meta-
rater evaluates data quality across multiple dimen-
sions, balancing different rating criteria to achieve
more effective pre-training data selection.

3 Meta-rater

3.1 Task Formulation
Data selection aims to identify the most valuable
training examples from a large corpus to acceler-
ate model learning, improve downstream task per-
formance, and reduce computational costs. It is
formulated as selecting a subset of data Ds from a
large corpus D to maximize the performance of a
language model πθ on a set of downstream tasks T ,
measured by a lower loss on validation set J(θ):

Ds = argmin
Ds⊂D

J(θ) (1)

where J(θ) is the loss function of the pre-trained
language model πθ on the validation set V .

Previously, this task was typically completed by
top-k selection based on a single quality score mea-
suring one dimension. In this work, we extend this
task to incorporate multiple quality scores covering
different dimensions. The challenge then becomes
how to aggregate these scores to derive a final data
quality score:

Qagg = F (Q1, Q2, ..., Qm) (2)

where Qagg is the final aggregated data quality
score, Q1, Q2, ..., Qm represent various quality
scores across different dimensions, and F is the
aggregation function that combines multiple qual-
ity scores into a single one.

3.2 Meta-rater Design
To address the aforementioned challenge, we intro-
duce a framework called Meta-rater, designed to

Algorithm 1 Meta-rater
Require: Training data D with m quality scores
q = {q1, q2, . . . , qm} for each example, valida-
tion dataset Dv, number of proxy models N .
Output: Optimal weights w∗ =
{w∗

1, w
∗
2, . . . , w

∗
m} for m quality scores.

for i = 1, . . . , N do
Generate random weights wi for m quality
scores.
Select data from D based on wi

Tq, which
results in Di.
Train a proxy model Mi on the dataset Di.
Compute model loss li on validation dataset∑|Dv |

i=1 {LMi(xi) | xi ∈ Dv}.
end for
Train a model f(w) on {(wi, li)}Ni=1 to predict
l.
Simulate weights w̃ in a larger space, and predict
the corresponding loss: l̂ = f(w̃).
Identify the w∗ that minimizes l̂: w∗ =
argminw̃ f(w̃).
Return: Optimal quality scores weights w∗.

combine multiple data quality scores into a single
aggregated score for data selection.

The goal of Meta-rater is to identify the op-
timal strategy for combining data quality scores
to achieve the lowest validation loss. Essentially,
Meta-rater approaches this as a regression model-
ing problem, fitting a model using data generated
by hundreds of small-scale proxy models. A com-
plete workflow of Meta-rater is provided in Algo-
rithm 1. While inspired by Liu et al. (2025), which
optimizes domain mixing weights via regression,
Meta-rater generalizes this approach to a broader
class of data selection tasks. Data mixing, as in Liu
et al. (2025), becomes a special case where quality
scores correspond to domain classifiers.

Data Collection from Proxy Models. Suppose
we need N proxy models, then we need to do the
following processes for N times:

1. Generate a set of random weights wi =
{wi1, wi2, . . . , wim} for m quality scores,
where each weight represents the importance
of a specific quality dimension.

2. Calculate the aggregated quality score for
each data example x as a weighted sum:
Qagg(x) =

∑m
j=1wij ·Qj(x), where Qj(x) is
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the quality score of dimension j for example
x.

3. Select top-k data examples based on their ag-
gregated quality scores Qagg(x) to form a
training dataset Di.

4. Train a small-scale proxy model Mi on the se-
lected dataset Di for a fixed number of steps.

5. Evaluate the proxy model Mi on a valida-
tion set Dv to obtain a validation loss li =
L(Mi,Dv).

After completing this process N times with dif-
ferent sets of random weights, we obtain N data
points {(wi, li)}Ni=1 that map quality score weights
to validation losses.

Model Fitting and Optimal Weight Prediction.
Using the collected data points {(wi, li)}Ni=1, we
fit a regression model f that predicts validation
loss given a set of quality score weights: l̂ = f(w).
We employ a LightGBM regression model to cap-
ture non-linear relationships between quality score
weights and validation loss.

With the fitted regression model, we can effi-
ciently explore the space of possible weight combi-
nations without requiring additional training runs.
Specifically, we:

1. Generate a large number of candidate weight
combinations {w̃j}Jj=1 that cover the weight
space more densely than the initial random
samples.

2. Use the regression model to predict the vali-
dation loss for each candidate: l̂j = f(w̃j).

3. Identify the optimal weights w∗ =
argminw̃j

f(w̃j) that yield the minimum
predicted validation loss.

Finally, the optimal weights w∗ are used to com-
pute the aggregated quality scores for all data ex-
amples, and the top-ranked examples are selected
for training the final language model. To enhance
robustness, we average the top-k predicted weight
combinations rather than using only the single best
prediction.

3.3 Data Quality Scores
To provide a comprehensive evaluation of data qual-
ity, we employ a multi-faceted approach that com-
bines natural language quality signals, data impor-
tance weights, and model-based heuristic ratings.

These methods collectively enable us to assess the
linguistic integrity, domain relevance, and semantic
depth of textual data. The following subsections de-
tail each of these components, outlining the specific
metrics and methodologies used to ensure a robust
and thorough analysis of data quality. A full list of
all quality scores and corresponding explanations
is provided in Appendix A.

Natural Language Quality Signals. We choose
rule-based measures proposed by RedPajama (We-
ber et al., 2024) indicating how natural a given
piece of text is, including the number of sentences
and words, the fraction of non-alphabet words, etc.

Data Importance Scores. Data importance
scores measure how similar a given text is to a
high-quality domain based on hashed N-gram fea-
tures (Xie et al., 2023b). In addition to Book and
Wikipedia, we also consider the importance weights
compared to AutoMathText (Zhang et al., 2024) to
account for the math domain.

Model-based Ratings. Recent studies have em-
ployed classifiers to filter data based on human-
defined heuristic criteria, such as educational value
(Penedo et al., 2024), fluency (Qiu et al., 2024), and
writing style (Wettig et al., 2024). These classifiers,
typically built on learnable transformer models like
fine-tuned BERT, are capable of capturing deep
semantic features of text. We utilized the Advertise-
ment and Fluency dimensions from WanjuanCC
(Qiu et al., 2024), the Educational Value dimen-
sion from Fineweb-edu (Penedo et al., 2024), and
the four dimensions from QuRating (Wettig et al.,
2024). Building on existing research on data qual-
ity and our practical insights, we further introduce
four additional dimensions PRRC to ensure a more
comprehensive assessment of data quality.

1. Professionalism. This dimension serves as an
indicator of the level of professional knowl-
edge contained in the text. LLMs trained with
sufficient professional corpus (e.g., textbooks,
research articles) demonstrate superior perfor-
mance in examinations and general QA tasks
(Gunasekar et al., 2023). Building on the Re-
quired Expertise used in QuRating (Wettig
et al., 2024), we have refined this dimension
by developing a more detailed rating scale and
implementing more precise rating criteria.

2. Readability. In linguistics, readability refers
to the ease with which a reader can understand
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a written text (DuBay, 2004). We believe that
readability is equally crucial for LLM pre-
training. Educators have developed several
formulas to assess readability, which typically
consider factors such as sentence length, word
length, syllable count, and word frequency.

3. Reasoning. With the introduction of Ope-
nAI’s o1 model, LLMs have transitioned into
the era of reasoning models. Research by
DeepSeek has shown that smaller language
models can achieve reasoning capabilities on
par with LLMs that are ten times their size
by leveraging supervised fine-tuning on high-
reasoning data (Guo et al., 2025). This finding
highlights the critical importance of data rich
in reasoning complexity. To address this, we
developed this dimension to identify data ex-
hibiting exceptional reasoning depth. Such
data typically involves multi-step logical rea-
soning, thorough analysis, and requires read-
ers to synthesize diverse information to form
well-rounded conclusions.

4. Cleanliness. A clean text should be format-
ted correctly as complete sentences, without
inappropriate characters, with an appropriate
length and minimal noise (e.g., hyperlinks, ad-
vertisements, irrelevant information). Prior re-
search has demonstrated the substantial bene-
fit of clean data for LLM pre-training (Penedo
et al., 2024). In contrast to the other three
dimensions that focus on semantic features,
this dimension aims to capture the literal char-
acteristics of given texts. We consolidate rela-
tive criteria into a single dimension fitted by a
model instead of using heuristic rules because
model-based approach exhibits superior gen-
eralization capability in dealing with irregular,
long-tailed anomalies present in text.

To quantify the quality of pre-training data along
aforementioned four dimensions, we implement an
additive 5-point rating system in which points are
awarded incrementally based on meeting specific
criteria. For each dimension, we have developed
corresponding prompt and rating model. Specifi-
cally, we employ Llama-3.3-70B-Instruct1 to rate
the quality of 500k examples sampled from SlimPa-
jama, which thereby constitutes the training data
for our quality rating models. With these data, we

1https://huggingface.co/meta-llama/
Meta-Llama-3.3-70B-Instruct

fine-tune ModernBERT (Warner et al., 2024) as the
rating model for each dimension. These models
achieve F1 scores of 91.57% for Professionalism,
87.47% for Readability, 89.59% for Reasoning,
and 87.88% for Cleanliness on the test set. Further
details regarding prompts for rating data, rating
models, and training are provided in Appendix C.

4 Experiment

4.1 Experimental Setup
Training. We utilize SlimPajama (Soboleva et al.,
2023) as the data pool for the training set. For each
data selection method, we sample a total of 30B to-
kens while maintaining a fixed domain proportion
(see Appendix B.2). Using each sampled dataset of
30B tokens, we train a transformer-based, decoder-
only language model from scratch. In our main
experiments, we employ a model with 1.3B param-
eters, incorporating Rotary Positional Embeddings
(RoPE) (Su et al., 2024) and a maximum context
window of 1,024 tokens. To further validate the
effectiveness of Meta-rater, we conduct additional
experiments with 3.3B-parameter language mod-
els trained on 100B tokens. Details regarding the
training process are provided in Appendix D.

Evaluation. To comprehensively assess the ca-
pabilities of pre-trained models, we conduct holis-
tic evaluations on various downstream tasks cover-
ing three significant categories: General Knowl-
edge (including ARC-Challenge (Clark et al.,
2018), ARC-Easy, and SciQ (Welbl et al., 2017)),
Commonsense Reasoning (including HellaSwag
(Zellers et al., 2019), SIQA (Sap et al., 2019),
and WinoGrande (Sakaguchi et al., 2020)), and
Reading Comprehension (including RACE (Lai
et al., 2017) and OpenbookQA (Mihaylov et al.,
2018)). Evaluations are conducted using the lm-
evaluation-harness (Gao et al., 2023) framework
with in-context learning setting, and average accu-
racy is reported for convenient comparison. Further
details of evaluation are shown in Appendix E.

Baselines. We compare Meta-rater with the fol-
lowing data selection methods:

1. Random: This method involves randomly se-
lecting a subset from SlimPajama without ap-
plying any data quality controls.

2. PPL (Ankner et al., 2024): This approach
selects a subset of samples with the lowest
perplexity scores on the validation dataset.
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Data Selection Method General
Knowledge

Commonsense
Reasoning

Reading
Comprehension Average

Random (30B Tokens) 52.79 43.94 30.02 43.78
Random (60B Tokens) 56.01 ↑3.22 44.87 ↑0.93 31.47 ↑1.45 45.70 ↑1.92

PPL 52.53 ↓0.26 40.53 ↓3.41 26.52 ↓3.50 41.53 ↓2.25

Semdedup 52.65 ↓0.14 42.66 ↓1.28 28.92 ↓1.10 42.97 ↓0.81

DSIR
Target as Book 52.45 ↓0.34 46.93 ↑2.99 28.94 ↓1.08 44.50 ↑0.72

Target as Wikipedia 54.94 ↑2.15 41.87 ↓2.07 27.39 ↓2.63 43.15 ↓0.63

QuRating
Required Expertise 56.91 ↑4.12 45.16 ↑1.22 28.06 ↓1.96 45.29 ↑1.51

Writing Style 57.14 ↑4.35 46.28 ↑2.34 28.19 ↓1.83 45.83 ↑2.05

Facts and Trivia 57.58 ↑4.79 45.62 ↑1.68 29.40 ↓0.62 46.05 ↑2.27

Educational Value 57.66 ↑4.87 46.72 ↑2.78 28.10 ↓1.92 46.16 ↑2.38

Fineweb-Edu 55.79 ↑3.00 45.51 ↑1.57 31.10 ↑1.08 45.76 ↑1.98

MATES 53.15 ↑0.36 43.25 ↓0.69 30.55 ↑0.53 43.79 ↑0.01

PRRC (Ours)
Professionalism 56.11 ↑3.32 44.66 ↑0.72 29.89 ↓0.13 45.26 ↑1.48

Readability 56.18 ↑3.39 45.41 ↑1.47 31.20 ↑1.18 45.89 ↑2.11

Reasoning 55.57 ↑2.78 44.86 ↑0.92 30.48 ↑0.46 45.28 ↑1.50

Cleanliness 56.45 ↑3.66 44.88 ↑0.94 30.72 ↑0.70 45.68 ↑1.90

Meta-rater (Ours)
PRRC (4) 57.01 ↑4.22 45.86 ↑1.92 31.11 ↑1.09 46.35 ↑2.57

Model (11) 57.34 ↑4.55 45.62 ↑1.68 31.96 ↑1.94 46.60 ↑2.82

All (25) 58.90 ↑6.11 45.41 ↑1.47 31.55 ↑1.53 47.01 ↑3.23

Table 1: Performance of data selection methods on downstream tasks. For Meta-rater, the number in parentheses ( )
indicates the number of quality scores used. We report performance improvements compared to random sampling
of 30B tokens, with the best result highlighted and the second best result underlined in each column. Model refers
to model-based ratings, while All denotes the inclusion of all 25 quality scores. Full evaluation results are provided
in Appendix H.

3. Semdedup (Abbas et al., 2023): The entire
SlimPajama is clustered into 10,000 clusters,
and data points farthest from the centroid in
each cluster are selected.

4. DSIR (Xie et al., 2023b): This method em-
ploys hashed N-gram features to identify and
select data that exhibits similarity to a spec-
ified dataset. We set Book and Wikipedia as
target domains.

5. QuRating (Wettig et al., 2024): We employ
four quality raters from QuRating, namely
Required Expertise, Writing Style, Facts and
Trivia, and Educational Value for selection.

6. Fineweb-edu (Penedo et al., 2024): Similar
to QuRating, we utilize the educational value
rater and select top-k data.

7. MATES (Yu et al., 2024): We train Modern-
BERT as the influence score predictor (Park
et al., 2023) and select a subset of samples
with top-k influence scores.

8. PRRC We use the rating models trained in
Section 3.3 for Professionalism, Readability,
Reasoning, and Cleanliness to select data.

4.2 Results and Analysis
4.2.1 Analysis of Quality Metrics
Analysis of quality score weight distribution.
Table 10 presents the learned weights of all 25
quality scores, revealing significant patterns in
how different quality dimensions contribute to
model performance. Our findings show that Edu-
cational Value emerges as the most influential met-
ric (5.64%), confirming observations from QuRat-
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ing and FineWeb-Edu research. In contrast, Writ-
ing Style has minimal impact (0.05%), which
aligns with QuRating’s observation that high Writ-
ing Style content failed to outperform random
sampling. Despite their simplicity, natural lan-
guage signals prove valuable, especially those that
identify non-alphabetical content. Among our
PRRC metrics, Reasoning (4.44%) and Profes-
sionalism (4.05%) make substantial contributions,
while Cleanliness shows comparatively lower influ-
ence (1.17%). These weight distributions demon-
strate Meta-rater’s effectiveness in identifying and
appropriately weighting quality dimensions accord-
ing to their genuine impact on downstream perfor-
mance.

Correlations between quality metrics. We also
analyzed the relationships between quality met-
rics by calculating Spearman correlation coeffi-
cients across all 25 quality scores using 200k ex-
amples from SlimPajama, with results visualized
in Figure 4. Our analysis reveals three key pat-
terns. First, model-based metrics (including our
PRRC) exhibit relatively weak correlation (<0.6)
with most existing metrics, indicating they cap-
ture distinct aspects of data quality. Second, Natu-
ral Language Quality Signals demonstrate strong
inter-correlation among features like word count,
entropy, and sentence count (>0.85). Third, Data
Importance Scores (DSIR) show remarkably high
correlation with each other (>0.95) while main-
taining low correlation with model-based ratings.
These observations highlight that our PRRC met-
rics and other model-based ratings contribute novel
information beyond what traditional statistical fea-
tures capture, supporting their integration into our
comprehensive quality assessment framework.

4.2.2 Results of Pre-trained Models

Meta-rater outperforms all baseline models.
We evaluate all baseline models and those trained
using Meta-rater. Evaluation results are presented
in Table 1. Meta-rater achieves the highest perfor-
mance compared to previous data selection meth-
ods. Specifically, it surpasses the Random-30B
by a margin of 3.23 in average accuracy and ex-
ceeds the previous SOTA method, QuRating Edu-
cational Value, by 0.85. Notably, Meta-rater excels
across all task categories, highlighting its robust-
ness and versatility in addressing a wide range of
downstream tasks. Additionally, we conduct evalu-
ations on knowledge-intensive benchmarks such as

Process FLOPs (1019)
Quality Scores Rating

Fineweb-edu Classifier 0.44
WanjuanCC Classifiers (2) 0.88
QuRating Classifiers (4) 6.18
PRRC Classifiers (4) 25.52

Meta-rater Construction
Proxy Models Training and Inference 0.18

Pre-training
1.3B Model on 30B Tokens 23.40
3.3B Model on 100B Tokens 198.00

Table 2: FLOPs for quality scores rating, Meta-rater
construction, and language model pre-training.

MMLU (Hendrycks et al., 2021) and NaturalQues-
tions (Kwiatkowski et al., 2019). The results, de-
tailed in Appendix I, align with our primary find-
ings and further confirm Meta-rater’s effectiveness
compared to all baseline methods.

Meta-rater is computationally efficient. As
shown in Figure 1, Meta-rater matches the per-
formance of Random-30B model using only 15B
tokens. When consuming 30B tokens, it surpasses
the Random-60B model by a margin of 1.31, de-
spite using half the number of tokens. To quantify
computational efficiency, we analyze the FLOPs
required for quality score rating, Meta-rater con-
struction, and language model pre-training, with
detailed breakdowns provided in Appendix F. As
shown in Table 2, the FLOPs for Meta-rater con-
stitute only 0.7% of those required to pre-train a
1.3B model. Although the FLOPs for quality score
rating are approximately 1.4 times higher than pre-
training a 1.3B model, the annotated labels gener-
ated are reusable for various purposes and represent
a valuable resource for the broader research com-
munity. Furthermore, the cost-effectiveness of the
rating process becomes increasingly pronounced at
larger pre-training scales: it accounts for only 17%
of the FLOPs required to pre-train a 3.3B model
on 100B tokens. In summary, Meta-rater demon-
strates significant advantages in enabling efficient
and scalable pre-training.

Scalability on the number of quality scores.
We conduct experiments to investigate the impact
of the number of quality scores on Meta-rater’s per-
formance. In addition to the default setting of 25
quality scores, we evaluate models trained using
only PRRC ratings (4 quality scores) and a com-
bination of all model-based ratings (WanjuanCC
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Model Method G.K. C.R. R.C. Avg.

3.3B
Random 64.22 53.55 35.28 52.98
Meta-rater 67.51 54.35 36.06 54.71

7.2B
Random 65.10 52.01 35.87 52.12
Meta-rater 67.97 54.58 37.14 55.24

Table 3: Performance of 3.3B and 7.2B models with ran-
dom sampling and Meta-rater on downstream tasks. Ab-
breviations: G.K. = General Knowledge, C.R. = Com-
monsense Reasoning, R.C. = Reading Comprehension.

+ QuRating + FineWeb-Edu + PRRC = 11 qual-
ity scores). As shown in Table 1, performance
improves progressively as the number of quality
scores increases: 46.35 (4) → 46.60 (11) → 47.01
(25). This trend suggests that Meta-rater contin-
ues to benefit from incorporating additional raters,
highlighting the potential for further gains with an
expanded set of quality metrics.

Scaling to larger models and datasets. We
conduct additional experiments to evaluate Meta-
rater’s effectiveness when scaling to larger models
and datasets. Specifically, we pre-train 3.3B mod-
els using 100B tokens and 7.2B model using 150B
tokens from scratch, comparing random sampling
against Meta-rater with all 25 raters. As shown in
Table 3, Meta-rater consistently outperforms ran-
dom sampling across all model sizes and training
data amounts. For the 3.3B model trained on 100B
tokens, Meta-rater achieves an average score of
54.71, surpassing the random sampling baseline
of 52.98 by 1.73. The improvement is particularly
pronounced in General Knowledge tasks (67.51
vs 64.22). For the 7.2B model trained on 150B
tokens, the gap widens further, with Meta-rater
outperforming random sampling by 3.12 (55.24
vs 52.12). These results demonstrate that Meta-
rater’s benefits scale effectively to larger models
and datasets, consistently delivering more efficient
training across different model capacities.

5 Analysis

5.1 Effect of Proxy Models
Number. We analyze the impact of the number
of proxy models (N) on Meta-rater’s performance,
with results illustrated in Figure 2. The overall
trend reveals that increasing N leads to significant
performance improvements, particularly in Gen-
eral Knowledge tasks, which exhibit the most sub-
stantial gains compared to other task categories.

Method G.K. C.R. R.C. Avg.

Random 52.79 43.94 30.02 43.78

Mean
PRRC (4) 55.04 42.42 30.34 44.13
Model (11) 58.05 42.38 31.30 45.49
All (25) 56.29 42.30 30.74 44.65

Intersection
QuRating (4) 54.57 42.74 31.30 44.31
PRRC (4) 55.83 44.05 30.86 45.17

Meta-rater (Ours)
PRRC (4) 57.01 45.86 31.11 46.35
Model (11) 57.34 45.62 31.96 46.60
All (25) 58.90 45.41 31.55 47.01

Table 4: Downstream task results comparison of naive
rater combination methods.
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Figure 2: Average downstream task performance of
Meta-rater with different numbers of proxy models.

However, the marginal improvements diminish as
N increases from 256 to 512. Based on these obser-
vations, we identify N=256 as an optimal choice,
striking a balance between performance gains and
efficiency.

Proxy Model Architecture. Table 11 provides
details on our original proxy model architecture.
To examine if proxy model architecture affects data
selection outcomes, we expand the model size from
18M to 46M parameters by increasing hidden di-
mensions (256→512) and layer count (2→4), then
generate a new set of data score weights. Compar-
ing the datasets selected using these new weights
with those from the original proxy model revealed
a 94.6% overlap between them. This substantial
agreement indicates that Meta-rater’s data selec-
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tion recommendations remain consistent despite
moderate changes to the proxy model size.

5.2 Effect of Combining Strategies for Quality
Scores

We explore two straightforward methods for com-
bining quality scores as alternatives to the Meta-
rater: Mean: This approach uses the arithmetic
mean of all quality scores, giving equal weight to
each score, and Intersection2: This method selects
data that meet the criteria for all quality scores.
While both methods provide ways to combine qual-
ity scores, they result in only slight performance im-
provements. The proposed Meta-rater outperforms
the Mean method, achieving an average score of
47.01 compared to 44.65 with 25 raters. A sim-
ilar gap is observed between Meta-rater and the
Intersection method with PRRC raters (46.35 vs
45.17).

We believe this superiority stems from key limi-
tations of these simple combinations. The Mean ap-
proach assumes equal importance among all raters,
which leads to suboptimal results when there are
imbalances in scoring. As shown in Appendix G,
individual quality score distributions vary signifi-
cantly, making uniform weighting ineffective. The
Intersection method results in excessive data elimi-
nation due to strict filtering criteria, where a single
low score can exclude data even if other raters pro-
vide high scores. In contrast, Meta-rater’s weighted
aggregation dynamically adjusts rater contributions
while preserving data integrity. The complexity of
optimal weight calibration becomes evident when
examining the 25-dimensional weight space. We
performed PCA to visualize the loss surface in Fig-
ure 5, which reveals multiple local minima. This
explains why simple approaches like uniformly
weighting scores underperform compared to Meta-
rater’s learned weights, as the optimal region forms
a relatively small "valley" in the weight space.

5.3 Effect of Data Domain

Prior studies on data mixing have explored improv-
ing LLM performance on downstream tasks by ad-
justing the domain distribution of pre-training data.
These approaches range from rule-based heuristics
(Ye et al., 2024; Chung et al., 2023) to model-driven
methods (Xie et al., 2023a; Fan et al., 2024; Liu
et al., 2025). To isolate the impact of domain diver-

2Due to strict selection criteria, sufficient data for pre-
training could only be obtained with 4 QuRating raters and 4
PRRC raters.
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Figure 3: Average downstream task performance of
Meta-rater with different settings of data domains. Ab-
breviation: CC = Common Crawl.

sity, we constrain data selection and pre-training to
a single domain—Common Crawl—while avoid-
ing explicit control over domain sampling ratios.
As shown in Figure 3, restricting pre-training to
Common Crawl leads to a performance decline
across all three task categories, with the most pro-
nounced drop observed in Commonsense Reason-
ing tasks. These findings underscore the impor-
tance of domain diversity in pre-training data, high-
lighting that data quality alone is insufficient for
maintaining robust model performance.

6 Conclusion

We present Meta-rater, a multi-dimensional frame-
work that integrates quality metrics to identify op-
timal pre-training data for LLMs. Our evaluations
demonstrate that Meta-rater consistently outper-
forms existing data selection methods across down-
stream tasks, with benefits that scale to larger mod-
els up to 7.2B parameters. These results confirm
that Meta-rater successfully improves both effi-
ciency and performance in LLM pre-training.
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Limitations

While Meta-rater demonstrates significant improve-
ments in data selection for LLM pre-training, our
study has certain limitations. Due to computational
constraints, our experiments were conducted on
relatively small-scale models (up to 7.2B param-
eters) and limited token budgets (150B tokens).
Additionally, our utilized quality metrics, while
comprehensive, may not fully capture all aspects
of pre-training data, and we will explore refining
or expanding these dimensions in the future work.
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A Ratings

The full list of 25 raters utilized in this study, in-
cluding 11 rule-based natural language quality sig-
nals, 3 data importance scores, and 11 model-based
quality scores is shown in Table 5. The spearman
correlation heatmap among 25 quality metrics is in
Figure 4.

B Weights

B.1 Meta-rater Weights

B.2 Domain Weights

We list the exact domain weights in Table 6.

C PRRC Models

C.1 Annotation Model

We selected 7 powerful LLMs as candidates for an-
notation: Qwen-2.5-72B-Instruct3, Qwen-2-72B-
Instruct4, Llama-3.3-70B-Instruct5, Llama-3.1-
70B-Instruct6, Llama-3-70B-Instruct7, gpt-4o8,
and gpt-3.5-turbo-01259. To determine the most
suitable model, we constructed a validation dataset
comprising 1,000 instances, drawing from a wide
range of sources including Wikipedia, Books, Red-
dit, StackExchange, ArXiv, and CommonCrawl.
These candidate LLMs, along with gpt-410, were
then used to score the validation dataset based on
the prompts outlined in Appendix C.2. To assess
the consistency of the candidate models relative
to gpt-4, we computed the Kendall tau correlation
score between their respective scores. The results,
evaluated across four dimensions, consistently indi-
cated that Llama-3.3-70B-Instruct outperformed
the others, leading to its selection as our final anno-
tation model.

C.2 Prompts for Annotation

The four prompts used to evaluate Professionalism,
Readability, Reasoning, and Cleanliness are pre-
sented in Figures 13, 14, 15, and 16. Using these

3https://huggingface.co/Qwen/Qwen2.
5-72B-Instruct

4https://huggingface.co/Qwen/
Qwen2-72B-Instruct

5https://huggingface.co/meta-llama/Llama-3.
3-70B-Instruct

6https://huggingface.co/meta-llama/Llama-3.
1-70B-Instruct

7https://huggingface.co/meta-llama/
Meta-Llama-3-70B-Instruct

8https://openai.com/index/hello-gpt-4o/
9https://openai.com/index/chatgpt/

10https://openai.com/index/gpt-4/

prompts, Llama-3.3-70B-Instruct was tasked with
annotating 1 million randomly sampled documents
from SlimPajama, utilizing a maximum context
window length of 128k tokens. After applying the
necessary filtering and cleaning procedures, a to-
tal of 934,278 document-score pairs were retained.
These pairs were subsequently divided into training,
development, and test sets in an 8:1:1 ratio, result-
ing in 747,422 training pairs, 93,428 development
pairs, and 93,428 test pairs. Moreover, specific
examples in annotated SlimPajama are provided:

• Examples of documents rated from 0 to 5 in
terms of Professionalism are presented in Fig-
ures 17, 18, 19, 20, 21, and 22. These six
documents include excerpts from a web page,
a nursery rhyme, a magazine article, a popular
science article, and two academic papers.

• Examples of documents rated from 0 to 5 in
terms of Readability are presented in Figures
23, 24, 25, 26, 27, and 28. These six docu-
ments consist of excerpts from one web page
and five student essays.

• Examples of documents rated from 0 to 5 in
terms of Reasoning are presented in Figures
29, 30, 31, 32, 33, and 34. These six doc-
uments consist of excerpts from three web
pages and three news.

• Examples of documents rated from 0 to 5 in
terms of Cleanliness are presented in Figures
35, 36, 37, 38, 39, and 40. These six docu-
ments consist of excerpts from six web pages.

C.3 PRRC Models Training
We selected ModernBERT (Warner et al., 2024)
as the rating models for two key reasons. First,
it demonstrates superior comprehension capabili-
ties, supported by its ability to handle significantly
longer context windows—up to 8,192 tokens, com-
pared to the 512 tokens supported by BERT (Devlin
et al., 2019). Second, it is more efficient for both
training and inference due to its integration with
FlashAttention-2 (Dao, 2024). To determine the
most suitable version of ModernBERT for text eval-
uation, we conducted an analysis from two perspec-
tives: data characteristics and model performance.

Data We analyzed the key characteristics of the
SlimPajama dataset, with the results summarized
in Table 7. Notably, a context window of 512 to-
kens can only process less than half of the dataset,
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Rater Source Type Description

doc_frac_no_alph_words

RedPajama Natural language
quality signals

The fraction of words that contain no alphabetical character.
doc_mean_word_length The mean length of words in the content after normalisation.
doc_frac_unique_words The fraction of unique words in the content. This is also known as the

degeneracy of a text sample.
doc_unigram_entropy The entropy of the unigram distribution of the content. This measures

the diversity of the content and is computed using sum(-x / total * log(x
/ total)) where the sum is taken over counts of unique words in the
normalised content.

doc_word_count The number of words in the content after normalisation.
lines_ending_with
_terminal_punctution_mark Indicates whether a line ends with a terminal punctuation mark. A

terminal punctation mark is defined as one of: ".", "!", "?", """.
lines_numerical_chars_fraction The ratio between the number of numerical characters and total number

of characters in each line. This is based on the normalised content.
lines_uppercase_letter_fraction The ratio between the number of uppercase letters and total number of

characters in each line. This is based on the raw text.
doc_num_sentences The number of sentences in the content. This is calculated using the

regular expression r’\b[^.!?]+[.!?]*’.
doc_frac_chars_top_2gram The fraction of characters in the top word 2-gram.
doc_frac_chars_top_3gram The fraction of characters in the top word 3-gram.

books_importance

DSIR Data importance
scores

Given a bag of {1,2}-wordgram model trained on Books p, and a
model trained on the source domain q, this is the logarithm of the ratio
p(doc)/q(doc).

wikipedia_importance Given a bag of {1,2}-wordgram model trained on Wikipedia articles p,
and a model trained on the source domain q, this is the logarithm of the
ratio p(doc)/q(doc).

math_importance Given a bag of {1,2}-wordgram model trained on Math p, and a model
trained on the source domain q, this is the logarithm of the ratio
p(doc)/q(doc).

Fineweb-edu Fineweb

Model-based
quality scores

This is a 110M BERT model for predicting educational value of a given
text.

Advertisement

WanjuanCC

This is a 110M BERT model for predicting whether a given text contains
advertisement.

Fluency This is a 110M BERT model for predicting whether a given text is fluent
enough.

Required Expertise

QuRating

This is a 1.3B Llama-style model for predicting whether a given text
contains enough required expertise for understanding.

Writing Style This is a 1.3B Llama-style model for predicting whether a given text has
good writing style.

Facts and Trivia This is a 1.3B Llama-style model for predicting whether a given text
contains enough facts and trivia.

Educational Value This is a 1.3B Llama-style model for predicting whether a given text
contains enough required expertise for understanding.

Professionalism

Ours

This is a 149M ModernBERT model for predicting Professionalism of a
given text.

Readability This is a 149M ModernBERT model for predicting Readability of a
given text.

Reasoning This is a 149M ModernBERT model for predicting Reasoning of a given
text.

Cleanliness This is a 149M ModernBERT model for predicting Cleanliness of a
given text.

Table 5: A full list of all 25 raters used in this study.
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Figure 4: The spearman correlation heatmap among 25 quality metrics.

Figure 5: The loss landscape of proxy model losses over the first two principal components derived from the PCA
of 25 quality scores.

whereas a context window of 4,096 tokens is capa-
ble of handling over 95% of the dataset.

Model We evaluated both ModernBERT-base
and ModernBERT-large, testing them with max-
imum context window lengths of 8k, 4k, and 2k to-
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Domain Weight

CommonCrawl 52.20
C4 26.70
GitHub 5.20
Books 4.20
ArXiv 4.60
Wikipedia 3.80
StackExchange 3.30

Table 6: Exact domain weights (%) of SlimPajama.

kens. These models were fine-tuned for 10 epochs
to assess their performance on the dimension of
Professionalism using a small subset of the training
dataset (50,000 samples for training and 10,000
samples for test). Additionally, we measured the
average inference speed on a single NVIDIA A800
GPU, using the largest possible batch sizes. As
shown in Table 8, among the base models, the 4k
version achieved the highest F1 score, making it
the optimal choice within the Base model category.
Furthermore, its inference speed was 28% faster
than the 8k model and only 12% slower than the
2k model.

Training Ultimately, we selected ModernBERT-
base-4k to evaluate four dimensions of text quality.
Each model was fine-tuned for 10 epochs, and the
performance on test set is presented in Table 9.

D Pre-training

The specific architectures of all pre-trained models
in this work are shown in Table 11. In all models,
we employ the LLaMA tokenizer (Touvron et al.,
2023) with a vocabulary size of 32,000. The MLP
ratio is configured to 8/3, the RoPE base is set to
10,000, and the maximum context length is fixed
at 1,024 tokens. Each model was trained on 32x
NVIDIA A800 GPU, employing a global batch size
of 4,194,304 tokens. The learning rate was set to
5× 10−5, and the Adam optimizer was employed
with hyperparameters (β1 = 0.9, β2 = 0.95, ϵ =
10−8).

E Evaluation

The number of randomly selected demonstrations
for few-shot in-context learning for each task is
listed in Table 12.

F Cost Analysis

We use Equation 3 to approximate FLOPs for train-
ing on transformer-style models.

Ftrain = 6× L× H2 × T × |Dtrain| × E (3)

where L denotes the number of model layers, H de-
notes the hidden size, T denotes number of tokens
per sample, |Dtrain| denotes the number of train-
ing samples, and E denotes the number of training
epochs.

Similarly, the inference FLOPs can be approxi-
mated as:

Finfer = 2× L× H2 × T × |Dinfer| (4)

where |Dinfer| denotes the number of samples to
infer on.

G Distribution of Raters

The distribution of 11 rule-based natural language
quality signals is shown in Figures 6, 7, 8, and 9.
The distribution of three data importance scores is
shown in Figure 10. The distribution of 11 model-
based quality scores is shown in Figures 11 and
12.

H Full Experimental Results

H.1 Main Experiment

The full results of data selection methods for pre-
training 1.3B model are shown in Table 13.

H.2 Scaling Experiment

The full results of scaling experiment are provided
in Table 15. Moreover, we also conducted scaling
law experiments on smaller models (178M and
407M), with results shown in Table 14.

H.3 Combination Strategy Experiment

The full results of combination strategy experiment
are provided in Table 16.

H.4 Analysis of Proxy Models

The full results of proxy model analysis experiment
are shown in Table 17.

H.5 Analysis of Data Domain

The full results of data domain analysis experiment
are shown in Table 18.
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Characteristics Length Estimated Token Length

Min 5 6
Max 1,302,898 1,693,767
Mean 1029.8 1338.7
Median 469.0 609.7
25% Percentile 204.0 265.2
50% Percentile 469.0 609.7
75% Percentile 957.0 1244.1
90% Percentile 1869.0 2429.7
95% Percentile 3033.0 3942.9
99% Percentile 9637.8 12529.1

Table 7: Characteristics of SlimPajama. Length denotes the number of characters and Estimated Token Length
denotes the estimated number of ModernBERT tokens.

Model Type Max context window Accuracy F1 Query Per Second

Base (149M)
8k 92.82 89.73 325.82
4k 92.66 90.12 420.53
2k 92.93 89.89 478.98

Large (395M)
8k 93.47 90.96 163.91
4k 93.36 90.93 195.07
2k 93.59 91.12 196.40

Table 8: Test results and average inference speed of ModernBERT models on one NVIDIA A800 GPU.

Model Max context window Accuracy F1

Base-Professionalism 4k 93.78 91.57
Base-Readability 4k 94.13 87.47
Base-Reasoning 4k 96.32 89.59
Base-Cleanliness 4k 92.25 87.88

Table 9: Test performance of rating models on the test set.
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Rater Weight (%) Rank

Educational Value 5.64 1
doc_frac_no_alph_words 4.93 2
Fineweb-edu 4.93 2
lines_uppercase_letter_fraction 4.88 4
Facts and Trivia 4.77 5
doc_frac_chars_top_3gram 4.73 6
lines_ending_with_terminal_punctution_mark 4.73 6
doc_frac_chars_top_2gram 4.71 8
wikipedia_importance 4.69 9
lines_numerical_chars_fraction 4.60 10
doc_num_sentences 4.58 11
math_importance 4.48 12
Reasoning 4.44 13
doc_frac_unique_words 4.32 14
doc_word_count 4.23 15
doc_unigram_entropy 4.22 16
books_importance 4.14 17
Professionalism 4.05 18
Fluency 4.02 19
Readability 3.93 20
Required Expertise 3.73 21
Advertisement 3.68 22
Cleanliness 1.17 23
doc_mean_word_length 0.65 24
Writing Style 0.05 25

Table 10: Meta-rater learned weights for all raters.
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Figure 6: Distribution of natural language quality signals (Part 1/4).
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Professionalism

CONTEXT I am a data scientist interested in exploring data in the pre-training stage
of large language models.
OBJECTIVE You are an expert evaluator. Below is an extract from a text source
such as a web page, book, academic paper, Github, Wikipedia, or StackExchange.
Evaluate the PROFESSIONALISM of the text, that is, the degree of expertise and
prerequisite knowledge required to comprehend it, using the additive 5-point rating
system described below. Your evaluation should be based on the depth, accuracy, and
accessibility of the content, without considering the writing style, grammar, spelling,
or punctuation in your rating.
Points are accumulated based on the satisfaction of each criterion:
- Add 1 point if the text is relatively simple and requires minimal technical knowledge
or expertise to understand. The text might include nursery rhymes, children’s books,
or other basic content that is accessible to a broad audience. The information provided
is straightforward and does not delve into complex concepts or specialized topics.
- Add another point if the text is somewhat more complex and might require a basic
level of specialized knowledge to comprehend fully. Examples could include popular
books, popular science articles, or novels. The content delves a little deeper into the
subject matter, but it remains accessible to a reasonabl0y broad audience.
- Award a third point if the text falls in the middle of the spectrum, requiring some
degree of expertise to understand but not being overly complex or specialized. The
content might encompass more advanced books, detailed articles, or introductions to
complex topics. It provides a decent level of depth and detail, but it does not require
an extensive background in the subject matter to understand.
- Grant a fourth point if the text is complicated and requires a significant level
of expertise and technical knowledge. Examples might include academic papers,
advanced textbooks, or detailed technical reports. The content is detailed and accurate,
but it could be inaccessible to those without a strong background in the subject matter.
- Bestow a fifth point if the text is extremely high in professionalism, requiring a
high degree of subject matter expertise and prerequisite knowledge. The text is likely
limited to those with advanced understanding or experience in the field, such as
advanced academic papers, complex technical manuals, or patents. The content is
deep, accurate, and insightful, but largely inaccessible to those without a significant
background in the topic.
Here are three aspects that should NOT influence your judgement: (1) The specific
language the text is written in.
(2) The length of text.
(3) Usage of placeholders for data privacy or safety.
STYLE A formal and clear text including score and reason.
TONE professional, objective, formal, and clear.
AUDIENCE Data scientists and other professionals interested in data for large
language models.
RESPONSE After examining the text, briefly justify your total score, up to 100
words. Conclude with the score using the format: "Professionalism:total points".
Here is the text: {TEXT}

Figure 13: Prompt for evaluating Professionalism of texts.
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Readability

CONTEXT I am a data scientist interested in exploring data in the pre-training stage
of large language models.
OBJECTIVE You are an expert evaluator. Below is an extract from a text source
such as a web page, book, academic paper, Github, Wikipedia, or StackExchange.
Evaluate whether the page has a high READABILITY using the additive 5-point
rating system described below.
Points are accumulated based on the satisfaction of each criterion:
- Add 1 point if the text is somewhat readable but contains significant issues with
clarity or coherence. It might include complex vocabulary or sentence structures that
require advanced reading skills, or it might have numerous grammar and spelling
errors.
- Add another point if the text is generally clear and coherent, but there are sections that
are difficult to comprehend due to occasional grammar, spelling errors, or convoluted
sentence structures.
- Award a third point if the text is clear and coherent for the most part, using appropriate
vocabulary and sentence structures that are easy to understand. Minor issues with
grammar or spelling might still be present.
- Grant a fourth point if the text is very clear and coherent, with very few or no errors
in grammar and spelling. The text uses proper punctuation, vocabulary, and sentence
structures that are easy to follow and understand.
- Bestow a fifth point if the text is outstanding in its clarity and coherence. It uses
language and sentence structures that are easy to comprehend, while also conveying
ideas and nuances effectively. Minor errors in grammar, spelling, and punctuation are
allowed, but they should not interfere with the overall understanding of the text.
Here are three aspects that should NOT influence your judgement:
(1) The specific language the text is written in.
(2) The length of text.
(3) Usage of placeholders for data privacy or safety.
STYLE A formal and clear text including score and reason.
TONE professional, objective, formal, and clear.
AUDIENCE Data scientists and other professionals interested in data for large
language models.
RESPONSE After examining the text, briefly justify your total score, up to 100
words. Conclude with the score using the format: "Readability:total points".
Here is the text: {TEXT}

Figure 14: Prompt for evaluating Readability of texts.
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Reasoning

CONTEXT I am a data scientist interested in exploring data in the pre-training stage
of large language models.
OBJECTIVE You are an expert evaluator. Below is an extract from a text source
such as a web page, book, academic paper, Github, Wikipedia, or StackExchange.
Evaluate whether the page has a high REASONING using the additive 5-point rating
system described below.
Points are accumulated based on the satisfaction of each criterion:
- Add 1 point if the content contains preliminary elements of reasoning, possibly
involving a single causal relationship or simple logical judgments, but lacks in-
depth analysis (e.g., presenting a viewpoint without supporting evidence or detailed
explanations).
- Add another point if the content demonstrates basic reasoning ability, incorporating
some logical relationships that require the reader to engage in a certain level of
thought. This may involve simple argumentative structures or examples, but the
analysis remains superficial (e.g., providing a problem and a straightforward solution
with some examples but lacking depth).
- Award a third point if the content exhibits a good level of reasoning complexity,
involving multiple reasoning steps that require more complex thought from the reader.
The reader should be able to identify several interrelated arguments and may include
some depth of analysis (e.g., analyzing how different factors influence an outcome or
comparing various viewpoints).
- Grant a fourth point if the content has a high level of reasoning complexity, including
multi-layered logical reasoning and in-depth analysis. The reader needs to engage in
complex thinking and can identify multiple interconnected arguments while conduct-
ing a comprehensive evaluation (e.g., analyzing multiple variables or assessing the
pros and cons of different solutions).
- Bestow a fifth point if the content excels in reasoning complexity, demanding deep
analysis and innovative thinking from the reader. The reasoning process is complex
and multi-dimensional, involving interdisciplinary knowledge, requiring the reader
to integrate various pieces of information to make comprehensive judgments (e.g.,
discussing complex mathematical models, designing optimization algorithms, or
engaging in high-level strategic thinking).
Here are three aspects that should NOT influence your judgement:
(1) The specific language the text is written in.
(2) The length of text.
(3) Usage of placeholders for data privacy or safety.
STYLE A formal and clear text including score and reason.
TONE professional, objective, formal, and clear.
AUDIENCE Data scientists and other professionals interested in data for large
language models.
RESPONSE After examining the text, briefly justify your total score, up to 100
words. Conclude with the score using the format: "Reasoning:total points".
Here is the text: {TEXT}

Figure 15: Prompt for evaluating Reasoning of texts.
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Cleanliness

CONTEXT I am a data scientist interested in exploring data in the pre-training stage
of large language models.
OBJECTIVE You are an expert evaluator. Below is an extract from a text source
such as a web page, book, academic paper, Github, Wikipedia, or StackExchange.
Evaluate whether the page has a high CLEANLINESS using the additive 5-point
rating system described below.
Points are accumulated based on the satisfaction of each criterion:
- A score of 1 indicates serious issues that affect fluency.
- A score of 2 indicates the text has obvious problems that affect fluency.
- A score of 3 means that the text has some problems but does not seriously affect
reading fluency.
- A score of 4 indicates the text has minor problems but does not affect reading.
- A score of 5 means points means that the text is perfect on every criteria.
High cleanliness is defined by the following four criteria, please score each of the
four criteria on a 5-point scale:
- Correct formatting: The text should appear to be edited by a human, rather than
extracted by a machine, with no inappropriate characters.
- Appropriate content: The text should not contain links, advertisements, or other
irrelevant text that affects reading. The effective content of the text is long enough to
extract a clear structure and theme.
- Completeness Content: The body of the article consists of complete sentences
written naturally by humans, rather than phrases and lists, containing opinions, facts
or stories.
However, if there is a $TRUNCATED$ symbol at the end, it should be considered
as a manual article ending flag set by the author, and there is no need to consider
completeness.
Here are three aspects that should NOT influence your judgement:
(1) The specific language the text is written in.
(2) The length of text.
(3) Usage of placeholders for data privacy or safety.
STYLE A formal and clear text including score and reason.
TONE professional, objective, formal, and clear.
AUDIENCE Data scientists and other professionals interested in data for large
language models.
RESPONSE After examining the text, briefly justify your total score, up to 100
words. Conclude with the score using the format:
Cleanliness: Overall score
Correct Formatting: Correct Formatting score
Appropriate Content: Appropriate Content score
Completeness Content: Completeness Content score
Here is the text: {TEXT}

Figure 16: Prompt for evaluating Cleanliness of texts.
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Professionalism Score: 0

I inset to apply my knowledge about fine art geometric sequences of visual sense.
Artists, welcome to the tough world of science! I have seen at least 25 artists
complaining that scientists never accept that their work could help science or that it
was highly significant! I myself wrote a few highly critical articles on the work of
artists (1,2,3,4). Why do I do this? Am I against art and these artists? Do scientists
think that art is inferior to science? Definitely not! I respect art as much as I respect
science.

Figure 17: An example text excerpt with Professionalism score of 0.

Professionalism Score: 1

The settings of the story is very desert like what I mean by that is its the desert and its
hot and he really had to push his self to make it. The condition at the rode are very
rough and has a lot of shape turn it in. Apart in the story he gets a boost of energy
and pedal as hard as he can down a hill and then relaxes. This is the setting and is
summary of the story. . .

Figure 18: An example text excerpt with Professionalism score of 1.

Professionalism Score: 2

This article is based on an expert interview with Kent Bry, conducted by wikiHow
Staff Editors. Kent Bry is a certified ski and snowboarding instructor and the director
of Adventure Ski & Snowboard, a school based in the San Diego, California metro
area. With over 50 years of skiing and snowboarding performance and instruction
experience, Kent is certified by the Professional Ski Instructors of America(PSIA).
Adventure Ski & Snowboard is a member of the PSIA and the American Association
of Snowboard Instructors (AASI). Kent holds a BS in Recreational Therapy from San
Diego State University and is also a California-registered recreational therapist. This
article has been viewed 1,381 times. You’ve never been skiing before and you have
an upcoming trip to the slopes...

Figure 19: An example text excerpt with Professionalism score of 2.
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Professionalism Score: 3

What Is Dopamine? Dopamine is a type of neurotransmitter. Your body makes it,
and your nervous system uses it to send messages between nerve cells. That’s why
it’s sometimes called a chemical messenger. Dopamine plays a role in how we feel
pleasure. It’s a big part of our unique human ability to think and plan. It helps
us strive, focus, and find things interesting. Your body spreads it along four major
pathways in the brain. Like most other systems in the body, you don’t notice it (or
maybe even know about it) until there’s a problem. Too much or too little of it can
lead to a vast range of health issues. Some are serious, like Parkinson’s disease.
Others are much less dire. Dopamine Basics It’s made in the brain through a two-step
process. First, it changes the amino acid tyrosine to a substance called dopa, and
then into dopamine. It affects many parts of your behavior and physical functions,
such as: Role in Mental Health It’s hard to pinpoint a single cause of most mental
health disorders and challenges. But they’re often linked to too much or too little
dopamine in different parts of the brain. Examples include: Schizophrenia. Decades
ago, researchers believed that symptoms stemmed from a hyperactive dopamine
system...

Figure 20: An example text excerpt with Professionalism score of 3.

Professionalism Score: 4

All transformers have the same primary components: Tokenizers, which convert text
into tokens. A single embedding layer, which converts tokens and positions of the
tokens into vector representations. Transformer layers, which carry out repeated
transformations on the vector representations, extracting more and more linguistic
information. These consist of alternating attention and feedforward layers. (optional)
Un-embedding layer, which converts the final vector representations back to a prob-
ability distribution over the tokens. Transformer layers can be one of two types,
encoder and decoder. In the original paper both of them were used, while later models
included only one type of them. BERT is an example of an encoder-only model; GPT
are decoder-only models. Input The input text is parsed into tokens by a tokenizer,
most often a byte pair encoding tokenizer, and each token is converted into a vector
via looking up from a word embedding table. Then, positional information of the
token is added to the word embedding....

Figure 21: An example text excerpt with Professionalism score of 4.

Professionalism Score: 5

by the fact that elements of the vRKHS G defined by the kernel K(x, x′) = k(x, x′)
IdH can be interpreted as Hilbert–Schmidt operators on H. We again recall that
the space of Hilbert–Schmidt operators H is isometrically isomorphic to the tensor
product space H⊗H via an identification of rank-one operators as elementary tensors.
We will use the latter to state the result, since a formulation in this way is more
natural...

Figure 22: An example text excerpt with Professionalism score of 5.
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Readability Score: 0

"Friday, May 23, 2008 at 10:00 a.m. 2. Adoption of Minutes of the April 22, 2008
Urban Forestry Council Regular Meeting (Explanatory Document: Draft Minutes
of the April 22, 2008 Regular Meeting) (Discussion and Action). 3. Informational
Report from the Mayor’s Office Director of City Greening on urban forestry planning
and funding for the next fiscal year (Informational Report and Discussion). 5. Review
of Urban Forestry Council Prioritized Work Plan for 2008 for selection of one or more
items to begin work on and identify action steps to achieve each goal (Explanatory
Document: Work Plan Prioritized List for 2008) (Discussion). 6. Staff Report. Staff
will provide updates on UFC administrative and programmatic operations relating to
research, planning, funding, outreach, and other related activities (Informational Re-
port and Discussion). 7. Committee Reports: (Informational Reports and Discussion).
The next meeting is scheduled for June 19, 2008 at 4:15 p.m. at City Hall, Room 421.
The next meeting is scheduled for June 10, 2008 at 4:00 p.m. at City Hall, Room
421....

Figure 23: An example text excerpt with Readability score of 0.

Readability Score: 1

The settings of the story is very desert like what I mean by that is its the desert and its
hot and he really had to push his self to make it. The condition at the rode are very
rough and has a lot of shape turn it in. Apart in the story he gets a boost of energy
and pedal as hard as he can down a hill and then relaxes. This is the setting and is
summary of the story. . .

Figure 24: An example text excerpt with Readability score of 1.

Readability Score: 2

The features of the setting affect the cyclist because when you have hills to climb and
little water, you will get dehydrated. Also the heat from the desert is so hot that it
also can make you dehydrated. If you don’t pace yourself and don’t drink too much
water you will be able to reach your goal. Your rest is a big thing for if you don’t have
energy, you will not get far. . .

Figure 25: An example text excerpt with Readability score of 2.
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Readability Score: 3

The terrain during the cyclist’s journey greatly affects him. For example, the first
terrain that he experienced was not very hilly, but rather flat and soothing. The author
stated, "I rode into the morning with strong legs and a smile on my face." This shows
that he was energized and happy. However, the reader can predict that the journey
will not remain this joyful, because the cyclist is basically in the desert during the
summer, in which it is extremely hot. Then, the cyclist experiences hilly terrain that
sucked the life from his body, especially because he had no water left. The cyclist said,
"sometimes life can feel so cruel", emphasizing that the cyclist mood had changed
from enthusiastic to tired and forlorn. This change of mood from the terrain can be
connected to real life, as obstacles are include, in which the person must persevere
and be strong to overcome, in which the cyclist finally did. . .

Figure 26: An example text excerpt with Readability score of 3.

Readability Score: 4

People study in college or university for many different reasons. I think the most
important reason is to gain more knowledge and learn more skills. Of course, there
are also many other reasons that people study in college such as to get more friends,
and increase one’s self-confidence. These days, most jobs require people who are
educated and have good job skills. Therefore, the people who want a good job have
to study hard and at least graduate with a high education. Furthermore, as technology
advances allover the world, more and more education is required of people. Some
people who study in college or university want to make more friends and increase
their interpersonal skills. They enjoy their lives in university or college and tend
to socialize a lot. They can meet more people who have the similar interests with
themselves. They can go to uni ball after school and make more friends who they
trust. The people who graduate from college seem more confident in our community.
These people are more respected by society. Many people want to be respected and to
be important by family, friends, their bosses, and others in their lives. . .

Figure 27: An example text excerpt with Readability score of 4.
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Readability Score: 5

The bar chart and pie chart give information about why US residents travelled and
what travel problems they experienced in the year 2009. It is clear that the principal
reason why Americans travelled in 2009 was to commute to and from work. In the
same year, the primary concern of Americans, with regard to the trips they made, was
the cost of travelling. Looking more closely at the bar chart, we can see that 49% of
the trips made by Americans in 2009 were for the purpose of commuting. By contrast,
only 6% of trips were visits to friends or relatives, and one in ten trips were for social
or recreation reasons. Shopping was cited as the reason for 16% of all travel, while
unspecific ’personal reasons’ accounted for the remaining 19%. According to the pie
chart, price was the key consideration for 36% of American travellers. Almost one in
five people cited safety as their foremost travel concern, while aggressive driving and
highway congestion were the main issues for 17% and 14% of the travelling public.
Finally, a total of 14% of those surveyed thought that access to public transport or
space for pedestrians were the most important travel issues...

Figure 28: An example text excerpt with Readability score of 5.

Reasoning Score: 0

Get answers to the most daunting career questions here! Are you looking for a speaker
for an upcoming conference? Look no further! I would love to connect with you on
social media or an upcoming event! Top 5 Things to Consider BEFORE you Quit!
Join my email list and receive the missing pieces to your successful career right in
your inbox!

Figure 29: An example text excerpt with Reasoning score of 0.

Reasoning Score: 1

Light is the source of life on earth. Take the advantage of the sunlight by guiding it
into any of your rooms with The Viva glass doors collection. This glass door generates
a bright and friendly atmosphere and explores a new sense of space. The Viva internal
glass door range is created around innovative engineering, quality workmanship and
attractive design. Due to its minimalist style of a crystal clear surface with a frosted
design, the Viva glass door collection integrates harmoniously into any room. The
aesthetics of modern home decor is characterized by simple and vibrant elegance.
With Viva internal glass double doors, lightness and transparency is generated by their
crystal clear surfaces with minimalist frosted designs. The Viva glass door collection,
to meet the bespoke requirements, can be manufactured in sizes up to (w)1600mm X
(h)2500mm.

Figure 30: An example text excerpt with Reasoning score of 1.
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Reasoning Score: 2

Deep in the eastern base of the Whetstone Mountains – Southern Arizona, sit the
most protected water-filled caves in America. Keeping them natural is no easy task.
A solution to conserving thousands of gallons of cave water has been discovered.
’Saving the Caves’ is another great story of how collecting rainwater can pay for itself.
In this video, the water collected off of a small building roof is used to preserve the
natural water in the caves located at the Kartchner Caverns State Park in Arizona.
This state park is home to the last natural water-filled caves in America. To learn
about how these caves were discovered, you can read their story here. If you have a
story about how you used rainwater to improve your living conditions, I would love
to hear it. Comment below and I will contact you to learn more.

Figure 31: An example text excerpt with Reasoning score of 2.

Reasoning Score: 3

Hull Venue, a new 3,500-seat, multi-purpose complex in the English city, has revealed
details of its first four shows ahead of its opening later this year. Cult comedy The
League of Gentlemen will visit Hull Venue on September 4. The show was co-created
by, and stars, Hull’s Reece Shearsmith. The event will form part of the show’s first
UK tour in more than 12 years. The venue will also play host to a ’Strictly Come
Dancing – The Professionals’ event in the spring of 2019. The event will feature some
of the BBC programme’s professional dancers and has been pencilled in for May 19,
2019...

Figure 32: An example text excerpt with Reasoning score of 3.

Reasoning Score: 4

This is devastating. Lindsey Marie Michaels, a 21-year-old perfusion student at
Carlow University, died in Pittsburgh, PA, after train hopping with her boyfriend. The
young man, who has not been identified, only sustained an ankle injury. According to
Urban Dictionary, train hopping is "a term used when using a subway and walking
from one subway to another at the arrival of a station. Common uses of train hopping
are when your exit at the station is at a certain place and you want to get as close to
it as possible when the Subway comes to a stop at your station." The incident took
place near South Eighth Street at roughly 2:30 a.m. on Sunday. The train continued
along the Norfolk Southern train tracks and stopped in Etna about 25 minutes later,
according to the Pittsburgh Post-Gazette, "after being alerted by Pittsburgh authorities
about a possible pedestrian fatality involving the train." This activity is extremely
dangerous, and illegal, leading to jail time or a hefty fine in some states. According to
the MTA, in NYC, violators could be forced to pay a $100 fine for both fare evasion
and interference with movement. Lindseyś school made a statement on behalf of the
tragedy via the publication which said...

Figure 33: An example text excerpt with Reasoning score of 4.
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Reasoning Score: 5

Having built a reputation as an exceptional reedman in Seattle, Dave Anderson
presents a sparkling debut on the melodically rich Clarity, alternating between alto
and soprano saxophones on eight original compositions and two covers. Having
performed extensively throughout North America with luminaries like Jim McNeely,
Clark Terry and the late great Mel Torme, Anderson moved to Seattle in 2005 from
his native Minnesota, forming Dave Anderson Quartet after a one-nighter at Eganś
Ballard Jamhouse. The group consists of pianist John Hansen; bassist Chuck Kistler;
and drummer Adam Kessler, with Thomas Marriott taking to the flugelghorn in a
guest appearance on "Wabi-Sabi." Andersonś compositions are impressive, offering
a varied selection of tones and harmonies, though he chooses to open the set with
Joe Hendersonś spicy samba, "Y Ya La Quiero," exploring it with his soprano voice,
masterfully accompanied by Hansen. The frontline duet of Marriott and Anderson
(again on soprano) on "Wabi-Sabi," is something sweet and special, while "Stalemate"
is the first tune to display Andersonś alto chops, and presents Kistlerś first solo...

Figure 34: An example text excerpt with Reasoning score of 5.

Cleanliness Score: 0

"Somewhere Over the Rainbow" https://www.youtube.com/watch?v=h7AV1jQple4
"Part of Your World" https://www.youtube.com/watch?v=pUlit0d3Uu8 "Falling
Slowly" (from Once) https://www.youtube.com/watch?v=VkkD3xtpTiw "Vanilla
Ice Cream" https://www.youtube.com/watch?v=F2gLraxpBEE

Figure 35: An example text excerpt with Cleanliness score of 0.

Cleanliness Score: 1

adget will be * reloaded from scratch. This function will be passed one parameter, an
* opensocial.ResponseItem. The error code will be set to reflect whether * there were
any problems with the request. If there was no error, the * message was sent. If there
was an error, you can use the response item’s * getErrorCode method to determine
how to proceed. The data on the response * item will not be set. * * @member
opensocial * @private */ opensocial.Container.prototype.requestSendMessage = func-
tion(recipients,

Figure 36: An example text excerpt with Cleanliness score of 1.
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Cleanliness Score: 2

Designs that will not lose their sense of unity can be seen where the fluffy and tender
impression is tightened in black. At Google, which attracts people with various
functions, the office has the charm of each branch. Among them, the Swiss branch
office is an office where there is a sense of unity that there is no sense of unity.
There are unique areas ranging from egg-shaped private rooms to rooms simulating
grasslands and garages, ski resorts and kamakura types. The various chairs symbolize
the entire office. Cybozu Inc. A giraffe welcomes you at the entrance. In the office
meeting space, the table is a whiteboard, A variety of ingenuity has been applied,
such as a uniquely shaped sofa. London ’s advertising agency, Mother London, is a
simple, modern concrete-coated room.

Figure 37: An example text excerpt with Cleanliness score of 2.

Cleanliness Score: 3

Strange Country Day by Charles Curtis!! "Youŕe like all the tourists. You cant́ stop
looking at all the pretty lights," she said as we weaved our way through the foot traffic.
"I guess." We stopped at a corner and waited for a green light. Sophi looked down the
block at the scene, the endless colored lights dancing on her face. She stared up at
one of the signs, which featured a massive cup of soup with actual steam rising out
of it. "I can sort of see it. Just imagine how much energy it takes to keep everything
running," she said as she put her hand against the streetlamp. The light above her
immediately went out, as did the stoplight connected to it. I opened my mouth to
wonder aloud what had happened, but nothing came out as we watched as the signs
ahead of us began shutting down one by one. One second a screen was filled with a
skinny woman drinking a soda...

Figure 38: An example text excerpt with Cleanliness score of 3.

Cleanliness Score: 4

Locally owned and operated, Iowa Running Company is your premier run specialty
shop for Cedar Rapids and the greater Corridor. Dont́ let the name fool you. We are
more than a shop for "just runners". With a shopping atmosphere and experience
like no other, weŕe sure youĺl never want to leave! But dont́ take our word for it.
Come check us out next time youŕe walking around the NewBo District! With over
20 years of run specialty experience nationally and locally, we have some of the best
shoe fitters around. Our friendly and knowledgeable staff will always be upfront and
honest with you, and help guide you to make the most educated decision that best
suites your active endeavors...

Figure 39: An example text excerpt with Cleanliness score of 4.
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Hyperparameter 18M (proxy model) 178M 407M 1.3B 3.3B 7.2B

Hidden Dimension Size 256 896 1,280 2,048 2,560 4,096
Number of Layers 2 12 16 24 40 32
Number of Attention Heads 4 7 10 16 20 32
Number of KV Heads 4 7 10 16 20 8
Number of Total Parameters 18,089,216 178,476,928 407,020,800 1,345,423,360 3,335,989,760 7,241,732,096
Consumed Tokens (B) 0.5 3 6 30 100 150
Pre-training Time (h) 0.1 0.3 0.5 14.0 129.0 284.0

Table 11: Architectures of pre-trained decoder-only model.

Task Number

ARC-E 15

ARC-C 15

SciQ 2

HellaSwag 6

SIQA 10

WinoGrande 15

RACE 2

OpenbookQA 10

Table 12: Number of demonstrations in in-context learning used for each downstream task.

I Evalution Results on MMLU and
NaturalQuestions

We also evaluate pre-trained models on two chal-
lenging tasks, with results shown in Table 19. Our
analysis reveals several important insights:

1. Scale limitations: For MMLU, all 1.3B mod-
els perform near random-chance level (25%), con-
firming previous findings that smaller models strug-
gle with this benchmark. This aligns with ob-
servations in prior work (Liu et al., 2025; Wettig
et al., 2024) showing that models below 7B param-
eters typically perform at or slightly above random
chance on MMLU regardless of training methodol-
ogy.

2. Consistent patterns: Despite the overall low
performance, Meta-rater still shows a slight im-
provement over random selection in NaturalQues-
tions for both model scales (2.30% vs. 2.13% for
1.3B; 6.87% vs. 6.28% for 3.3B). This suggests our
method’s benefits extend to knowledge-intensive
tasks, though the absolute performance remains
limited by model capacity.

3. Scaling effects: The significant jump in
NaturalQuestions performance from 1.3B to 7.2B
models (approximately 5x improvement) indicates

that model scale is particularly important for
knowledge-intensive tasks. This is consistent with
the literature showing that knowledge retrieval ca-
pabilities improve non-linearly with model size.
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Cleanliness Score: 5

Macro Media Lab Stay on top of trends in emerging markets Want to find the next
Epic Games? You should be looking at India. Post author By Daniel Tuba DŚouza No
Comments on Want to find the next Epic Games? You should be looking at India. The
esports and mobile gaming industries in India is one of the fastest growing markets in
the world. Itś on track to surpass than the music, movie, and television industries put
together. Hello, Iḿ Daniel and welcome to Macro Media Lab! Twice a month I tackle
some of the largest trends in emerging markets and break them down so you can
understand how the world is changing. This weeks report is on the e-sports industry
in India. The Quick Summary The esports industry in India is expected to 3.7x over
the next 4 years. Growing from $935M USD to $3.7B USD...

Figure 40: An example text excerpt with Cleanliness score of 5.

Data Selection Method ARC-E ARC-C SciQ SIQA WG HS RACE OBQA

Random (30B tokens) 51.05 23.81 83.50 40.28 51.85 39.69 30.43 29.60
Random (60B tokens) 54.25 26.79 87.00 39.97 53.20 41.45 30.53 32.40

PPL 49.71 25.09 82.80 37.72 49.80 34.06 25.84 27.20

Semdedup 50.59 24.66 82.70 38.89 50.67 38.41 30.43 27.40

DSIR
Target as Book 49.49 24.57 83.30 42.48 54.38 43.92 24.88 33.00
Target as Wikipedia 54.34 26.19 84.30 38.28 51.78 35.55 24.78 30.00

QuRating
Required Expertise 58.27 28.86 83.60 39.92 53.12 42.44 24.11 32.00
Writing Style 57.58 28.24 85.60 41.15 53.83 43.85 24.98 31.40
Facts and Trivia 58.96 29.27 84.50 40.58 53.12 43.16 26.60 32.20
Educational Value 58.73 29.94 84.30 41.35 54.14 44.66 24.59 31.60

Fineweb-Edu 55.13 28.14 84.10 41.71 53.91 40.90 31.20 31.00

MATES 52.60 24.25 82.60 38.69 52.17 38.90 32.10 29.00

PRRC (Ours)
Professionalism 55.85 27.56 84.92 39.99 52.78 41.20 29.98 29.80
Readability 55.64 26.19 86.70 40.17 53.16 42.89 32.00 30.40
Reasoning 55.35 27.05 84.30 40.36 52.87 41.34 30.95 30.00
Cleanliness 56.89 27.65 84.80 41.97 52.33 40.34 30.24 31.20

Meta-rater (Ours)
PRRC (4) 56.87 28.16 86.00 42.28 52.67 42.63 30.62 31.60
Model (11) 56.48 28.75 86.80 43.05 53.85 39.97 31.72 32.20
All (25) 58.25 29.86 88.60 42.68 53.75 39.81 31.10 32.00

Table 13: Full downstream tasks results of data selection methods. Abbreviations: WG = WinoGrande, HS =
HellaSwag, OBQA = OpenbookQA.
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Model Size Method G.K. C.R. R.C. Avg.

178M
Random 32.65 36.74 22.31 31.60
Qurating-Educational Value 32.79 36.60 22.31 31.60
Meta-rater (Ours) 33.00 36.97 23.26 32.05

407M
Random 39.05 37.68 23.66 34.69
Qurating-Educational Value 41.96 37.69 25.74 36.30
Meta-rater (Ours) 42.15 37.72 25.67 36.37

Table 14: Downstream tasks results of smaller models.

Model Size Method ARC-E ARC-C SciQ SIQA WG HS RACE OBQA

3.3B
Random 66.33 33.53 92.80 43.71 59.59 57.35 34.35 36.20

Meta-rater 72.10 37.54 92.90 43.91 60.14 58.99 35.12 37.00

7.2B
Random 67.77 36.43 91.10 42.73 60.29 53.02 34.73 37.00

Meta-rater 71.34 39.76 92.80 44.32 60.45 58.97 36.08 38.20

Table 15: Full downstream tasks results of 3.3B and 7.2B models.

Combination Strategy ARC-E ARC-C SciQ SIQA WG HS RACE OBQA

Mean
PRRC (4) 53.91 26.62 84.60 38.13 52.09 37.04 29.67 31.00
Model (11) 58.12 28.92 87.10 39.41 50.28 37.46 31.39 31.20
All (25) 56.99 28.67 83.20 37.97 51.70 37.22 31.48 30.00

Intersection
QuRating (4) 52.64 27.37 83.70 39.95 51.30 36.96 31.39 31.20
PRRC (4) 53.67 27.81 86.00 40.28 52.17 39.70 30.72 31.00

Table 16: Full downstream tasks results of combination strategy experiment.

N ARC-E ARC-C SciQ SIQA WG HS RACE OBQA

128 57.31 26.96 84.60 40.92 53.12 42.66 30.00 31.80
256 58.25 29.86 88.60 42.68 53.75 39.81 31.10 32.00
512 59.71 29.86 88.00 42.68 54.54 40.44 31.00 32.00

Table 17: Full downstream tasks results of proxy model analysis experiment.

Data Domain ARC-E ARC-C SciQ SIQA WG HS RACE OBQA

All Domains 58.25 29.86 88.60 42.68 53.75 39.81 31.10 32.00
CC-Only 55.68 28.84 86.60 41.02 50.83 36.05 31.10 31.60

Table 18: Full downstream tasks results of data domain analysis experiment.
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Model Method MMLU NQ

1.3B
Random 25.99 2.13
QuRating-Educational Value 26.73 2.05
Meta-rater 25.89 2.30

3.3B
Random 25.48 6.28
Meta-rater 26.21 6.87

7.2B
Random 26.21 10.89
Meta-rater 26.24 10.42

Table 19: Downstream tasks results on challenging tasks.
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