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Abstract

With the rapid development of Multimodal
Large Language Models (MLLMs), their poten-
tial in Chinese Classical Studies (CCS), a field
which plays a vital role in preserving and pro-
moting China’s rich cultural heritage, remains
largely unexplored due to the absence of spe-
cialized benchmarks. To bridge this gap, we
propose MCS-Bench, the first-of-its-kind mul-
timodal benchmark specifically designed for
CCS across multiple subdomains. MCS-Bench
spans seven core subdomains (Ancient Chi-
nese Text, Calligraphy, Painting, Oracle Bone
Script, Seal, Cultural Relic, and Illustration),
with a total of 45 meticulously designed tasks.
Through extensive evaluation of 37 represen-
tative MLLMs, we observe that even the top-
performing model (InternVL2.5-78B) achieves
an average score below 50, indicating substan-
tial room for improvement. Our analysis re-
veals significant performance variations across
different tasks and identifies critical challenges
in areas such as Optical Character Recogni-
tion (OCR) and cultural context interpretation.
MCS-Bench not only establishes a standardized
baseline for CCS-focused MLLM research but
also provides valuable insights for advancing
cultural heritage preservation and innovation
in the Artificial General Intelligence (AGI) era.
Data and code will be publicly available.

1 Introduction

In recent years, the development of Multimodal
Large Language Models (MLLMs) has signifi-
cantly advanced visual and language understanding
(Yin et al., 2023; Wu et al., 2024a), offering vast
research and application potential in fields such
as cultural heritage and cross-cultural communica-
tion (Li et al., 2024a; Zhang et al., 2024b). How-
ever, the capabilities of MLLMs in Chinese Classi-
cal Studies (CCS) remains largely underexplored.

"Equal contribution
*Corresponding author

This field encompasses a wealth of cultural assets,
including ancient Chinese texts, calligraphy, and
painting, and plays a vital role in preserving and
promoting China’s rich cultural heritage. The con-
vening of the World Classical Studies Conference
in November 2024 further underscores the growing
attention to this domain (Xu et al., 2024b). Due to
the lack of targeted benchmarks, the evaluation of
MLLMs’ capabilities in CCS remains underdevel-
oped.

To fill this gap, we propose MCS-Bench, a
comprehensive benchmark designed to evaluate
MLLMs’ performance across seven core domains
in CCS: Ancient Chinese Text, Calligraphy, Paint-
ing, Oracle Bone Script, Seal, Cultural Relic,
and Hlustration. Unlike existing benchmarks (Liu
et al., 2021; Chiu et al., 2024; Vayani et al., 2024),
which primarily target modern cultural contexts
or a single specific subdomain within CCS, MCS-
Bench is the first multimodal benchmark to evalu-
ate MLLMs across diverse CCS subdomains. MCS-
Bench features a diverse range of tasks that evaluate
critical abilities such as cultural relic introduction,
calligraphy and painting understanding and Optical
Character Recognition (OCR) of ancient document
and seal. Specifically, MCS-Bench offers three key
advantages:

(a) Comprehensiveness and Diversity: As de-
picted in Figure 1 and Table 1, MCS-Bench fo-
cuses on seven core areas within CCS, featur-
ing 45 fine-grained tasks that significantly ex-
ceed other datasets. These tasks encompass
both Multiple-Choice Questions (MCQ) and open-
ended Q&A, providing a comprehensive evaluation
of the model’s ability to understand complex cul-
tural contexts. (b) Complexity: The CCS involves
classical literature and artistic works with cultural
and historical complexity. MCS-Bench includes
high-difficulty tasks such as OCR for ancient texts
and calligraphy appreciation, which can signifi-
cantly challenge the limit capabilities of existing
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Number

MCS-Bench

Oracle Bone
Script (3.32%)

Ancient Chinese Text

T1 | Text OCR T16  Material Identification
T2 | Classical Chinese to Modern Chinese T17  Painting Appreciation
T3 | Punctuation T18  Author Identification

T4 | Named Entity Recognition T19 Dynasty Identification
T5  Word Explanation T20  Title Identification

T6 | Reading Comprehension T21 Image-based Q&A

T7  Source Attribution T22  Background Introduction

T23  Painting Technique

T24  Source Identification
T8  Calligraphy OCR

T9  Calligraphy Appreciation

T10  Author Identification

T11  Dynasty Identification

T12  Title Identification

T13  Font Identification T30 | Seal OCR

T14 | Genre Identification T31  Owner Identification
T15  Work Introduction

T25 Painting Description
T26 Painting OCR
T27 Work Introduction

Illustration

T37 | Tllustration OCR
T38 | Illustration Description

T39 | Entity Introduction
Cultural Relic T40

3

T28  Oracle Bone Script OCR
T29  Pictographic Decoding

Image-to-Poem Matching

T32 | Name Identification T41 | Source Identification

T33 | Dynasty Identification T42 | Topic Classification

T34 | Collection Identification T43 | Image-to-Person Matching
T35  Cultural Relic Introduction T44 | Plot Introduction

T36 | Cultural Relic Classification T45 | Image-based Q&A

Figure 1: Overview of MCS-Bench, covering 7 subdomains and 45 fine-grained tasks.

MLLMs. (c) Motivating Research: MCS-Bench
offers detailed task design, extensive performance
metrics, and in-depth result analysis, fostering re-
search and application of MLLMs in CCS.

We evaluate 37 mainstream MLLMs, including
closed-source models such as GPT-40 (OpenAl,
2024), Gemini-2.0-Flash (Google, 2024), and open-
source models like InternVL series (Chen et al.,
2024b; OpenGVLab, 2024) and QwenVL series
(Wang et al., 2024a; Bai et al., 2023). The exper-
imental results indicate that current MLLMs still
have significant room for improvement in CCS.
The top-performing InternVL2.5-78B achieves an
average score below 50. We also provide an in-
depth analysis of performance across different
tasks (see Section 4 and Appendix E). Further-
more, through supplementary experiments, we find
that explicitly decomposing recognition and under-
standing steps can improve performance in certain
tasks related to ancient Chinese texts. However, in
tasks requiring attention to fine details, very long
OCR outputs may reduce the model’s processing
capability.

In summary, our contributions are as follows:

* We propose MCS-Bench, the first multimodal
benchmark to evaluate MLLMs across diverse
CCS subdomains, covering seven core subdo-
mains and comprising 45 tasks.

* We evaluate 37 mainstream MLLMSs, high-
lighting significant room for improvement in
CCS.

* We conduct detailed analyses to reveal model
performance across different tasks, providing

valuable insights for future research in cultural
heritage and innovation.

2 MCS-Bench

2.1 Task Definition

MCS-Bench covers seven core areas of CCS: An-
cient Chinese Text, Calligraphy, Painting, Oracle
Bone Script, Seal, Cultural Relic, and Ilustra-
tion. Each area includes targeted evaluation tasks
that comprehensively assess models’ capabilities
in recognition, understanding, knowledge, among
other aspects within CCS. The task names repre-
sented by T1 to T45 are detailed on the right side
of Figure 1.

Ancient Chinese Text refers to digitized image
data of ancient documents obtained through pho-
tographic or scanning techniques. These images
not only preserve the original textual content of
ancient books but also retain their unique visual
features, such as layout, typography, and paper tex-
ture. Seven tasks are designed around two main
directions: Text Recognition (T1) and Text Un-
derstanding (T2, T3, T4, TS, T6, T7).

Calligraphy is an artistic expression that in-
volves writing text using tools such as brushes and
ink, adhering to specific elements like strokes, char-
acter forms, and layout to create visually appealing
and expressive works. We focus on two main ar-
eas: Calligraphy Recognition (TS, T10, T11, T12,
T13) and Appreciation (T9, T14, T15), defining a
total of eight tasks.
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Dataset

Domain

Modality

License

Scale

Question Fromat Method

# Category # Task #LLM

MCQ QA HG CI MC
C-Eval General  Text-only CC BY-NC-SA-40 439 1 2 11 v X v X/
Chinese SimpleQA  General ~ Text-only ~CC BY-NC-SA-4.0 323 4 11 41 X v v X v
CIF-Bench General — Textonly - 150 1 3 28 X v v v X
CMMLU General ~ Text-only ~CC BY-NC-4.0 1,192 1 7 21 v X v X X
GAOKAO-Bench General ~ Text-only  Apache-2.0 145 1 2 12 v v v X X
XiezhiBenchmark ~ General ~ Text-only CCBY-NC-SA-4.0 2,060 2 3 47 v X v X/
ACLUE CCS  Text-only CC BY-NC-4.0 4,967 5 15 8 v X v v X
C-CLUE CCS  Text-only CCBY-SA-4.0 1,122 1 2 X v v X X
CCLUE CCS  Text-only  Apache-2.0 36,319 2 5 v v v v X
CCPM CCS  Text-only - 2,720 1 1 v X v X X
THUAIPoet CCS  Text-only - 5,173 1 3 s v v v X X
WenMind CCS  Text-only CCBY-NC-SA-4.0 4875 3 42 31 v v v/
WYWEB CCS  Text-only - 69,700 5 9 = v v v v X
CII-Bench General Image-Text Apache-2.0 137 1 1 21 v X v X X
ALM-Bench Culture Image-Text CC BY-NC-4.0 466 18 16 v v v X/
CulturalBench Culture  Image-Text CC BY-4.0 117 3 18 v X v X/
CVQA Culture  Image-Text - 311 10 s 16 v X v X X
MaRVL Culture Image-Text CC BY-4.0 1,012 11 1 - 4 X o o X X
MCS-Bench (Ours) CCS  Image-Text CCBY-NC-SA-4.0 6,500 7 45 37 v v v v/

Table 1: Comparison of existing datasets. “CCS” represents “Chinese Classical Studies”; “# LLM” represents

“the number of LLMs evaluated in the paper”; “MCQ” represents “Multiple-Choice Questions™;

99, ¢

QA” represents

“open-ended Q&A”’; “HG” represents “Human Generated”; “CI” represents “Collection and Improvement of existing
datasets”; and “MC” represents “Model Constructed.” All datasets include only the portions related to CCS.

Painting is an artistic form that employs color,
lines, and intricate composition to create works rich
in historical culture and distinctive aesthetic mean-
ing. For this domain, we provide twelve tasks from
two perspectives: Basic Information Recognition
(T16, T18, T19, T20, T24, T26) and Content Un-
derstanding and Appreciation (T17, T21, T22,
T23, T25, T27).

Oracle Bone Script is an early form of Chi-
nese characters inscribed on tortoise shells or ani-
mal bones, representing the early development of
Chinese writing. This domain includes two tasks:
Assessing the model’s recognition ability (T28)
and Requiring the model to accurately under-
stand the meanings of the pictographic charac-
ters (T29).

Seal, as an important tool in ancient China used
for verifying identity or signing documents, holds
significant historical and cultural value through its
unique artistic designs and inscriptions. This do-
main includes two tasks: Evaluating the model’s
ability to recognize seal inscriptions (T30) and
Requiring the model to accurately identify the
owner based on the seal’s font, style, and textual
information (T31).

Cultural relic is an artifact or site left behind
from human history that holds artistic and scientific
significance, serving as a bridge between the past
and present. The cultural relic domain includes
two evaluation dimensions: the first is Informa-
tion Recognition (T32, T33, T34); the second is
Information Mining (T35, T36).

Ilustration supplements the content of ancient
texts by visually representing scenes, characters,
and emotions described in the text. We define tasks
for the illustration domain from two dimensions:
on one hand, Recognition and Description (T37,
T38, T39, T41, T42); on the other hand, Under-
standing and Association (T40, T43, T44, T45).

2.2 Data Construction

As shown in Figure 2, the construction of MCS-
Bench primarily consists of three components:
Data Source, Generation Method, and Post-
processing.

Data Source

/o)
OR
.";o“

Internet Model Dataset

R N NN .
! . s _
& SiE
i Human- Web Crawling & Model- Dataset
| Created Model Summarization — Generated Conversion
i Generation Method
st
| Post-processing
|

I -
i mage @ Deduplication
| [
| Fes
| 4 - iltering
|
i Match‘Chcck — m Standardization
|
i Language Conversion
! (—
| == :
! Text L % Metadata Adding

Figure 2: Construction pipeline of MCS-Bench.
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2.2.1 Data Source

The data sources for MCS-Bench primarily fall into
three categories: (a) Internet. This includes four
components: “Websites and Platforms”(e.g., Saida-
jia Calligraphy (Sai, 2014) and Shuge Library (Wei,
2013)), “Baidu Baike” (Baidu, 2008), “Cloud Re-
sources” (covering historical calligraphy, famous
paintings, and ancient book resources), and “Inter-
net Images”. These sources provide a wealth of
raw materials. (b) Open-source Datasets. Our
research utilizes several open-source datasets, in-
cluding ancient book datasets such as HisDoc1B
(Shi et al., 2025) and M5HisDoc (Shi et al., 2024),
as well as oracle bone script datasets like EVOBC
(Guan et al., 2024) and HUST-OBC (Wang et al.,
2024b). These datasets establish the foundation for
evaluations in related domains. (c¢) Models. We
leverage the assistance of LLMs to facilitate answer
generation.

2.2.2 Generation Method

We categorize the generation methods into four
types: (a) Human-Created. Some tasks are gen-
erated through manual writing, including creat-
ing MCQ based on existing materials, manually
composing image-based questions, and OCR tasks
for illustrations. These tasks are original, de-
signed to meet specific evaluation needs, ensur-
ing their uniqueness and relevance. (b) Model-
Generated. For certain tasks, we use LLMs to gen-
erate questions and answers. For example, TongGu
(Cao et al., 2024b) generates answers for trans-
lation and punctuation tasks, while the ERNIE-4
(Baidu, 2023) is used for named entity recogni-
tion, word explanation, and reading comprehen-
sion tasks. The generation of questions is entirely
based on accurate OCR results. (¢c) Web Crawl-
ing & Model Summarization. For appreciation
and introduction-type tasks, we gather related data
through web crawling and use the Qwen2.5-32B
(Yang et al., 2024b) to integrate key content, en-
hancing the accuracy and comprehensiveness of
the answers. For description-type tasks, a combi-
nation of manual extraction and model extension
is used to generate answers. (d) Dataset Conver-
sion. We also utilize existing open-source datasets,
converting their data into appropriate question for-
mats. These datasets provide a stable foundation
for questions, adjusted and formatted to meet the
specific needs of this study’s tasks.

These four generation methods complement
each other, ensuring the diversity, accuracy, and

effective support of questions for evaluation tasks.
More details can be found in Appendix B.4.

2.2.3 Post-processing

To ensure data quality, we implement a series of
post-processing steps: (a) Deduplication. Ensur-
ing that images and question-answer pairs within
the same task are free from duplicates. (b) Fil-
tering. For images, we filter out non-compliant
images, such as damaged or irrelevant ones. For
question-answer pairs, we perform manual supple-
mentation and verification across three dimensions:
standardization and accuracy of questions, correct-
ness and comprehensiveness of answers, and en-
suring that the text content does not contain ethical
concerns or unsafe content. (¢) Standardization.
Images are unified into JPG format, with pixel di-
mensions controlled within 1,365,984, while main-
taining the original aspect ratio. We standardize
the questioning instructions for the same task, and
we all use Chinese punctuation marks instead of
English ones. (d) Language Conversion. We
conduct language conversion, providing both Sim-
plified and Traditional Chinese versions. (e) Meta-
data Adding. Each data entry includes metadata,
such as task ID, domain, and task name. (f) Match
Check. Finally, a visual-text matching check is
performed to ensure the correctness of image and
question-answer pair pairing.

2.3 Data Statistics

We present the statistical data of MCS-Bench in
Figure 1 and Table 2. The MCS-Bench consists
of 6,500 carefully curated image-text pairs, cover-
ing 7 domains and 45 specific tasks. The Ancient
Chinese Text domain accounts for the highest pro-
portion at 27.88%, while the Oracle Bone Script
domain accounts for the lowest at 3.32%, aligning
with the typical distribution in CCS. In terms of
task scale, Text OCR leads with 434 data points,
while Illustration Image-based Q&A occupies the
lowest position with 52 data points. The dataset
features a balanced design of 23 MCQ and 22 open-
ended Q&A, with image aspect ratios ranging from
0.16 to 44.92. The above reflects the diversity and
richness of MCS-Bench across domains, task types,
and image variations, while also providing a solid
foundation for related research and evaluation.
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Task & Text

Domain #Task #MCQ Task # QA Task #Q Avg. Q Avg. A

Ancient Chinese Text 7 2 5 1,812 49.50
Calligraphy 1,127 44.15 102.62
Painting 1,333 38.61 91.17
Oracle Bone Script 216 33.89 20.77
Seal 303 47.11 243

Cultural Relic 630 50.46 24.69
Illustration 1,079 48.86 94.31

213.32

cCUuLLg®
R =R V)
[P

OverAll 2 6,500 45.69 114.81

IS

5

N
[}
N

Image

Domain Avg. PV Max. PV Min. PV Avg. AR Max. AR Min. AR

Ancient Chinese Text
Calligraphy

Painting

Oracle Bone Script

943,506
645,218
889,748
33,984
Seal 658,660
Cultural Relic 647,728
Tlustration 392,036

1,003,470 101,808 1.00 1.73 0.16
1,365,984 25,600 1.22 20.29 0.23
1,003,500 69,984 2.78 44.92 0.22

151,321 1,248 0.86 1.18 0.29
131,010 0.97 1.30 0.22
1,003,353 18,600 1.26 14.50 0.25
1,003,266 39,360 0.83 3.03 0.29

1,003,275

OverAll 717,050 1,365,984 1,248 1.39 44.92 0.16

Table 2: The statistics of MCS-Bench. “MCQ” repre-
sents “Multiple-Choice Questions”; “QA” represents
“open-ended Q&A”; “Avg. Q” represents “the Average
length of Questions”; “Avg. A” represents “the Average
length of Answers”; “PV” represents “Pixel Value”; and
“AR” represents “Aspect Ratio”.

3 Experimental Details

3.1 Evaluated Models

We extensively evaluate 37 MLLMs and 3 pro-
prietary OCR models. These include: (a) No-
table closed-source models such as GPT-40 (Ope-
nAl, 2024), Claude-3.5-Sonnet (Anthropic, 2024),
and Gemini-2.0-Flash (Google, 2024). (b) Open-
source models, including the InternVL series
(Chen et al., 2024b; OpenGVLab, 2024) and
QwenVL series (Wang et al., 2024a; Bai et al.,
2023), which primarily focus on Chinese capabili-
ties, and the LLaVA series along with its variants
(Liu et al., 2024b,a; LinkSoul, 2024), which primar-
ily focus on English capabilities. (¢) Proprietary
OCR models like general-purpose OCR models
such as GOT (Wei et al., 2024) and PaddleOCR
(Baidu, 2021), as well as specialized ancient text
OCR models like KanDianGulJi (Guli, 2023). De-
tailed information about all evaluated models can
be found in Appendix C.1.

3.2 Evaluation Metrics

We use various evaluation metrics for different task
types. Specifically, six evaluation metrics are em-
ployed (between 0 and 1, with higher values indi-
cating better performance): (a) Acc (Accuracy).
Used for all MCQ and image-based Q&A tasks.
(b) F1-Score (Fisher, 1936). Used for punctuation
and named entity recognition tasks. (¢) BLEU (Pa-
pineni et al., 2002). Used for translation task. (d)
The average of BERTScore and ANLS: Used for
open-ended Q& A, where BERTScore (Zhang et al.,
2020) measures semantic similarity and ANLS

(Biten et al., 2019) measures character similarity.
(e) CR (Peng et al., 2023). Used for OCR tasks.
The evaluation metrics and details for each task can
be found in Table 14 and Appendix C.2. Addition-
ally, other metrics such as AR (Peng et al., 2023),
Edit Distance (Levenshtein, 1966a), are included
in Appendix D for a comprehensive assessment.

3.3 Experiment Setup

To ensure the fairness of the evaluation, the eval-
uation settings for all assessed MLLMs are stan-
dardized. Specifically, we use bf16 half-precision
inference with a maximum sequence length set to
2,048. The temperature parameter, Top-p sampling,
and Top-k sampling are set to 0.8, 0.95, and 50,
respectively. To evaluate the knowledge capacity
of MLLMs, all models are prohibited from using
external search engines. All experiments are con-
ducted on NVIDIA A6000 GPUs.

4 Results and Analysis

4.1 Overall Performance Analysis

MLLMs still have significant room for improve-
ment in CCS. As shown in Table 3, InternVL2.5-
78B (Chen et al., 2024b) ranks first among all mod-
els, leading the second-place model by 2.77%, but
scoring less than 50. The lowest-scoring model,
Molmo-7B-0-0924 (Deitke et al., 2024), record a
score of only 20.18. The average score across 37
models is 35.46, with 59% of the models scoring
below 40. This underscores the low overall perfor-
mance of MLLMs in the CCS tasks, highlighting
the need for future investigation in this area.
Closed-source models perform strongly, while
open-source models show varied performance.
Figure 3 presents a heatmap of normalized scores
for all models, leading to the following observa-
tions: (a) Closed-source models achieve an aver-
age score of 44.83 and an average rank of 5.75,
demonstrating robust performance, as indicated
by the predominantly red areas in the heatmap.
Gemini-2.0-Flash (Google, 2024) performs the
best among them. These models typically bene-
fit from more powerful computing resources and
richer datasets, contributing to their strong results.
(b) Among open-source models, the InternVL2.5
series (Chen et al., 2024b) leads, followed by
InternVL2 (OpenGVLab, 2024) and Qwen2-VL
(Wang et al., 2024a), with GLM-4V (GLM et al.,
2024) and MiniCPM-2.6 (Yao et al., 2024) also
performing well. Models like DeepSeek (Wu et al.,
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Domain Question Format

Model OverAll - Rank Ancient Chinese Text Calligraphy Painting Oracle Bone Script ~ Seal ~ Cultural Relic  Illustration MCQ QA
Closed-source Models
Claude-3.5-Sonnet 44.55 7 38.53 41.48 57.77 24.12 21.45 68.21 60.30 60.82 34.67
Gemini-1.5-Pro 43.87 8 50.64 35.67 58.87 23.75 19.79 63.00 55.39 60.45 31.57
Gemini-2.0-Flash 46.19 3 51.44 39.66 59.04 21.25 21.90 69.23 60.82 65.11 32.02
GPT-40 44.72 5 35.53 44.75 57.96 25.49 21.42 68.41 59.52 61.83 33.96
Open-source Models
Chinese-LLaVA-CLLaMA?2 21.00 36 13.47 15.57 27.50 21.70 13.17 31.45 24.17 21.74 21.81
DeepSeek-VL2-Tiny 34.19 21 2243 31.42 46.76 21.32 17.91 53.25 46.24 43.84 28.57
DeepSeek-VL2-Small 26.33 29 15.86 27.86 33.45 17.48 16.53 37.63 35.53 32.05 23.77
DeepSeek-VL2 30.47 26 20.17 29.51 38.73 19.71 14.42 48.96 41.75 38.63 26.22
GLM-4V-9B 41.83 13 30.64 39.36 54.04 2528 23.33 65.42 54.75 57.34 31.43
InternVL2-4B 34.78 20 26.14 37.59 43.96 20.95 17.14 50.71 46.94 42.24 31.48
InternVL2-8B 41.05 14 34.76 45.30 53.28 22.65 19.09 59.73 52.53 53.42 34.37
InternVL2-26B 42.70 11 32.61 42.67 55.33 22.93 25.37 61.48 58.49 57.00 34.23
InternVL2.5-1B 38.79 17 27.94 4542 48.48 25.16 19.49 55.31 49.73 47.62 34.72
InternVL2.5-2B 38.77 18 28.80 39.82 51.09 24.86 18.79 55.02 53.04 48.98 33.00
InternVL2.5-4B 43.25 10 33.66 47.34 58.92 25.44 22.19 60.88 54.33 5591 36.53
InternVL2.5-8B 43.61 9 36.85 47.61 57.10 2522 20.25 61.17 57.04 56.68 36.70
InternVL2.5-26B 45.92 4 36.80 48.45 59.55 26.11 23.80 65.27 61.44 59.69 37.91
InternVL2.5-38B 46.55 2 39.52 47.11 61.32 26.82 2643 63.95 60.72 60.61 38.58
InternVL2.5-78B 49.32 1 42.93 51.65 62.72 27.48 28.96 68.79 62.70 64.46 40.43
LLaVA-v1.5-7B 23.26 34 15.16 20.12 29.25 22.96 991 34.58 30.87 26.68 22.07
LLaVA-v1.5-13B 24.10 31 14.43 20.97 31.12 22.74 12.17 36.50 30.80 27.73 22.27
LLaVA-v1.6-Mistral-7B 2343 33 15.12 19.83 28.19 24.04 17.49 33.06 26.26 26.82 21.63
LLaVA-v1.6-Vicuna-7B 24.46 30 13.24 24.02 31.68 23.19 14.78 35.09 29.23 28.28 2227
LLaVA-v1.6-Vicuna-13B 23.62 32 14.02 19.13 29.87 22.55 16.20 32.45 31.11 27.21 22.30
MiniCPM-V 30.40 27 18.57 23.61 39.77 25.17 11.28 58.81 35.62 38.70 23.46
MiniCPM-V-2 32.46 24 19.76 26.38 41.96 2522 16.74 57.71 39.46 43.11 24.28
MiniCPM-LLaMA3-V-2.5 32.41 25 20.94 31.08 37.72 25.81 13.60 54.12 43.60 41.97 25.54
MiniCPM-V-2.6 39.10 16 30.33 36.28 55.30 23.15 13.21 63.88 51.55 54.45 28.19
Molmo-7B-D-0924 21.19 35 18.07 22.31 25.01 17.49 16.91 2533 23.20 29.93 16.59
Molmo-7B-0-0924 20.18 37 12.57 20.15 27.26 16.05 14.00 28.30 22.92 26.98 15.79
Ovisl.5-Gemma2-9B 30.17 28 17.91 22.15 40.17 23.69 12.61 53.53 41.09 39.57 23.38
Ovisl.6-Gemma2-9B 32.47 23 21.17 24.09 40.27 21.88 17.62 56.51 45.74 43.95 24.90
Qwen-VL-Chat 33.53 22 21.59 27.54 43.26 23.76 20.49 56.81 41.26 45.24 25.89
Qwen2-VL-2B-Instruct 35.58 19 2643 33.80 45.76 24.69 15.58 58.01 44.75 45.26 29.70
Qwen2-VL-7B-Instruct 40.60 15 37.78 37.94 50.64 25.73 17.76 60.77 53.57 52.65 3391
Qwen2-VL-72B-Instruct 44.56 6 42.81 43.79 58.75 24.73 17.36 65.60 5891 59.97 3491
QVQ-72B-Preview 42.54 12 34.97 45.44 54.44 20.17 22.80 63.29 56.65 58.79 33.12
Average 35.46 - 27.39 33.97 45.85 23.26 18.16 53.57 46.00 46.10 28.98

Table 3: Results of 37 MLLMs on MCS-Bench. “MCQ” represents “Multiple-Choice Questions”; “QA” represents
“open-ended Q&A”. Each score is the average of metrics across all corresponding tasks. Bold represents the best

results, while underline represents the second best.

2024b), LLaVA (Liu et al., 2024b), and Ovis (Lu
et al., 2024) series perform poorly, likely due to
limitations in data and language capabilities.

Data and training strategies significantly
impact domain performance. Although both
Qwen2-VL-7B and Molmo-7B-D-0924 are based
on Qwen2-7B (Yang et al., 2024a), Qwen2-VL-7B
achieves a score of 40.60, far surpassing Molmo-
7B-D-0924’s 21.19. This difference can be at-
tributed to: (a) Qwen2-VL’s use of dynamic resolu-
tion and M-RoPE, which better handle fine-grained
images and complex text, such as in Ancient Chi-
nese Texts. (b) Qwen2-VL’s training data includes
1.4T tokens, significantly more than Molmo’s 712K
images in its general-purpose dataset. (¢) Molmo
emphasizes openness and dense visual descriptions,
which enhance general performance but fall short in
adapting to the specialized visual-textual demands
of CCS.

Models exhibit variability across subdomains.
In terms of subdomain, Cultural Relic achieves the
highest average score (53.57), while Seal scores the
lowest (18.16), indicating significant differences in

the models’ understanding across domains. This
also reflects the general availability and scarcity of
data. Additionally, Painting and Illustration show
similar scores, likely due to their related presenta-
tion styles.

Slow-thinking models currently show limited
suitability for CCS. As shown in Table 3 and
4, QVQ-72B-Preview (Qwen, 2024), an model
which is derived from Qwen2-VL-72B (Wang
et al., 2024a) through an ol-like training approach,
does not demonstrate significant advantages over
Qwen2-VL-72B. This may be because CCS tasks
rely more on the model’s domain-specific knowl-
edge and understanding rather than complex rea-
soning processes. Despite taking significantly
longer inference time (~12 times), its performance
declines. Additionally, we observe that ol-like
models have weaker instruction-following capa-
bilities, often ignoring instructions to output their
reasoning process directly, leading to overthinking
(Chen et al., 2024a). Effectively leveraging ol-like
models’ potential in CCS tasks during reasoning
remains a challenge. Appendix F.3 presents a more
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OverAll T1 T8

T26 T28 T30 T37

Model CR?T  Fl-ScoreT CR?T  Fl-ScoreT CR?T  Fl-ScoreT CR?T Fl-ScoreT CR?T FIl-Scoret CR?T FI-Scoret CR?T  FI-Scoret
Closed-source Models
Claude-3.5-Sonnet 32.15 41.17 39.64 59.00 40.25 58.56 45.63 53.82 5.44 5.44 8.22 9.13 53.72 61.09
Gemini-1.5-Pro 26.32 37.71 61.75 80.56 10.20 35.50 52.74 64.55 2.72 2.72 1.58 2.63 28.90 40.64
Gemini-2.0-Flash 41.02 50.94 72.22 81.53 27.64 64.73 66.12 69.43 5.44 5.44 6.46 10.76 68.26 73.72
GPT-40 25.53 33.59 27.90 44.65 37.92 52.44 35.58 45.72 3.40 3.40 5.50 6.79 42.88 48.53
Open-source Models
Chinese-LLaVA-CLLaMA2 ~ 2.84 242 1.49 7.54 1.50 1.34 1.96 243 0.00 0.00 6.33 1.61 5.75 1.57
DeepSeek-VL2-Tiny 19.33 39.51 18.33 47.81 18.23 58.79 25.66 53.34 2.04 2.04 4.48 7.74 47.21 67.36
DeepSeek-VL2-Small 16.17 28.60 5.30 16.93 20.74 48.25 15.16 31.15 3.40 3.40 5.06 8.52 47.33 63.37
DeepSeek-VL2 18.11 30.89 7.45 21.95 26.15 51.44 20.33 37.85 2.72 2.15 5.50 8.74 46.51 63.21
GLM-4V-9B 23.97 37.36 2271 58.02 24.38 46.44 39.60 54.84 2.04 2.04 6.66 6.93 48.41 55.89
InternVL2-4B 36.33 46.06 5436 66.64 47.97 67.52 57.03 61.74 3.40 2.84 6.27 11.92 48.93 65.72
InternVL2-8B 41.05 48.33 59.39 70.25 63.06 65.77 65.32 68.28 272 2.72 7.51 14.35 48.28 68.59
InternVL2-26B 39.63 49.24 56.69 69.92 52.97 67.68 61.98 65.62 4.76 4.76 9.41 16.74 51.95 70.70
InternVL2.5-1B 37.71 47.27 48.82 59.76 61.52 70.45 50.55 60.22 4.08 3.67 8.30 12.61 53.01 76.93
InternVL2.5-2B 34.50 43.58 53.00 64.06 41.62 66.52 56.65 61.86 2.72 2.72 491 8.11 48.07 58.22
InternVL2.5-4B 41.40 50.51 56.20 67.06 60.94 71.11 66.15 70.15 5.44 5.44 9.71 15.42 49.95 73.89
InternVL2.5-8B 42.02 51.29 60.56 70.24 60.42 71.80 68.07 72.78 3.40 3.40 7.83 12.65 51.81 76.86
InternVL2.5-26B 44.13 54.26 63.80 73.69 57.03 74.53 68.25 70.68 748 748 10.93 20.43 57.29 78.77
InternVL2.5-38B 45.36 55.71 68.05 76.04 57.37 75.59 70.46 73.17 6.80 6.80 11.53 20.56 5797 82.08
InternVL2.5-78B 49.54 57.73 75.19 80.63 68.73 80.97 72.42 74.18 8.16 8.16 15.24 21.31 57.49 81.12
LLaVA-v1.5-7B 0.47 0.93 0.54 2.29 0.50 1.02 0.40 0.86 0.00 0.00 0.49 0.66 0.87 0.74
LLaVA-v1.5-13B 1.10 1.46 0.76 3.65 0.85 1.03 0.63 1.99 0.68 0.05 3.00 1.41 0.70 0.64
LLaVA-v1.6-Mistral-7B 2.84 2.88 2.05 8.65 2.06 2.05 323 4.52 3.40 0.20 3.65 0.93 2.62 0.94
LLaVA-v1.6-Vicuna-7B 2.48 2.57 1.72 6.86 2.60 1.77 1.08 3.27 2.04 0.31 4.22 1.65 321 1.58
LLaVA-v1.6-Vicuna-13B 2.64 2.82 1.71 8.26 3.15 1.95 1.32 4.00 1.36 0.11 4.39 1.47 3.88 1.11
MiniCPM-V 1.83 2.71 0.66 2.32 1.08 2.11 0.55 1.67 1.36 1.36 2.56 2.74 4.76 6.06
MiniCPM-V-2 5.75 7.22 1.49 6.61 5.61 18.70 6.21 4.98 3.40 3.40 4.80 2.32 12.98 7.31
MiniCPM-LLaMA3-V-2.5 10.37 21.62 4.31 14.84 8.36 35.66 9.03 24.58 5.44 5.44 1.87 2.19 3322 47.00
MiniCPM-V-2.6 2255 35.71 30.98 44.12 15.69 5115 41.07 50.07 4.76 4.76 1.08 3.05 41.71 61.08
Molmo-7B-D-0924 0.56 0.26 0.12 0.29 0.05 0.12 0.03 0.08 0.00 0.00 3.15 1.09 0.00 0.00
Molmo-7B-0-0924 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Ovis1.5-Gemma2-9B 1.72 321 2.16 8.02 1.12 2.09 1.37 423 0.68 0.01 1.22 1.17 3.78 375
Ovisl.6-Gemma2-9B 6.34 10.52 3.49 15.68 4.07 16.22 4.46 10.57 0.68 0.06 5.23 1.08 20.12 19.52
Qwen-VL-Chat 7.97 10.70 2.94 10.76 9.56 19.65 3.08 7.77 0.00 0.00 6.97 339 25.25 22.65
Qwen2-VL-2B-Instruct 2270 32.77 20.99 33.60 27.25 50.98 35.49 43.59 3.40 227 4.49 7.11 44.55 59.04
Qwen2-VL-7B-Instruct 32.35 45.48 45.67 61.80 33.18 64.99 54.12 63.26 4.76 3.85 5.51 8.30 50.84 70.68
Qwen2-VL-72B-Instruct 36.81 49.34 59.51 77.15 32.89 66.77 59.70 68.75 3.40 3.40 5.38 725 59.95 72.73
QVQ-72B-Preview 35.34 28.01 46.60 38.51 45.67 47.95 41.67 38.31 3.40 1.38 15.59 6.22 59.11 35.71
OCR Models
GOT 16.08 34.51 13.33 43.07 14.23 42.86 19.87 53.42 1.36 1.36 2.86 6.13 44.80 60.21
PaddleOCR 2831 42.12 49.69 67.60 17.99 58.11 5771 64.26 0.00 0.00 2.50 4.32 41.98 58.43
KanDianGuli 37.24 50.42 83.68 90.06 39.43 73.88 66.11 71.78 0.00 0.00 0.99 1.66 33.24 65.16
Average 21.92 28.77 29.15 39.45 26.28 40.91 32.52 38.49 3.11 2.74 5.81 7.27 34.63 43.75

Table 4: Results of 37 MLLMs and 3 OCR models across six OCR tasks. Different colors represent different
subdomains, with the color-domain mapping provided in Figure 1. In addition to CR, we also provide the F1-Score
metric. “Average” represents the average metric of 37 MLLMs. Bold represents the best results, while underline

represents the second best.

detailed analysis of slow-thinking models.

4.2 Subtasks Analysis

The analysis of subtask performance, as illustrated
in Figure 4, reveals the following key observations:
(a) Models perform notably well on tasks T20, T32,
T36, and T42 because the answers are closely as-
sociated with the images, forming distinct image-
caption pairs. (b) For OCR tasks, all models per-
form poorly on T28 and T30. This is mainly due to
the high abstraction of Oracle Bone Script and Seal
fonts, limited data availability, and the lack of spe-
cialized optimization in existing models, making
accurate recognition and processing challenging.
(¢) In T2, T3, and T4, model performance is heavily
concentrated in lower score ranges. Taking T2 as an
example, most of MLLMs fail to achieve “one-step”
solutions directly from images to desired results,
struggling to implicitly handle transitions from im-
ages to OCR results and then translations. Even
with OCR results, models often perform poorly
due to inherent limitations (see Section 4.4). Ad-

ditionally, some models fail to follow instructions
and only output OCR results, suggesting overfitting
issues.

4.3 OCR Tasks Analysis

Recently, the OCR performance of MLLMs has
gained increasing attention (Fu et al., 2024; Shi
et al., 2023). Given that six subdomains in the
dataset involve OCR tasks, we specifically present
model performance on these tasks in Table 4. Us-
ing the CR metric as an example, we obtain the
following results:

MLLMs show room for improvement in
OCR tasks within CCS. Among all models,
InternVL2.5-78B (Chen et al., 2024b) performs
the best, followed by InternVL2.5-38B, but neither
achieves a CR score above 50. The average CR
score across all models is only 21.92, indicating a
relatively low performance level. This highlights
challenges in recognizing the unique text, sym-
bols, and image features specific to CCS, as well
as the inherent complexity and diversity of these
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Figure 4: Performance distribution box plot of 37
MLLM:s across 45 tasks.

OCR tasks. Future efforts could focus on enhanc-
ing models’ learning of CCS-specific features and
improving dataset quality and annotation to boost
performance.

Traditional OCR models show a performance
gap compared to the upper limits achieved by
MLLMSs. The best-performing MLLM achieves
a CR score of 49.54, surpassing GOT (Wei et al.,
2024), PaddleOCR (Baidu, 2021), and KanDian-
Guli (Guli, 2023) by 33.46%, 21.23%, and 12.30%.
This indicates that: (a) MLLMs demonstrate higher
potential in handling complex or domain-specific
OCR tasks, likely due to their advantages in pro-
cessing multimodal information, understanding
contextual semantics, and generalization. (b) The
KanDianGulJi model excels in the Ancient Chinese
Text domain, breaking the 80-point threshold, but
falls significantly behind in other domains, high-
lighting its limited generalization. As technology
advances and models continue to improve, general-

purpose MLLMs are expected to achieve broader
applicability and higher performance in OCR tasks,
particularly in specialized areas like CCS.

4.4 Supplementary Experiment Analysis

We observe that model performance in the Ancient
Chinese Text domain heavily depends on OCR ca-
pabilities. These tasks can essentially be divided
into two steps: recognition and understanding. To
investigate further, we design supplementary exper-
iments with three settings: Setting 1 inputs only
the image and question; Setting 2 inputs the im-
age, question, and the model’s own OCR results to
assess whether explicitly separating the two steps
improves performance; Setting 3 inputs the im-
age, question, and accurate OCR results, eliminat-
ing OCR performance differences to focus on the
model’s understanding ability. We conduct experi-
ments on five tasks (T2 to T6) using four represen-
tative models. Results are shown in Figure 5.

For T2, T3, T4, and the T2-T6 average, we
observe the following: (a) Explicitly separating
the steps significantly improves performance. (b)
Providing more accurate OCR results further en-
hances performance. (¢) When OCR performance
differences are eliminated, GPT-40 (OpenAl, 2024)
demonstrates a substantial improvement and ranks
first among the four models, indicating its strong
capability in handling ancient texts. In contrast,
other models remain at relatively low performance
levels.

For TS5 and T6, however, providing OCR results
leads to a performance decline. These tasks require
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Figure 5: Bar chart of OCR supplementary experiment results. Different settings are provided in Section 4.4.

models to focus on capturing local details. When
the steps are explicitly separated and OCR results
are provided, the resulting lengthy text distracts the
models from processing local details effectively,
causing a slight decrease in performance.

5 Conclusion

This paper introduces MCS-Bench, a multimodal
benchmark specifically designed for the Chinese
Classical Studies (CCS) domain. It encompasses
seven core subdomains — Ancient Chinese Text,
Calligraphy, Painting, Oracle Bone Script, Seal,
Cultural Relic, and Illustration — and features 45
meticulously designed tasks to comprehensively
evaluate the capabilities of Multimodal Large Lan-
guage Models (MLLMs) in complex cultural con-
texts. Evaluations of 37 mainstream MLLMs reveal
significant room for improvement in CCS-related
tasks. Additionally, we provide an in-depth anal-
ysis of performance variations across tasks and
their influencing factors, offering valuable insights
for future research. We believe that MCS-Bench
can serve as a foundational benchmark to drive the
development of MLLMs fostering innovation and
progress in the understanding and processing of
cultural heritage.

6 Limitations

Our primary evaluation limitation lies in the inabil-
ity of certain metrics to fully capture model per-
formance in complex ancient text scenarios. Nev-
ertheless, we provide multiple evaluation metrics

for OCR and open-ended Q&A tasks to quantify
the models’ true capabilities in this domain as thor-
oughly and accurately as possible.

7 Ethical Statement

When using the MCS-Bench dataset, special at-
tention must be given to potential historical biases
and cultural misunderstandings to avoid reinforc-
ing incorrect or outdated societal perspectives in
processing content related to CCS. It is essential to
respect the profound cultural significance of CCS,
interpret images and question-answering content
with care, and prevent cultural misinterpretations
or offenses arising from improper use. The MCS-
Bench dataset is intended solely for academic re-
search to promote the digital preservation and in-
novative transmission of Chinese classical culture.
We strictly adhere to copyright requirements for
data sources and prohibit its use for commercial
purposes or any unethical applications, ensuring
that the dataset is employed for legitimate goals
aligned with cultural dissemination and technologi-
cal advancement.
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A Related Work

A.1 Text-only Benchmarks

In the text-only domain, researchers have devel-
oped several benchmarks to evaluate Chinese Large
Language Models (LLMs) from various dimen-
sions. C-Eval (Huang et al., 2024) provides a com-
prehensive evaluation suite consisting of 13,948
Multiple-Choice Questions (MCQ) covering 52
disciplines, focusing on fundamental knowledge
and reasoning capabilities. Similarly, CMMLU (Li
et al., 2024b) assesses knowledge and reasoning
abilities across 67 disciplines, ranging from basic
to advanced levels, while Chinese SimpleQA (He
et al., 2024) focuses on factual evaluation across six
topics. In the domain of Classical Chinese Studies
(CCS), ACLUE (Zhang and Li, 2023) offers spe-
cially designed MCQ to test models’ understand-
ing of Ancient Chinese Texts, whereas C-CLUE
(Ji et al., 2021) targets tasks such as Named En-
tity Recognition and Relation Extraction. CCLUE
(Ethan, 2021) expands the evaluation scope by pro-
viding five distinct tasks, including Sequence Label-
ing and Sentence Classification. WYWEB (Zhou
et al., 2023) contributes nine evaluation tasks, rang-
ing from Text Classification to Punctuation and
Machine Translation. WenMind (Cao et al., 2024a)
adopts a more holistic approach by combining vari-
ous task formats and evaluation methods, aiming
to align more closely with human intuition for a
more accurate assessment of Chinese LLMs’ capa-
bilities.

However, most existing CCS datasets remain
text-only and relatively small in scale. Except for
CCLUE and WYWEB, the majority contain only
a few thousand examples each, which are com-
paratively easier to collect but do not cover visual
modalities. Our MCS-Bench is the first benchmark
in the CCS domain to use images to assess models’
related capabilities.

A.2 Multimodal Benchmarks

In the visual-text multimodal domain, multilingual
and cross-cultural evaluation benchmarks have re-
cently garnered widespread attention. The MaRVL
benchmark (Liu et al., 2021) systematically as-
sesses the performance of models in visual cultural
understanding through tasks such as title classifi-
cation, pairwise title matching, and cultural label
selection. ALM-Bench (Vayani et al., 2024), a mul-
tilingual multimodal VQA benchmark comprising
100 languages and 22.7K question-answer pairs,

provides an important reference for evaluating mod-
els’ cross-linguistic and cross-cultural understand-
ing capabilities. Similarly focusing on cultural
understanding, CulturalBench (Chiu et al., 2024)
encompasses 17 cultural themes, ranging from cui-
sine to etiquette. In the domain of Chinese visual
understanding, CII-Bench (Zhang et al., 2024a)
evaluates models’ higher-order perception and rea-
soning abilities through complex images with im-
plicit visual meanings, such as abstract art, comics,
and posters. Collectively, these benchmarks drive
the advancement of multilingual multimodal mod-
els in the domain of cross-cultural understanding.

However, a reliable evaluation benchmark re-
mains lacking in the multimodal CCS domain. To
address this gap, we propose MCS-Bench, which
fills the void in this area. Compared to existing mul-
timodal cultural benchmarks, it offers significant
advantages in terms of dataset size, task variety,
question formats, and construction methodology.
Moreover, we have minimized evaluation errors by
employing diverse metrics and evaluating a com-
prehensive set of models. In addition, MCS-Bench
covers a broader spectrum of task types, with an
emphasis on diversity and high quality. We have
implemented strict quality-control measures in data
annotation and question design to ensure robust
evaluation, thereby more fully revealing the true
capabilities of LLMs in the CCS field.

B Data

B.1 Data Examples

Figure 6 showcases examples from seven subdo-
mains in MCS-Bench.

B.2 Tasks Statistics

Table 5 provides detailed statistical data for 45
tasks, including the number of questions, average
length of questions, average length of answers, av-
erage values, maximum values, and minimum val-
ues for pixel values and aspect ratios.

B.3 Detailed Source of Data

Table 13 presents detailed information on the data
sources and generation methods for 45 tasks, along
with the corresponding license information for each
source. We strictly adhere to the licenses of the
original data, ensuring compliance with all relevant
regulations during data processing and usage. The
data generation methods fall into four categories:
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TR NG R, AT A TE R %
Recognize the text content in the image following
the ancient reading order. Requirements: Please
output only the recognition result without any irre-
levant content.

A ELBRANIER 4 6 B T 48 22 [ DA B 2 o
F I 2 a8 P T S T ...

(Recognized text content)

B
bl

Q: SXACEN R NRE?

Who is the owner of this seal?
Av EH% (Dé Zhong Guang)
B. T (Ding Yin Yong)
C. FEf (QiBiShi)
Dy BHRE (Luo Zheén Yi)

v © 3t Y3 %
F | 1t
ia2 k5
A

SN EE
Z @ £ 8
T3Ht %
b»virz.fﬂ

XL T WA K7 What script style
is used in this calligraphy?

Av HEF5 (Regular) Bs 543 (Clerical)

C» 474 (Rumning) D %5 (Cursive)

Ev & (Seal)
BOR SUR TR B A A, R S S
Fe %M % . Requirements: Output only the letter
corresponding to the selected option without any
irrelevant content.

D

Q: A~ FIAXH -

Introduce this cultural relic.

A AR R B LG, RT3k, 5
33Sfk. Bl by b FERMAE, Sttt
Tk, ERNABHA R E. ...

This cultural relic, known as the Zeng Hou Yi

B FIXEE
Introduce this painting.

SXIRWA A CHEA PR , EILRWR
FRAGAHABE T, BUKT LA T BE......
This painting, titled “Layered Rocks and a Level
Distance”, is a silk scroll with colored ink created
by Guo Xi, a painter of the Northern Song Dynas-
ty. It is currently housed in the Palace Museum in
Beijing......

D,

A — i E i Ihk .
Introduce the entities in this image.
SR cliffZey g (b
M AET) R AT R S R A
e JIME S L......

U P B PR A SOR BRI o R
"'%ﬁ‘hﬂﬂﬁ‘m(?**% A A A TG %
Idennfy which Chinese character corresponds to
the oracle bone script in the image. Requirements:
Output only the recognized Chinese character

without any irrelevant content.

£ (Body)

B Ancient Chinese Text

Bl Seal

ok SR GO R A 58, %41 Chime Bells, measures 273 cm in height and 335
Fo¥: M % . Requirements: Output only the letter | cm in width. It consists of three layers—upper,

corresponding to the selected option without any | middle, and lower—comprising a total of 65 pieces,
irrelevant content. arranged in three tiers and cight groups hanging
A:C from the bell frame......

The entity in the image is “Lei.” In The Classic of
Mountains and Seas (Shan Hai Jing), “Lei” (also
written as “2&”) is a mythical creature with a
unique appearance and characteristics. Its form
resembles that of a civet......

Figure 6: Data examples from MCS-Bench.

M1: Human-Created; M2: Web Crawling &
Model Summarization; M3: Model-Generated;
M4: Dataset Conversion.

The detailed data construction process is pro-
vided in Appendix B.4.

B.4 Detailed Construction of Data

The process of constructing the MCS-Bench can be
divided into two stages: the data collection and
generation stage, and the post-processing stage.

B.4.1 The Data Collection and Generation
Stage
Human-Created:

Responsible parties: Graduate Student A and
Volunteer B.

Selection Criteria: Requires strong literary skills
(college entrance examination Chinese score of 120
or above) and meticulous attention to detail.

Process: (a) Graduate Student A is responsible
for manually constructing multiple-choice tasks.
First, data sources and scope are determined based
on the task type, with a standardized question for-
mat. Then, the number of options is established,
typically 3 to 5 options. Subsequently, correct and
distractor options are designed according to the
task requirements, ensuring that options are mod-
erately misleading but logically consistent, avoid-
ing overly extreme choices. Finally, the options
are randomly ordered by the responsible party to
prevent response bias, ensuring the scientific na-

ture and fairness of the multiple-choice questions.
(b) Volunteer B is responsible for manually con-
structing image-based Q&A tasks and OCR tasks in
the fields of painting, illustration, and calligraphy.
After manually collecting data, suitable paintings
or illustrations are selected for image-based Q&A
tasks according to task requirements, generating
questions from different perspectives. For OCR
tasks, textual content on images is annotated word
by word.

Additional Notes: (a) For multiple-choice tasks,
the model’s output requirement is set in the prompt
(i.e., the model can only output the letters of se-
lected options). To ensure fairness, the final check
of multiple-choice outputs from MLLMs will be
conducted uniformly. (b) In image-based Q&A
tasks, the correct answer must be retrievable di-
rectly from the image or deducible through infer-
ence. Questions should avoid ambiguity and can
be designed from aspects such as counting, color,
position, etc.

Model-Generated:

Responsible party: Graduate Student C.

Selection Criteria: Requires extensive familiarity
with LLMs and at least one publication in the field
of LLMs.

Process: Graduate Student C first collects im-
ages of ancient texts and OCR results, then man-
ually selects the original text to be processed by
LLMs. Finally, LLMs are called upon to generate
answer pairs for tasks such as classical Chinese
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ID Task Name #Q Avg.Q Avg. A Avg. PV Max. PV Min. PV Avg. AR Max. AR Min. AR
T1 Text OCR 434 4090 358.83 946,768 1,003,470 436,293 1.02 1.73 0.26
T2  Classical Chinese to Modern Chinese 245  46.00 467.70 955,175 1,003,470 510,340 1.03 1.61 0.53
T3  Punctuation 236 45.00 376.58 939,505 1,003,470 157,471 1.03 1.61 0.16
T4  Named Entity Recognition 247 57.00 5228 951,012 1,003,470 501,650 1.04 1.61 0.53
T5  Word Explanation 256  70.03 1.00 938,153 1,003,356 194,910 1.04 1.60 0.55
T6  Reading Comprehension 249 33.66 5637 949,591 1,003,356 101,808 1.04 1.61 0.16
T7  Source Attribution 145 66.63 1.00 906,760 1,003,470 524,560 0.67 0.88 0.53
Calligraphy OCR 130 40.00 17.47 275,139 728,200 65,340 1.02 2.40 0.40
Calligraphy Appreciation 121  15.00 51455 405,939 1,003,014 94,620 1.52 13.16 0.39
Author Identification 119 56.03 1.00 822,189 1,003,392 246,016 1.29 20.29 0.31
Dynasty Identification 105 56.18 1.00 844,613 1,003,392 246,016 1.34 20.29 0.31
Title Identification 215 6598 1.00 610,650 1,003,260 94,620 1.40 19.40 0.39
Font Identification 125 57.00 1.00 900,581 1,003,395 241,434 0.74 5.05 0.23
Genre Identification 118  57.00 1.00 839,438 1,003,181 274,000 0.78 1.69 0.36
‘Work Introduction 194 11.00 25998 581,616 1,365,984 25,600 1.42 13.16 0.39
Material Identification 149 49.00 1.00 1,002,184 1,003,460 998,538 4.63 39.69 0.24
Painting Appreciation 97 8.00 44554 988981 1,003,426 353,312 3.93 37.58 0.24
Author Identification 146 53.07 1.00 993,606 1,003,392 353,312 2.46 23.59 0.24
Dynasty Identification 110 50.87 1.00 900,517 1,003,400 69,984 2.28 37.58 0.29
Title Identification 147 61.90 1.00 935,017 1,003,440 138,600 2.69 31.62 0.24
Image-based Q&A 55 19.60 1.55 648,523 1,002,996 214,442 0.98 231 0.42
Background Introduction 111 13.00 227.88 990,756 1,003,500 353,312 4.31 25.07 0.24
Painting Technique 120 52.00 1.00 729,710 1,003,236 137,280 0.68 1.82 0.22
Source Identification 9  66.78 1.00 554,748 1,003,107 232,944 0.88 227 0.49
Painting Description 109 15.00 21522 985,837 1,003,500 353,312 4.51 44.92 0.24
Painting OCR 81 40.00 84.05 668913 1,003,080 284,490 1.11 2.19 0.49
Work Introduction 112 8.00 19550 992,010 1,003,500 353,312 3.07 37.58 0.25
Oracle Bone Script OCR 147 39.00 1.00 30,994 151,321 1,248 0.83 1.18 0.29
Pictographic Decoding 69  23.00 62.90 40,354 97,969 2,916 0.93 1.05 0.44
Seal OCR 153 41.00 3.83 662,505 1,003,230 131,010 0.96 1.26 0.22
Owner Identification 150 53.33 1.00 654,739 1,003,275 144,724 0.97 1.30 0.43
Name Identification 150  73.87 1.00 686,372 1,003,113 49,000 1.20 2.52 0.44
Dynasty Identification 116  51.33 1.00 494,078 1,003,286 18,600 1.36 14.50 0.34
Collection Identification 120  66.49 1.00 673,135 1,003,353 57,750 1.27 2.52 0.26
Cultural Relic Introduction 132 8.00 11407 714,948 1,003,276 53,550 1.23 7.36 0.25
Cultural Relic Classification 112 51.10 1.00 648,668 1,002,960 60,000 1.29 2.13 0.36
Illustration OCR 182 39.00 4.05 275976 583,156 73,185 0.93 2.61 0.29
Illustration Description 151 958  207.60 410,245 1,003,266 133,285 0.63 1.29 0.34
Entity Introduction 128 12.00 28338 373,593 1,003,200 39,360 0.65 1.44 0.37
Image-to-Poem Matching 110 15694  1.00 997,013 1,002,960 430,137 0.69 0.70 0.67
Source Identification 126 60.28 1.00 263,497 666,852 48,884 0.61 1.24 0.29
Topic Classification 120 50.05 1.00 354,121 493,500 177,471 0.68 1.70 0.52
Image-to-Person Matching 110 7513 1.00 347,995 495,175 176,337 0.64 1.50 0.54
Plot Introduction 100 2630 32849 246,172 506,319 133,285 2.02 3.03 0.70
Image-based Q&A 52 16.88 1.77 283,643 496,125 72,819 0.75 1.50 0.42

Table 5: Statistics of 45 tasks. “Avg. Q” represents “the Average length of Questions”; “Avg. A” represents “the
Average length of Answers”; “PV” represents “Pixel Value”; and “AR” represents “Aspect Ratio”.

translation, punctuation, named entity recognition,
word explanation, and reading comprehension.

Additional Notes: (a) The responsible party tests
different prompt words and guides LLMs in a few-
shot manner to generate well-structured and accu-
rate answer pairs. (b) TongGu (Cao et al., 2024b)
is used for generating translations and punctuation
based on accurate OCR results. TongGu demon-
strates strong performance in translation and punc-
tuation tasks due to its large-scale incremental
pretraining and fine-tuning on ancient texts. (c)
ERNIE-4.0 (Baidu, 2023) is used for generating
named entity recognition, word explanation, and
reading comprehension answer pairs. According
to the WenMind (an ancient literature benchmark)

(Cao et al., 2024a), ERNIE-4.0 excels in ancient
text processing and instruction-following capabili-
ties, making it the chosen model.

Web Crawling & Model Summarization:

Responsible parties: Graduate Student A and
Graduate Student C.

Selection Criteria: Graduate Student A is skilled
in web crawling, and Graduate Student C has ex-
tensive familiarity with LLMs and at least one pub-
lication in the field of LLMs.

Process: (a) For appreciation tasks (e.g., paint-
ing appreciation, calligraphy appreciation) and in-
troduction tasks (e.g., entity introduction, cultural
relic introduction), Graduate Student A collects of-
ficial and accurate content from the Internet. Gradu-
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ate Student C then uses Qwen2.5-32B (Yang et al.,
2024b) to integrate key information. (b) For de-
scriptive tasks (e.g., painting description, illustra-
tion description), simple descriptions are first man-
ually generated, and relevant descriptive keywords
are extracted. Qwen2.5-32B is then used to re-
fine and expand the descriptions, enriching the text.
The responsible party selects and verifies the final
descriptions to ensure accuracy.

Additional Notes: The use of Qwen2.5-32B is
chosen due to its low cost, moderate memory usage,
and excellent instruction-following and long-text
summarization capabilities.

Dataset Conversion:

Responsible party: Graduate Student D.

Selection Criteria: Requires a certain level of
proficiency in classical Chinese and prior experi-
ence in data research, processing, and related tasks.

Process: (a) The responsible party conducts
research and collection of existing open-source
datasets, selecting classic tasks and high-quality
data within CCS. The scarcity and construction dif-
ficulty of task data are evaluated to ensure the selec-
tion of valuable and currently scarce data, thereby
supplementing and improving the evaluation bench-
marks. (b) The processing involves text-image fil-
tering and format conversion, guiding the conver-
sion of raw data into question-answer pairs tailored
to different tasks.

B.4.2 The Post-processing Stage

The post-processing stage consists of six steps:
deduplication, filtering, standardization, language
conversion, metadata adding, and match check. We
focus on the “deduplication” and “filtering” steps,
while the other steps are described in Section 2.2.3
of the main text.

Description of the “deduplication” step:

(a) For image deduplication, we use the CLIP
model (Radford et al., 2021) to extract feature vec-
tors of the images and compute the cosine similarity
between images within the same task. A threshold
of 0.95 is set to determine whether an image is
considered duplicate.

(b) For text deduplication, we apply the Min-
Hash algorithm to estimate the Jaccard similarity
between question-answer pairs. By mapping each
question-answer pair into a low-dimensional hash
space and setting a similarity threshold of 0.95, we
effectively identify and remove duplicate question-
answer pairs.

Description of the “filtering” step:

(a) Responsible parties: Graduate Student A,
Graduate Student C, and Volunteer E, where Vol-
unteer E has expertise in CCS.

(b) Approximately 10,000 data points are col-
lected. On one hand, irrelevant, blurry, damaged,
or incorrect images are excluded. On the other
hand, manual verification of the question-answer
pairs is conducted across three dimensions: the
correctness and standardization of questions, the
accuracy and comprehensiveness of answers, and
whether the textual content raises ethical or safety
concerns.

(c) Data with inconsistent or unsafe answers is
either removed or revised. The remaining data is
balanced and filtered for quality through secondary
review, resulting in a final dataset of 6,500 entries.

(d) Efforts are made to ensure data security, and
it is emphasized that the dataset is solely intended
for evaluating model performance in CCS, not for
supporting biased viewpoints or inappropriate uses.

B.5 More Examples

Figure 7 to 13 provide additional image examples
from different subdomains. Figure 17 to 25 present
detailed examples of 45 tasks.
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Figure 7: Image examples in the subdomain of Ancient
Chinese Text.
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Figure 8: Image examples in the subdomain of Calligra-
phy.
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Figure 9: Image examples in the subdomain of Painting.

| ! Figure 12: Image examples in the subdomain of Cultural

Relic.
Figure 10: Image examples in the subdomain of Oracle
Bone Script.
. . N3
C Models and Metrics Precision = —=, )
2
C.1 The Evaluated Models N3
) ) Recall = —, 3)
Details of all evaluated MLLMs are shown in Ta- N
ble 6. Fl-Score — 2 x Precision % Recall, @)

. Precision + Recall
C.2 Metrics

Accuracy (Acc). The accuracy is used for all
multiple-choice and image-based Q&A tasks. The
accuracy can be calculated as follows:

where Ny, N, and N3 denote the number of
ground-truth Key-Value pairs, predicted Key-Value
pairs, and correctly matched Key-Value pairs, re-
spectively.

Neorrect 1 BLEU. BLEU (Papineni et al., 2002) is used for
N M translation task. BLEU evaluates prediction quality

where Neorect and IN denote the number of correct b.y comparing n-gram match rates between predic-
answers and the total number of answers. Only tion and g.ro‘und. truth sequences. For e.ach f-gram
when the correct answer is present in the model’s pre, precision 1s calcula.teq as the ratio of match-
response will it be considered correct. When the 18 D-grams tp total pred1ct%on n-grams. The ﬁnall
model answers multiple-choice questions, it is re- BLEU score 18 the féeomemc mean of these PI‘GC.I-
quired to output only the letter of the selected op- 5% values multiplied by  penalty BP, which is
tion. To ensure fair assessment and avoid the in-  defined as:

clusion of multiple letters in the model’s responses,

we will perform a manual review of the model’s N

ANSWers. BLEU = BP % exp(z wp logpy), ()
F1-Score. The F1-Score is used to evaluate punc- n=1
tuation, named entity recognition and OCR tasks. 1 L,>1L,
Given the predicted and ground truth Key-Value BP = e( _%) L <L
pairs, the F1-Score is formulated as follows: P g

Accuracy(Acc) =

(6)
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Model Open-Source  # Params  Vision Encoder Base LLM Institution Deployment Domain
Claude-3.5-Sonnet (Anthropic, 2024) No - - - Anthropic Official API  General
Gemini-1.5-Pro (Team et al., 2024) No - - - Google Official APT General
Gemini-2.0-Flash (Google, 2024) No - - - Google Official API ~ General
GPT-40 (OpenAl, 2024) No - - - OpenAl Official API  General
Chinese-LLaVA-CLLaMAZ2 (LinkSoul, 2024) Yes 7B CLIP ViT-L Chinese-Llama-2-7B LinkSoul Locally Load  General
DeepSeek-VL2-Tiny (Wu et al., 2024b) Yes 3B (MoE)  SigLIP-SO400M DeepSeekMoE-3B Deepseek-Al Locally Load  General
DeepSeek-VL2-Small (Wu et al., 2024b) Yes 16B (MOE) SigLIP-SO400M DeepSeekMoE-16B Deepseek-Al Locally Load  General
DeepSeek-VL2 (Wu et al., 2024b) Yes 27B (MOE) SigLIP-SO400M DeepSeekMoE-27B Deepseek-Al Locally Load  General
GLM-4V-9B (GLM et al., 2024) Yes 9B EVA-CLIP-L GLM-4-9B Tsinghua Locally Load ~ General
InternVL2-4B (OpenGVLab, 2024) Yes 4B InternViT-300M-448px Phi-3-mini-128k-instruct ~ Shanghai Al Lab Locally Load General
InternVL2-8B (OpenGVLab, 2024) Yes 8B InternViT-300M-448px InternLM2_5-7b-chat Shanghai Al Lab  Locally Load  General
InternVL2-26B (OpenGVLab, 2024) Yes 26B InternViT-6B-448px-V1-5 InternLM2_5-20b-chat Shanghai AI Lab  Locally Load  General
InternVL2.5-1B (Chen et al., 2024b) Yes 1B InternViT-300M-448px-V2_5 Qwen2.5-0.5B-Instruct Shanghai Al Lab  Locally Load  General
InternVL2.5-2B (Chen et al., 2024b) Yes 2B InternViT-300M-448px-V2_5 InternLM2_5-1_8b-chat ~ Shanghai Al Lab Locally Load ~General
InternVL2.5-4B (Chen et al., 2024b) Yes 4B InternViT-300M-448px-V2_5  Qwen2.5-3B-Instruct Shanghai Al Lab Locally Load ~ General
InternVL2.5-8B (Chen et al., 2024b) Yes 8B InternViT-300M-448px-V2_5  InternLM2_5-7b-chat Shanghai Al Lab  Locally Load ~ General
InternVL2.5-26B (Chen et al., 2024b) Yes 26B InternViT-6B-448px-V2_5 InternLM2_5-20b-chat Shanghai Al Lab  Locally Load  General
InternVL2.5-38B (Chen et al., 2024b) Yes 38B InternViT-6B-448px-V2_5 Qwen?2.5-32B-Instruct Shanghai Al Lab  Locally Load  General
InternVL2.5-78B (Chen et al., 2024b) Yes 78B InternViT-6B-448px-V2_5 Qwen?2.5-72B-Instruct Shanghai Al Lab  Locally Load  General
LLaVA-v1.5-7B (Liu et al., 2024a) Yes 7B CLIP ViT-L Vicuna-7B UW_Madison  Locally Load General
LLaVA-v1.5-13B (Liu et al., 2024a) Yes 13B CLIP ViT-L Vicuna-13B UW_Madison  Locally Load General
LLaVA-v1.6-Mistral-7B (Liu et al., 2024b) Yes 7B CLIP ViT-L Mistral-7B UW_Madison  Locally Load General
LLaVA-v1.6-Vicuna-7B (Liu et al., 2024b) Yes 7B CLIP ViT-L Vicuna-7B UW_Madison  Locally Load General
LLaVA-v1.6-Vicuna-13B (Liu et al., 2024b) Yes 13B CLIP ViT-L Vicuna-13B UW_Madison  Locally Load General
MiniCPM-V (Yao et al., 2024) Yes 3B SigLip-400M MiniCPM-2.4B OpenBMB Locally Load  General
MiniCPM-V-2 (Yao et al., 2024) Yes 3B SigLip-400M MiniCPM-2.4B OpenBMB Locally Load  General
MiniCPM-LLaMA3-V-2.5 (Yao et al., 2024) Yes 8B SigLip-400M Llama3-8B-Instruct OpenBMB Locally Load ~ General
MiniCPM-V-2.6 (Yao et al., 2024) Yes 8B SigLip-400M Qwen2-7B OpenBMB Locally Load  General
Molmo-7B-D-0924 (Deitke et al., 2024) Yes 7B CLIP ViT-L Qwen2-7B AllenAl Locally Load  General
Molmo-7B-0-0924 (Deitke et al., 2024) Yes 7B CLIP ViT-L OLMo-7B-1024 AllenAl Locally Load ~ General
Ovis1.5-Gemma2-9B (Lu et al., 2024) Yes 9B SigLip-400M Gemma2-9B-It AIDC-AI Locally Load  General
Ovis1.6-Gemma2-9B (Lu et al., 2024) Yes 9B SigLip-400M Gemma2-9B-It AIDC-AI Locally Load  General
Qwen-VL-Chat (Bai et al., 2023) Yes 7B CLIP ViT-bigG Qwen-7B-Chat Alibaba Locally Load  General
Qwen2-VL-2B-Instruct (Wang et al., 2024a) Yes 2B DFN CLIP ViT-L Qwen2-1.5B-Instruct Alibaba Locally Load  General
Qwen2-VL-7B-Instruct (Wang et al., 2024a) Yes 7B DEFN CLIP ViT-L Qwen2-7B-Instruct Alibaba Locally Load  General
Qwen2-VL-72B-Instruct (Wang et al., 2024a) Yes 72B DFN CLIP ViT-L Qwen2-72B-Instruct Alibaba Locally Load  General
QVQ-72B-Preview (Qwen, 2024) Yes 72B DFN CLIP ViT-L Qwen2-72B-Instruct Alibaba Locally Load  General

Table 6: Details of all evaluated MLLMs. Zoom in for better view.

Figure 13: Image examples in the subdomain of Illus-
tration.

where p,, represents the precision of n-grams, L,
represents the length of prediction sequence, L,
represents the length of ground truth sequence, w,
is weight factor, usually evenly distributed (w,, =
%). Typically, N is set to 4.

BERTScore and ANLS. We used the average of
BERTScore (Zhang et al., 2020) and ANLS (Biten
et al., 2019) for open-ended QA.

NLD(yi, 9:)

7
w7

N
1
ANLS = — ; max(0, 1 —

NLD(yi, 4:) = max(|ys, [9:])

(®)

where N represents the number of samples, y; rep-
resents the ground truth text for the i-th sample,
1); represents the predicted text for the ¢-th sample,
NLD represents the Normalized Levenshtein Dis-
tance, |y;| represents the length of the ground truth
text and LD represents the Levenshtein Distance.

CR and AR. AR and CR (Peng et al., 2023) are
used for OCR task. They can be calculated as
follows:

Ny—D.— 5. — 1.

AR = N ©)
_ N,—D.-S.
CR = N (10)

where D,, S., and I, represent the total number of
deletion, substitution, and insertion errors, respec-
tively, and /V; is the total number of characters in
the annotations.

ROUGE. ROUGE-1, ROUGE-2 and ROUGE-L
(Lin, 2004) are used for translation task. They can
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be calculated as follows:

ZgEref Zue {1-gram} Countmatcn (’LL)

ROUGE-1 = (an
deref Zue{l—gmm} COUI’lt(’u,)
ROUGE-2 = ZgEref ZbE{Z-gram} Countmatch(b) (12)
ZQEref Zbe{z,gmm} Count(d)
(1 + /BQ)PlcsRlcs
E-, = AT /7 esTHles |
fove Ries + ﬂzplcs ( 3)
LCS(X,Y
Fes = # (14)
LCS(X,Y
= % (15)

where Countpgech(u) represents the number of
matched n-grams between reference and candidate,
Count(u) represents the total number of n-grams
in reference, LCS(X, Y') represents the length of
Longest Common Subsequence between X and
Y, X represents the candidate text, Y represents
the reference text, | X | represents the length of can-
didate text, |Y'| represents the length of reference
text and (3 represents a parameter that determines
the importance of precision and recall (usually

B=1.2).

Normalized Edit Distance (NED). Normalized
Edit Distance (NED) (Levenshtein, 1966b) is used
for OCR task, which measures string similarity
by computing the minimum number of operations
needed to transform one string into another. The
calculation is formulated as follows:

ED(S4,52)
max(len(Sh),len(S2))

NED(S1,52) = (16)

where ED(S1, S2) represents the edit distance be-
tween the prediction string S and the ground truth
Sa. The N ED value of 0 indicates identical strings,
while 1 indicates completely different strings.

The evaluation metrics and question formats cor-
responding to 45 tasks are shown in Table 14.

D Detailed Metrics

Table 15 to 21 present the metrics for 37 MLLMs
across all tasks. The metrics corresponding to each
task are from Table 14 (Metrics-Main). Table 22
to 28 provide the additional metrics for 37 MLLMs
across all tasks. The metrics for each task are from
Table 14 (Metrics-Others).

E Error Analysis

We conduct an error analysis for all tasks below.
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Figure 14: Challenging text OCR samples.

E.1 T1-Text OCR

As shown in Figure 14, MLLMs primarily achieve
lower scores on the following types of ancient text
images: Text-intensive, Image Distortion, Com-
plex Layout, and Difficult-to-Read Fonts. Addition-
ally, some MLLMs recognize text in an incorrect
reading order, leading to lower scores (the correct
reading order for ancient texts is right-to-left and
top-to-bottom). Figure 26 presents sample model
responses for T1.

E.2 T2-Classical Chinese to Modern Chinese,
T3-Punctuation, T4-Named Entity
Recognition

Since the challenges of T2, T3, and T4 are similar,
we use T2 as an example for illustration. Through
sample analysis, we identify the main challenges
of the task as follows: (a) Compared to T1, the dif-
ficulty of images in other tasks is slightly reduced;
however, most models still struggle to recognize
complete content, which affects subsequent trans-
lation. (b) The translation capabilities of the mod-
els themselves are relatively poor. (c) Error-prone
images tend to include those with dense text or
darker tones. (d) Some models exhibit overfitting
behavior, fail to follow translation instructions, and
output only the OCR results. (e) During translation,
models often produce incomplete outputs, trans-
lating only the initial content or generating repet-
itive outputs. Figure 27 presents sample model
responses for T4.

E.3 T5-Word Explanation

Through error analysis, we identify the following
issues: (a) Models struggle to accurately locate
the positions of relevant terms in ancient Chinese
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texts. Due to the multiple meanings of the same
term in ancient contexts, models often fail to deter-
mine the correct meaning based on the surrounding
context. (b) Even when models locate the correct
position of a term, they are easily confused by other
distractions. For example, the term “Qu” in Clas-
sical Chinese can mean “approach,” “small, quick
steps,” “interest,” or “urge.” Based on the article’s
content, “Qu” should mean “to take small steps
toward the door,” but many models choose distract-
ing options such as “swiftly” or “urge,” even when
provided with correct OCR results. This indicates
that models do not have a solid understanding of
the multiple meanings of terms and their relation
to the article’s content.

E.4 T6-Reading Comprehension

The errors made by the models are concentrated
in the following types of questions: (a) Questions
requiring the synthesis of complex details, such as
summarizing sacrificial rituals and character behav-
iors, where models struggle to extract and integrate
all key details. (b) Historical questions with high
background knowledge requirements, such as the
context of events or the changes in place names
(e.g., the evolution of “Ancheng”), where models
make mistakes due to insufficient knowledge. (c)
Questions involving abstract evaluation and senti-
ment analysis, such as analyzing social phenom-
ena or the author’s attitude, where models perform
poorly in identifying emotional tendencies and ab-
stract understanding. (d) Questions requiring the
reconstruction of scene details, such as depictions
of nighttime or battle scenes, where models fail to
accurately reproduce the intricate details of com-
plex scenarios.

The main causes of errors include: (a) Incom-
plete detail extraction, where models tend to over-
look or simplify complex details. (b) Insufficient
background knowledge, which hinders their ability
to handle questions requiring extensive historical
and cultural understanding. (c) Weak reasoning
abilities, resulting in poor performance on ques-
tions requiring logical inference or contextual con-
nections. (d) Limited multimodal integration capa-
bilities, making it difficult for models to accurately
interpret content in ancient Chinese texts.

E.5 T7-Source Attribution

The books in which models are prone to errors in
source attribution tasks include Song Shu, Han Shu,
Huainan Honglie Jie, Baopuzi, Sanguozhi, Daode

Font: Cursive script

OCR: R T KR
Xt H C& RO To R

Font: Seal script

OCR: MM W=
YN NS

Figure 15: Challenging calligraphy OCR samples.

Zhenjing Jiyi, and Chunqiu Fanlu. The models
demonstrate a poor understanding of the content
associated with these texts.

E.6 T8-Calligraphy OCR

We find that models exhibit poor OCR recognition
capabilities for Cursive Script and Seal Script (as
shown in Figure 15). The primary reasons are as
follows:

First, the structural complexity of Cursive Script
and Seal Script is high, with deformations in char-
acter shapes and strokes, as well as frequent lig-
atures, making accurate recognition challenging.
When models lack sufficient ability to extract and
identify character details, errors are more likely
to occur. Second, the character shapes of Cursive
Script and Seal Script differ significantly from Reg-
ular Script and have an indirect correspondence
with modern Chinese characters. The limited train-
ing data for these scripts during the pretraining
process leads to weak recognition performance
for these calligraphic styles. The low recognition
scores for Cursive Script and Seal Script reflect the
models’ limitations in handling complex character
structures and insufficient training data. Addition-
ally, some MLLMs are unaware of the correct read-
ing order for calligraphy, resulting in further errors.
Figure 28 presents sample model responses for T8.

E.7 T9-Calligraphy Appreciation

The calligraphy works with lower scores in appreci-
ation tasks primarily include Sangluan Tie, Zheng
Wen Gong Bei, Yi He Ming, Cuan Longyan Bei,
Dongfang Shuo Hua Zan Bei, and Hanqie Tie. It
is evident that MLLMs exhibit weaker apprecia-
tion capabilities for “inscription-style” calligraphy
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works and are not sufficiently familiar with this
category.

The low scores of MLLMs are primarily at-
tributed to several factors: (a) The models fail to
effectively recognize the calligraphy works, result-
ing in an inability to provide detailed analysis of
specific artistic features. (b) The models do not ac-
curately express the technical and artistic aspects of
the calligraphy, lacking in-depth analysis of brush-
work, character structure, composition, and emo-
tional expression. (c) The models sometimes fail to
accurately grasp the historical context and cultural
significance of the calligraphy works, leading to
an oversight of their impact in the context of their
time and culture.

E.8 T10-Author Identification

We find that: (a) Models often confuse the works of
famous calligraphers such as Zhao Mengfu, Huang
Tingjian, and Wang Xizhi. (b) For some callig-
raphers with fewer works or lesser-known reputa-
tions, models tend to favor more prominent callig-
raphers’ options.

E.9 T11-Dynasty Identification

We find that: (a) Models are most prone to mak-
ing errors in judgment for calligraphy works from
the Yuan Dynasty, followed by the Ming and Sui-
Tang periods. (b) Calligraphy works from different
dynasties often share similar styles, making it diffi-
cult for models to differentiate them. Additionally,
many models struggle to accurately identify the
specific calligraphy work from an image, which
limits their ability to reason about the correspond-
ing author and dynasty, due to a lack of calligraphy
image knowledge and the limited capability for
multi-hop reasoning.

E.10 T12-Title Identification

The calligraphy works with a high error rate include
Huang Ying Qu, Lian Po Lin Xiangru Liezhuan,
Chen Shuyong Old Collection, Province Exam Af-
ter Winter Solstice Wangsong Palace, Shenji Tie,
Zhuzi Jiaxun, Shu Su Tie, Ni Kuanzan, Junren
Tie, and others. Surprisingly, models exhibit lower
accuracy on renowned calligraphy works such as
Shu Su Tie, Ni Kuanzan, and Junren Tie, indicat-
ing that some models struggle to directly identify
these works from images, often resorting to random
guessing for multiple-choice questions. Figure 29
presents sample model responses for T12.
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Figure 16: The error rates for each option in T13, T14,
T16, and T23.

E.11 T13-Font Identification

As shown in Figure 16 (a), the font with the highest
error rate in the model is Clerical Script, followed
by Seal Script, Running Script, Cursive Script, and
Regular Script. The model finds Regular Script
easier to differentiate. Compared to other fonts,
Regular Script has a more regular stroke structure
with clear and distinct strokes. It is the most com-
monly used font in everyday life, making it more
straightforward for the model to recognize. The
model has a higher error rate when recognizing
Clerical Script, primarily due to its complex char-
acter structure, curved and varying strokes. Addi-
tionally, the training data may be insufficient, and
Clerical Script significantly differs from modern,
commonly used fonts in terms of strokes, shapes,
and styles, making accurate recognition challeng-
ing.

E.12 T14-Genre Identification

Although the model performs well in differentiat-
ing Regular Script from other fonts, its ability to
distinguish between different branches within Reg-
ular Script is weak. As shown in Figure 16 (b), the
most frequently confused branches are Liu style,
followed by Zhao, Yan, and Ou styles. Among all
calligraphy subdomain recognition tasks, the poor-
est performance is in genre identification, followed
by dynasty identification tasks.

E.13 T15-Work Introduction

The works with lower scores primarily include:
Stele of King Gwanggaeto, Poems of General Pei,
Dazifujing by Chu Suiliang, Heart Sutra, Stele of
Military Strategy, Songs from Songfeng Pavilion,
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Cuanglongyan Stele, Ascension of the Immortal
Prince, Yan Qinli Stele, and others. Similar to T9,
the model demonstrates weaker familiarity with
“inscription-style” works. Additionally, when pro-
viding work descriptions, we observe:

(a) Repetitiveness and redundancy. Responses
may contain excessive repetition or have multiple
answers to similar questions that are overly similar,
lacking focus and depth. (b) Insufficient details.
The descriptions of some works may be overly
brief, failing to thoroughly explore the background,
style, historical significance, etc.

E.14 T16-Material Identification

In calligraphy works, the model’s ability to dif-
ferentiate between “paper” and “‘silk”’ materials is
relatively weak. As shown in Figure 16 (c), the
error rates, in descending order, are as follows:
Satin-based, Paper-based, and Silk-based.

E.15 T17-Painting Appreciation

The model’s responses often lack in the following
aspects: (a) Insufficient detail description. The
model tends to overlook or simplify details such
as texture, composition, and spatial hierarchy. (b)
Absence of specialized terminology. The model
struggles to accurately describe certain art terms
(e.g., “Pi Ma Cun,” “Tie Xian Miao”). (c¢) Weak
overall context. When integrating the scene and
narrative logic, the model may fragment or distort
the context. (d) Insufficient understanding of cul-
tural background. Some artworks’ historical and
cultural context (e.g., Emperor Huizong’s prayers
or the openness of Tang dynasty attire) are crucial
for appreciation, but the model may lack a deep
understanding or fail to effectively connect these
aspects.

E.16 T18-Author Identification

The identification rate for painters such as Dai Jin,
Sheng Mao, Wang Zhong, Fu Ru, Ye Fanglin, and
Zhou Kun is relatively low. Among them, works by
Dai Jin, Zhou Kun, and others consistently receive
lower scores.

E.17

The identification rate for dynasties such as the
Ming and Qing is relatively low. Similar to T11,
many models struggle to accurately identify the spe-
cific painting works corresponding to the images,
leading to difficulties in obtaining the associated
authorship and dynasty information.

T19-Dynasty Identification

E.18 T20-Title Identification

In paintings, works with lower recognition rates
mainly include: Wan Jing Chunxi, Chibi Tu,
Duju Tu, Huangzhong Changyue Tu scroll, Wan-
jia Chunyu, Jiaoshu Tu, Taibai Mountain Tu, etc.
Among them, we find that the model is less familiar
with the paintings in the “Wan Chun Jiging” album.

E.19 T21-Image-based Q&A

In this task, we mainly set questions including
counting, character profession and behavior, color
recognition, specific item search, pattern recogni-
tion, and other types of questions. Among these,
the model is least proficient in counting questions,
particularly those requiring precise answers about
specific objects (e.g., animals, seals, leaves, etc.).
Figure 30 presents sample model responses for
T21.

E.20 T22-Background Introduction

Paintings with lower recognition rates mainly in-
clude: Zhao Mengfu’s “Rider Painting,” Song
Huizong’s “Snowy River Returning Boat,” Shen
Zhou’s “Two Rivers Scenic Views,” Qiu Ying’s
“Peach Blossom Spring,” Li Song’s “Peddler Paint-
ing,” and Fu Baoshi’s “Erxiang Tu,” among others.
These works have a certain level of fame, and the
model has a basic understanding of the paintings’
titles and key information. However, the model
is less familiar with the contextual background of
these works, especially the stories and imagery as-
sociated with them.

E.21 T23-Painting Technique

As shown in Figure 16 (d), for the three painting
techniques, the highest error rate is for the option
“Ink wash,” followed by meticulous style painting,
and finally freehand brushwork painting.

E.22 T24-Source Identification

We select representative albums as questions,
mainly including: Xingxing Erbashi Shensheng
Tu, Mofa Jiyao Tu Juan, Jiuxia Anhe Tu Ce, Shier
Jinyi Jing Tu Scroll, and others. Among these, the
model has lower recognition rates for works such
as: Wan Chun Jiging, Momeiao Zhulin, Bafeng
Tiaoyu Tu Ce, and Porcelain Zhi Yun Tu.

In all identification tasks within the painting sub-
domain, the model performs poorly mainly in au-
thor identification and source identification, fol-
lowed by dynasty identification.
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E.23 T25-Painting Description

In painting description, works with lower scores
mainly include: Four Scenery Mountain and Water
Scroll, Chushi Beijiang Scroll, Han Xizai Night
Banquet Scroll, You Ran Jian Nanshan, and Zhong
Kui Rainy Night Outing Scroll, among others.
The model’s low score in answering these paint-
ing description questions has several main reasons:
(a) Inadequate details. These questions require the
model to describe specific details and content of
the artwork. Often, only general answers are pro-
vided, lacking in-depth analysis of the composition,
character activities, background details, and other
aspects. If descriptions are too simplistic, they
may fail to fully capture the richness and depth
of the work, affecting the score. (b) Language ex-
pression issues. While the model’s responses can
effectively convey the theme of the painting, the
language may sometimes lack fluency or vividness,
missing the nuanced visual depiction. An excel-
lent painting description should enable readers to
“see” the artwork rather than merely summarize its
content. Additionally, some model responses are
overly brief and vague, applying the same phrasing
to most artworks, which fails to provide specificity.

E.24 T26-Painting OCR

In painting OCR, works with lower scores mainly
include: Porcelain Zhi Yun Tu and Momeiao
Zhulin. Among these, the painting section in Porce-
lain Zhi Yun Tu occupies a large portion, while text
accounts for a very small part. As a result, the
model is easily influenced by the visual content,
making it difficult to capture the finer textual de-
tails.

E.25 T27-Work Introduction

Works with lower scores mainly include: Fu Zui
Tu, Nii Le Tu, Song Wang Kui Ying Shan Tu, Hu
Tinghui Chunshan Fanzhou Tu Scroll, Bie Yuan
Gualan Tu, and Qingxi Yinma Tu, among others.
The model performs well on more well-known
paintings (e.g., Niishi Zhen Tu, Erjun Tu, Xuejing
Hanlin Tu). However, for works with lower scores,
the model has difficulty identifying the titles of the
works, and responses are often too broad. Figure 31
presents sample model responses for T27.

E.26 T28-Oracle Bone Script OCR

The oracle bone OCR task is highly challenging,
with the overall score rate for the model approach-
ing zero. Only a few simple oracle bone characters

have an average score rate above zero, such as: £,
Wy, %, /], &, 46, T, &, 7, B, H, among others,
totaling 36 characters. The remaining 111 charac-
ters have an OCR score of zero. Figure 32 presents
sample model responses for T28.

E.27

The model performs poorly in interpreting certain
characters, including: x, O, 2F, I, etc.

The poor performance can be attributed to the
following reasons: (a) Lack of sufficient knowl-
edge of pictographic characters. The model strug-
gles with understanding the historical and cultural
context of oracle bone shapes and meanings, mak-
ing it difficult to accurately reconstruct the origins
and evolution of pictographic characters. (b) Lim-
ited semantic reasoning ability. Interpreting pic-
tographic characters requires in-depth reasoning
that combines shape features with abstract mean-
ings, an area where the model performs poorly. (c)
Some oracle bone structures are complex, making
it difficult for the model to accurately interpret their
pictographic meanings.

T29-Pictographic Decoding

E.28 T30-Seal OCR

The model performs poorly on many questions.
The main reasons include: (a) Complex shapes.
The characters in seals often have unique seal carv-
ing styles, with intricate brushstrokes and diverse
forms, making them difficult to accurately interpret.
(b) Deformation and irregularity. Seal characters
may be distorted, have broken strokes, or exagger-
ated brushstrokes due to carving techniques, which
increases the difficulty of recognition. (c) High-
density arrangement. Seal text is often densely
packed, with small character spacing, leading to
segmentation errors or confusion.

Figure 33 presents sample model responses for
T30.

E.29 T31-Owner Identification

The characters with lower identification rates
mainly include: Li Shihang, Huang Zhou, Jin Yue,
Ning Fu Cheng, Jin Cheng, He Zuopeng, and oth-
ers.

The reasons include: (a) Difficulties in shape
recognition. To identify the owner of a seal, it is
necessary to first recognize the textual content asso-
ciated with the seal. The complex and diverse styles
of seal fonts make it challenging for the model to
accurately interpret the text. (b) Ambiguous fea-
ture matching. Identifying the identity of a person
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requires matching seal text with options, but seals
may lack obvious visual indicators. (c) Limited
information. Isolated seal texts often provide insuf-
ficient information, requiring a robust knowledge
base to accurately interpret them.

E.30 T32-Name Identification

The task of identifying cultural relic names is rela-
tively simple, with the model achieving high overall
performance, even reaching 100% accuracy with
GPT-40 (OpenAl, 2024). The cultural relic names
with higher error rates mainly include: Guandi Sit-
ting Statue, Anyang Pingjian Cloth, Ding Chou
Jinshi, Qingxu Family Mountain and Water Fan,
and Qing Qianlong Tiantao Jiuru Red and Black
Ink, among others.

The model performs well due to the following
reasons: (a) The format and structure of cultural
relic names are relatively standardized. Naming
cultural relics often follows a fixed descriptive pat-
tern, such as dynasty, material, and purpose, which
facilitates model identification. (b) High semantic
clarity. Cultural relic names have unique seman-
tic features that distinctly differentiate them from
language patterns in other fields, reducing ambigu-
ity. (c) Clear task options. Options provide clear
distinctions, offering a well-defined benchmark for
comparison. (d) Cultural relic data is more preva-
lent compared to data in other fields, making it
easier for the model to learn relevant knowledge
from training data.

E.31 T33-Dynasty Identification

The model has a high error rate for cultural relics
from the Ming dynasty, followed by the Qing dy-
nasty, Eastern Han, and others.

The model performs poorly due to the following
data types: (a) Lack of distinct features. Some cul-
tural relics may lack clear dynasty features, such as
material, style, or craftsmanship, making it difficult
to distinguish between different dynasties. (b) Sim-
ilar dynasties. For certain dynasties, such as Ming
and Qing, there may be many similarities in the
appearance of cultural relics, making it challenging
for the model to make accurate distinctions.

E.32 T34-Collection Identification

The model performs moderately in this task, with
no significant difference in identification accuracy
across different museums.

The main reasons include: (a) Insufficient vi-
sual information. Features of the collection are

not adequately represented in the artifact images,
making it difficult for the model to make accu-
rate distinctions based on these details, requiring
a strong knowledge base. (b) Repetitive artifact
features. Many artifacts have similar appearances,
making it challenging for the model to differentiate
their origins.

E.33 T35-Cultural Relic Introduction

Cultural relics with lower scores mainly include:
Terracotta Warriors, Wu Ling Clay Figurines, Mod-
ern Liang Qichao Letter Roll, Ink Bamboo Stone
Scroll, White Script Stone Seal “Wu Junqing”,
among others.

We find that the model performs well for very
famous cultural relics (e.g., Galloping Horse Statue,
King Goujian Sword, Zeng Houyi Bell, Four Sheep
Square Zun, etc.), but performs worse for less well-
known relics. In fact, for cultural relics with lower
scores, the model may even incorrectly identify the
type of relic.

Figure 34 presents sample model responses for
T35.

E.34 T36-Cultural Relic Classification

The task of classifying cultural relics is relatively
straightforward, and the model generally performs
well. The reasons for this include: (a) Clear classifi-
cation. Cultural relic types and categories typically
follow standardized classification criteria, allowing
the model to identify them based on these clear
standards. (b) Distinct category differences. Differ-
ent categories of cultural relics exhibit significant
differences in form, material, and use, making it
easier for the model to distinguish them based on
these visual features. (c) Rich visual features. Cul-
tural relics have unique appearance characteristics
in different classifications, making it effective for
the model to use these features for identification.

In the identification tasks within the cultural relic
subdomain, name identification performs the best
on average, followed by cultural relic classifica-
tion. Collection identification performs the worst
on average.

E.35 T37-Illustration OCR

The lower-scoring questions mainly come from
Dream of the Red Chamber, Ben Cao Gang Mu,
and Wu Bei Zhi.

The main reasons include: (a) The model is eas-
ily disrupted by illustrations, making it difficult
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to focus on the textual portions, especially illustra-
tions from Dream of the Red Chamber. (b) Some of
the characters in illustrations are in traditional Chi-
nese, making the shapes more complex or blurry,
leading to difficulties in recognition. (c) The read-
ing order of text in illustrations is inconsistent with
modern conventions.

Figure 35 presents sample model responses for
T37.

E.36 T38-Illustration Description

The lower-scoring questions mainly come from
Shan Hai Jing and Tiangong Kaiwu.

The main reasons include: (a) Unique illustra-
tion style. The illustrations in Shan Hai Jing are
bold and exaggerated, with abstract details, while
Tiangong Kaiwu features densely detailed and in-
tricate linework. The model may struggle to accu-
rately understand and describe these illustrations.
(b) High background knowledge requirement. Un-
derstanding the illustrations in Shan Hai Jing and
Tiangong Kaiwu requires a certain level of histori-
cal and cultural knowledge, which the model may
not fully grasp, leading to imprecise descriptions.
(c) Complex subjects. Illustrations often include
mythological, natural, and abstract elements, mak-
ing it challenging for the model to describe these
intricate and symbolic images accurately.

E.37 T39-Entity Introduction

The lower-scoring questions mainly involve the
identification of person entities (e.g., Liexian Wine
Plaque) and plant identification in Xinbian Leiyao
Tu Zhu Ben Cao.

The reasons include: (a) Difficulties in identify-
ing person entities. The figures in Liexian Wine
Plaque are often abstract or mythologized, requir-
ing a certain level of historical knowledge. (b)
Unclear plant features. In Xinbian Leiyao Tu Zhu
Ben Cao, plant representations are often simplified,
and there are many similar-looking plants, making
it challenging for the model to accurately differenti-
ate and identify them. (c) High domain knowledge
requirement. These images involve specific histori-
cal backgrounds, cultural symbols, and botanical
knowledge, necessitating not only entity recogni-
tion but also the knowledge of related information.

E.38 T40-Image-to-Poem Matching

The model’s overall performance is moderate, with
four data points showing significantly lower accu-
racy.

The reasons include: (a) The natural elements
and emotional descriptions in the poetry are rich,
involving concepts like flowers, wind, and moun-
tains, which require higher understanding. (b) The
images include multiple elements or layers, mak-
ing them complex, and the model struggles to ac-
curately match the images with the corresponding
poetry. (c) There is strong ambiguity between the
options for these four data points.

E.39 T41-Source Identification

The identification rate for illustrations from Yin
Shan Zheng Yao is relatively low.

The reasons include: (a) The illustrations in Yin
Shan Zheng Yao primarily depict food-related con-
tent, with relatively simple visual features and no
significant visual differences, making them suscep-
tible to misidentification with other similar themes,
such as those in Ben Cao Gang Mu or Mao Shi
Pin Wu Tu Kao, which also cover plants and food-
related topics, leading to higher distractor rates.
(b) Other types of illustrations require the model
to have a certain level of background knowledge,
leading to additional errors.

E.40 T42-Topic Classification

In this task, the model often confuses the cate-
gories of “story” and “character.” The reason is
that the model finds it challenging to distinguish
whether the illustration focuses on “portraying a
specific story” or “depicting a specific character.”
The task has a high overall performance, with the
model demonstrating a relatively good level of per-
formance, largely because the classification is not
overly difficult.

E.41 T43-Image-to-Person Matching

The high error rate in this task may be attributed
to: (a) The historical or legendary figures involved
in these questions are complex and may appear
in different cultural contexts and historical events.
The features in the images may not be sufficiently
intuitive, making it challenging for the model to
accurately match the characters. (b) Some illustra-
tions of figures are quite ambiguous, especially for
characters like “Yang Guifei,” “Yizhu,” or “Xiang
Zhong.” (c) Certain options in the task require the
model to identify typical visual clues, such as cloth-
ing, posture, etc., which increases the difficulty of
making accurate judgments.
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E.42 T44-Plot Introduction

We select Journey to the West and Strange Sto-
ries from a Chinese Studio as representative topics.
Compared to Journey to the West, the overall accu-
racy rate is lower.

The reasons include: (a) Journey to the West is
a richly detailed and complex classical novel with
numerous storylines, many of which may carry
strong cultural backgrounds or symbolic meanings,
making it challenging for the model to accurately
match illustrations with specific content. In con-
trast, Strange Stories from a Chinese Studio con-
sists of individual stories, making the task less dif-
ficult. (b) Compared to Strange Stories from a
Chinese Studio, the illustrations in Journey to the
West are more abstract, which hinders the model
from accurately capturing and describing specific
storylines.

E.43 T45-Image-based Q&A

The questions with lower accuracy rates include:
(a) Topics that involve abstract content or excessive
detail, such as “What is the person in the image
doing?” These types of questions require the model
to accurately extract and understand details from
images, which presents a challenge. (b) Some ques-
tions, like “How many layers are there of objects
in the image?” or “How many nails are there on the
large pry in the image?” require precise counting
and spatial recognition abilities, which are com-
plex tasks for image understanding. (c) Certain
questions involve specific cultural backgrounds or
symbols that are not easily interpretable (e.g., “Zi-
wengui,” “Tianxiang”), potentially making it dif-
ficult for the model to understand the context and
provide accurate answers.

Figure 36 presents sample model responses for
T45.

F Supplementary Experiments and
Analysis

F.1 Human Performance Baseline

In the evaluation results of MCS-Bench, the hu-
man performance baseline reaches 68.24, which
is significantly higher than the scores of all cur-
rent mainstream MLLMs, outperforming the best-
performing model by 18.92 points. This indicates
that there remains substantial room for improve-
ment in the CCS domain. Although some mod-
els perform comparably on a few individual tasks,
none surpass the 50-point threshold overall. This

Model Overall
Qwen2-VL-72B-Instruct  44.56
GPT-40 44.72
InternVL2.5-26B 45.92
Gemini-2.0-Flash 46.19
InternVL2.5-38B 46.55
InternVL2.5-78B 49.32
Human Baseline 68.24

Table 7: Comparison of the human baseline and the top
six MLLMs on MCS-Bench.

suggests notable limitations in their ability to com-
prehend ancient texts, recognize calligraphic styles,
interpret visual details, and grasp cultural contexts.
The performance of models fluctuates particularly
in tasks requiring cultural background knowledge,
visual-semantic integration, and complex reason-
ing.

The human baseline is derived from responses
to the entire set of benchmark tasks, completed by
two graduate students majoring in electronic infor-
mation, each scoring 120 or above in the Chinese
language section of the national college entrance
examination (Gaokao). With solid literary com-
petence and multimodal comprehension abilities,
they represent a general population with basic hu-
manities literacy. We deliberately select evaluators
without specialized backgrounds in classical stud-
ies to ensure a more representative human bench-
mark while avoiding inflated scores due to expert
knowledge. This setup allows for a more accurate
reflection of the current performance gap between
MLLMs and human-level capabilities in the CCS
domain.

F.2 OCR+LLM Performance Baseline

We conduct experiments to validate the effective-
ness of the OCR+LLM paradigm as a baseline
for our benchmark, which emphasizes OCR-heavy
tasks.

First, we evaluate the OCR performance of
two tools: PaddleOCR (Baidu, 2021), a general-
purpose OCR system, and KanDianGuli (Guli,
2023), which is specifically designed for ancient
Chinese texts. In the “ancient texts” subdomain,
PaddleOCR achieves an OCR accuracy of 49.69,
while KanDianGulJi significantly outperforms it
with a score of 83.68. This substantial gap high-
lights the necessity of domain-specific OCR solu-
tions for handling historical documents.

Table 8 presents the BLEU scores of three LLMs
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Model GT KanDianGuJi PaddleOCR
Qwen2.5-7B-Instruct 16.84 14.77 6.76
InternL.M3-8B-Instruct 13.13 11.26 4.29
LLaMA3-Chinese-8B-Instruct  1.69 1.61 0.79

Table 8: Performance of the OCR+LLM paradigm on the T2 task (Metric: BLEU).

Model BLEU
Qwen2.5-VL-7B-Instruct 2.50
Qwen2-VL-7B-Instruct 1.51
InternVL2.5-8B 1.36
MiniCPM-LLaMA3-V-2.5  0.05
Gemini-2.0-Flash 10.36
Gemini-1.5-Pro 10.13

Table 9: Performance of direct use of MLLMs on the
T2 task.

given the outputs from the two OCR tools as well as
the ground truth (GT). The results show that Kan-
DianGuli consistently leads to better translation
performance than PaddleOCR across all models,
confirming the strong impact of OCR quality on
downstream tasks.

Among the evaluated LLMs, Qwen2.5-7B-
Instruct (Yang et al., 2024b) consistently achieves
the highest BLEU scores, demonstrating its supe-
rior capacity for ancient text translation compared
to InternLM3-8B-Instruct (InternL.M, 2024) and
LLaMA3-Chinese-8B-Instruct (Joint Laboratory
of HIT and iFLYTEK Research, 2024).

Table 9 compares these OCR+LLM results with
direct image-based translation performed by sev-
eral MLLMs. The OCR+LLM paradigm yields
substantially higher BLEU scores, highlighting the
advantage of decoupling text recognition and lan-
guage understanding for this task.

In summary, the combination of high-quality
OCR with powerful LLMs not only improves trans-
lation performance but also establishes a strong and
interpretable baseline for OCR-related tasks within
the benchmark.

F.3 Slow-Thinking Model Performance

To investigate the underperformance of slow-
thinking models, we conduct a series of compara-
tive experiments and qualitative analyses.

We select three representative multimodal slow-
thinking models and compare them with their re-
spective baseline counterparts.

As shown in the table 10, Gemini-2.0-Flash-

Model OverAll
Gemini-2.0-Flash 46.19
Qwen2-VL-72B-Instruct 44.56
Gemini-2.0-Flash-Thinking-Exp  48.14
QVQ-72B-Preview 42.54
LLaMA-3.2V-11B-CoT 30.11

Table 10: Comparison of slow-thinking and baseline
models on MCS-Bench.

Thinking-Exp (Google, 2024) slightly outperforms
Gemini-2.0-Flash (Google, 2024), suggesting that
stronger slow-thinking models can yield marginal
gains through additional reasoning, particularly
in multiple-choice and appreciation-related tasks.
In contrast, QVQ-72B-Preview (Qwen, 2024) per-
forms worse than Qwen2-VL-72B-Instruct (Wang
et al., 2024a), and LLaMA-3.2V-11B-CoT (Xu
et al., 2024a) performs significantly worse overall.
These results indicate that weaker slow-thinking
models tend to “overthink,” leading to answer fluc-
tuations and degraded performance. Manual in-
spection reveals that such models often fail to fol-
low instructions precisely and frequently oscillate
between correct and incorrect options.

Regarding instruction-following capability, we
observe substantial deficiencies in weaker slow-
thinking models, such as irrelevant analysis of
options and failure to follow explicit prompt con-
straints (particularly evident in the QVQ series). In
contrast, stronger slow-thinking models (e.g., Gem-
ini) show clear improvements in instruction adher-
ence. Despite occasional issues such as mixed-
language outputs or formatting errors in entity
recognition, they achieve significantly better over-
all alignment with task requirements.

F.4 Analysis of Model Performance
Bottlenecks in Ancient Chinese Text OCR

In the CCS domain, tasks such as ancient Chinese
text OCR require models to output classical Chi-
nese text. Poor performance in these tasks results
primarily from a lack of CCS-specific knowledge
rather than insufficient general Chinese language
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ability.

Classical Chinese processing demands both
fundamental Chinese proficiency and specialized
knowledge related to ancient texts, including pho-
netic loan characters, variant characters, and seman-
tic interpretation. Therefore, models with strong
modern Chinese capabilities still require domain-
specific knowledge to handle the complexity of
classical Chinese.

Table 3 shows that Molmo-7B (Deitke et al.,
2024) and Qwen2-VL-7B-Instruct (Wang et al.,
2024a) are both based on Qwen2-7B-Base (Yang
et al., 2024a), which has strong Chinese language
ability. Differences in data and fine-tuning meth-
ods lead to significant forgetting of CCS-specific
knowledge in Molmo-7B, causing poor perfor-
mance. Additionally, Chinese-LLaVA-CLLaMA2
(LinkSoul, 2024), although fine-tuned on Chinese
data, achieves a score of only 13.47 in the ancient
Chinese text domain.

F.5 Discussion on Dataset Biases and Their
Impact in Certain Tasks

In this section, we address potential biases present
in the dataset and their possible effects on model
performance.

(a) In the T13 task (Font Identification), each cat-
egory—Kai, Xing, Cao, Zhuan, and Li—contains
25 samples. In the T14 task (Genre Identification),
the categories Ou, Liu, Yan, and Zhao contain 40,
25, 27, and 26 samples, respectively. Although
there is a slight imbalance in sample distribution,
the overall differences are minor and do not signifi-
cantly distort the dataset’s representativeness.

(b) The error rates for T13 categories are 52.0%,
65.9%, 62.4%, 79.4%, and 66.4%, respectively.
Given the balanced class distribution, these results
reflect the model’s relatively weaker performance
on Zhuan script recognition. For T14, the error
rates are 67.4%, 79.9%, 68.1%, and 74.9%, respec-
tively. While the lower error rate for Ou script
slightly improves the overall metric, the model’s
varying performance across scripts reveals its ca-
pability limits in handling complex classification
tasks.

F.6 Evaluation of Multilingual and
Multicultural Models Supporting Chinese

We sample the dataset and select three multilingual
or multicultural models that support Chinese for
an initial evaluation. The experimental results are
shown in the table 11.

As a bilingual model, LLaVA-V1.6-34B (Liu,
2024) is fine-tuned with Chinese-English bilingual
instructions, allowing it to better understand bilin-
gual inputs. However, it still lacks sufficient CCS
domain knowledge. In contrast, Pangea-7B (Yue
et al., 2024), which is specifically designed for mul-
tilingual and multicultural tasks, performs well in
CCS due to specialized training focused on cultural
diversity. On the other hand, Maya-8B (Alam et al.,
2024) has limitations in parameter size and training
data, making it less effective in CCS-related tasks.

Based on the scores, models trained specifi-
cally for multicultural tasks clearly outperform gen-
eral multilingual models, indicating that culture-
specific training helps improve CCS task perfor-
mance. Additionally, we observe that Pangea-7B
performs well in Painting and Cultural Relic tasks
but relatively poorly in Ancient Chinese Text and
lustration tasks.

Model OverAll
LLaVA-V1.6-34B  29.33
Pangea-7B 34.18
Maya-8B 27.49

Table 11: Evaluation results of multilingual and multi-
cultural models supporting Chinese.

F.7 Performance Comparison Between
Multilingual and English-Centric Models

Model OverAll
Multilingual Models

Pangea-7B 34.18
Maya-8B 27.49
English-Centric Models
LLaVA-v1.5-7B 23.26
LLaVA-v1.5-13B 24.10
LLaVA-v1.6-Mistral-7B 23.43
LLaVA-v1.6-Vicuna-7B 24.46
LLaVA-v1.6-Vicuna-13B 23.62

Table 12: Performance comparison of multilingual and
English-centric models.

We select open-source multilingual models and
compare them with English-centric models. The
performance results are shown in the table.

(a) Overall, multilingual models significantly
outperform English-centric models, suggesting that
they are better at capturing CCS-specific terminol-
ogy and cultural nuances in both linguistic expres-
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sion and cultural background.

(b) At a more granular level, multilingual models
achieve the largest performance gains in Calligra-
phy, Painting, and Cultural Relic tasks, primarily
benefiting from the integration of cross-linguistic
data and visual information, which helps them learn
different artistic and cultural styles.

(c) Although classical Chinese falls within the
multilingual category, its unique grammar and his-
torical context require specialized training on clas-
sical texts. Since current multilingual models lack
sufficient training in this area, they do not show a
clear advantage in Ancient Chinese Text tasks.

F.8 Impact of OCR and Knowledge on Model
Performance

As shown in Figure 5, although inputting accu-
rate OCR results (Setting 3) significantly improves
the average performance of models on tasks T2
to T6, the overall metrics of four representative
models under this setting remain low and far from
ideal. This indicates that MLLMs themselves ex-
hibit clear deficiencies in cultural knowledge and
comprehension ability within the domain of ancient
texts, constituting the primary performance bottle-
neck. In contrast, limitations in OCR capability
negatively affect performance to some extent but
represent a relatively secondary factor. Therefore,
enhancing the models’ knowledge capacity is the
key path to advancing this field, while improve-
ments in OCR technology serve as an essential
foundation to ensure input quality and support per-
formance.
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https://www.baidu.com/

https://www.shuge.org/

https://www.baidu.com/

https://www.shuge.org/
http://query.clen.net.cn/GJAndST/gjct1.htm
https://huggingface.co/Qwen/Qwen2.5-32B-Instruct
https://www.baidu.com/
https://huggingface.co/Qwen/Qwen2.5-32B-Instruct
https://www.shuge.org/

https://www.baidu.com/

https://www.shuge.org/
http://query.clen.net.cn/GJAndST/gjct1.htm
http://query.clen.net.cn/GJAndST/gjct1.htm
https://www.baidu.com/

https://www.baidu.com/

https://www.shuge.org/
http://query.clcn.net.cn/GJAndST/gjct1.htm

‘github.com/RomanticGod VAN/character-Evolution-Dataset

License

GPL-3.0

GPL-3.0

GPL-3.0

GPL-3.0

GPL-3.0

GPL-3.0

GPL-3.0

Baidu User Agreement
Open Source

Baidu User Agreement
Apache-2.0

Baidu User Agreement
Baidu User Agreement
Baidu User Agreement
Baidu User Agreement
Baidu User Agreement
Baidu User Agreement
Apache-2.0

Open Source

Baidu User Agreement
Apache-2.0

Open Source
CC-BY-4.0

Open Source
CC-BY-4.0

Open Source
CC-BY-4.0

Open Source
CC-BY-4.0

Baidu User Agreement
Apache-2.0

Baidu User Agreement
CC-BY-4.0

Baidu User Agreement
Apache-2.0
CC-BY-4.0

Baidu User Agreement
Apache-2.0

Baidu User Agreement
Open Source

Open Source

Baidu User Agreement
Baidu User Agreement
Baidu User Agreement
Baidu User Agreement
Apache-2.0

Baidu User Agreement
Baidu User Agreement
CC-BY-4.0

Baidu User Agreement
CC-BY-4.0

Open Source
Apache-2.0

Baidu User Agreement
Apache-2.0
CC-BY-4.0

Baidu User Agreement
CC-BY-4.0

Open Source

Open Source

Baidu User Agreement
Baidu User Agreement
CC-BY-4.0

Open Source

Table 13: The detailed source and generation methods of data for 45 Tasks. Please refer to Appendix B.3 for the

definitions of M1-M4.
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Question Format

ID Task Name MCQ QA Metric (Main) Metric (Others)
T1  Text OCR v CR?T ART, Edit Distance, F1-Scoref, PrecisionT, Recall{, BLEUT
T2  Classical Chinese to Modern Chinese v BLEU?T ROUGE-11, ROUGE-21, ROUGE-L1
T3  Punctuation v F1-Scoret Precision, RecallT
T4  Named Entity Recognition v F1-Scoret Precisiont, Recallf
T5  Word Explanation AccT -
T6 Reading Comprehension v Avg. (BERTScoreT+ANLS?T) BERTScoref, ANLST
T7  Source Attribution v Acct
Calligraphy OCR v CRT ART, Edit Distancel, F1-Scoref, Precisiont, Recallf, BLEUT
Calligraphy Appreciation v Avg. (BERTScoreT+ANLST) BERTScoreT, ANLST
Author Identification v AccT -
Dynasty Identification v Acct -
Title Identification v Acct -
Font Identification v Acct -
Genre Identification v Acct -
Work Introduction Avg. (BERTScoreT+ANLST) BERTScore], ANLST
Material Identification v Acct -
Painting Appreciation v Avg. (BERTScoreT+ANLST) BERTScoreT, ANLST
Author Identification v Acct -
Dynasty Identification v AccT -
Title Identification v Acct -
Image-based Q&A v AccT -
Background Introduction v Avg. (BERTScoreT+ANLST) BERTScoref, ANLST
Painting Technique v AccT -
Source Identification v Acct -
Painting Description v Avg. (BERTScoreT+ANLS?T) BERTScoref, ANLST
Painting OCR v CRT ART, Edit Distance/, F1-Scoref, Precisiont, Recallf, BLEUT
Work Introduction v Avg. (BERTScoreT+ANLS?T) BERTScoref, ANLST
Oracle Bone Script OCR v CRT ART, Edit Distance/, F1-Scoref, Precisiont, Recallf, BLEUT
Pictographic Decoding v Avg. (BERTScoreT+ANLST) BERTScoref, ANLST
T30 Seal OCR v CRT ART, Edit Distance/, F1-Scoref, Precisiont, Recallf, BLEUT
T31 Owner Identification v Acct -
Name Identification v Acct -
Dynasty Identification v Acct -
Collection Identification v Acct -
Cultural Relic Introduction v Avg. (BERTScoreT+ANLST) BERTScoref, ANLST
Cultural Relic Classification v Acct -
Tllustration OCR v CR?T ART, Edit Distance/, F1-Scoret, Precisiont, Recallt, BLEUT
Illustration Description v Avg. (BERTScoreT+ANLS?T) BERTScoref, ANLST
Entity Introduction v Avg. (BERTScoreT+ANLST) BERTScoref, ANLST
Image-to-Poem Matching v AccT -
Source Identification v Acct -
Topic Classification v AccT -
Image-to-Person Matching v Acct -
Plot Introduction v Avg. (BERTScoreT+ANLS?T) BERTScoref, ANLST
Image-based Q&A v Acct -

Table 14: The evaluation metrics and question formats corresponding to 45 tasks. “Main” represents the metrics
used in the main text, while “Others” indicates that these metrics are provided in the appendix.
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T1 XAOCR Text OCR

e

e

14
£ 5
it
i
Y

s

s gt ARG A 1 e oy BN Y SC A

ZOR: WU IRBIAR, AEAIHAMBTR N

e TPIATTIG I K (B RS R ¢ i _E TS e N\ Hb GG R S L S R
i 1 A s 7 s 7 ...

Q: Recognize the text content in the image following the ancient reading
order. Requirements: Please output only the recognition result without any
irrelevant content.

A SRR B €0 I 55 ) K B RAS S A Hb S T S L B R
JH8S ST i A s 7 e 5 BB ... (Recognized text content)

T2 X H#E Classical Ch-

inese to Modern Chinese

s gt AR I o S0 SCRR R E G 3L

ZOR: WM EE R AR, REAMETERAA.

e M, A SEOTRIREE, SMMETURICES. fr, X5
7, BRLARTASRA —4, WOMEZBENMKETE, W8,
HETUFIRHA. ..

Q: Translate the Classical Chinese text in the image into modern Chinese in
the order of ancient reading. Requirements: Please output only the translated
result without any irrelevant content.

A: Di Yu resembles the moon at its first rise. Consuming it frequently can
eliminate the need for grains. Ning, also written as “Chu,” produces red fruits
that, if consumed for a year, can rejuvenate the elderly, sharpen vision, and
even enable them to see spirits.......

} 2%t A
SRR
SEsREHALER
EREF b LER L
iitiith
priiaglhizg
R
ﬁ*g £!a‘/\§¢~§g
TN
i%% k%m;ﬁ%
ATER BEE L K
T3 4Ji2 Punctuation
S S o
Vi
Iy
W

e T AR B BN 4 ] e B S SR A 1455 o

2Rk BRI AARERA T, FEAMTERNEA.

% RURSEHZ L, FrEmd. WREE, BURRE, iz me, M
A GIEEWE, Frascd. B! “HEBE 2R REZBH, BA
RHEHERZRAL....

Q: Add punctuation marks to the Classical Chinese text in the image accor-
ding to the traditional reading order. Requirements: Please output only the
punctuated sentences without any irrelevant content.

A RDURIEE Z 0, Praliiti. IRHEEE, MURRIE, H2 R, K
ARSI, Frsct. WG “HEREZR. REZBZ, BN
AEFEF Z Jh...... (Punctuated sentences)

T4 fir B AR

Named Entity Recognition

e S B T SCE SO AT i 4 S o SR T S A S B iy
A, FhZ WSO S HTIRIT, AERAHMTERNE.
%: %%ﬁf—?\ ﬁjﬁ\ EEFH\ Jm:/A\‘ Ig%‘ 1%%

Q: Extract named entities from the Classical Chinese content in the image.
Requirements: Please output only the extracted named entities, separated by
Chinese commas, without any irrelevant content.

A: Ju Ge Xing, Ying Long, Wang Yang, Gong Gong, Guo Zi, Jia Bin

Fwn

Al BRI SCE SO R R R — I R R

A. #5%  B. RIA C. Rk D K%

R i R TR IR, A HA TG A

A

Q: The meaning of the word “&Z” in the classical Chinese text of the
image is?

A.Inherit B.Acknowledge C.Bear D.Endure

Requirements: Please only output the letter of the chosen option, without
any irrelevant content.

A A

Figure 17: Taskl to Task5 examples.
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T6 BUERER

Reading Comprehension

[l ARYEEGEA AN R B EEE R A7
e REEHROERAMEREHFAEIFEE L ESRRRS
WAL, RS A2, DL Rk R RIALE o

Q: Based on the image, answer the following question: What is the main
purpose of the memorial in Song Yi’s petition?

A: The main purpose of Song Yi’s petition is to advise the emperor not to
show excessive favoritism towards his uncles and brothers, such as the King
of Jinan and the King of Zhongshan. He should uphold the proper conduct of
a minister to maintain the order and rituals of the court.

-
|
X
=
E
F
»

1

" S 0 NS

T
I

REE TN,

.
Bl

® w
e d
=

L %

E % REENE HTE

=

e R E s RPN D

R REDERNBIE

3 e 3

EJERIENY
#lef ga
| & e X

ource Attribution

%

£

JAl: SXERE Jy o B R SCAC I A B A ?

A %6 B, IS C. ek D.

ZOR: FUR B IO B B R, R A TR A

%:. C

Q: Which book is the ancient text in this image from?

A. Shuoyuan B.HongmingJi C.Lunyu D.Lunheng

Requirements: Please only output the letter of the chosen option, without any

irrelevant content.
A: C

T8 F53:OCR Calligraphy OCR

LA
SR
A-as
Y
# T

e gt AR MR TR 0 P e B S
2R W AR, REAHMBIERNE
e Al g BT LSRR AT SRR AR A1 A SR R

Q: Identify the text in the image according to the ancient reading order.
Requirements: Please only output the recognition result, without any
irrelevant content.

B A3% A ALk g L B AT R R VRAR NS 0 SRAH R
N ﬂ (Recognized text content)
T9 FEREH s SRR EAE BT A

Calligraphy Appreciation

Fre RNy RERIBERILEIERRSRIHRIE, KPR
A, EERT. SRIOUTATET, ARESTHREZ L, ERL%
Wi, PHRBRKEEL......

(): Please provide an artistic appreciation of this calligraphy work.
A: “Pingfu Tie” is a representative work of cursive and clerical script by the
Jin Dynasty calligrapher Lu Ji. Its style is simple and unadorned, with
profound meaning. The entire piece consists of nine lines and eighty-four
characters, written with a blunt brush on hemp paper. The brushstrokes are
gentle and smooth, and the characters are slender, long, and upright

T10 fEHRH

Author Identlﬁcatlon

B 3 o I 36 e

T

wE N
PRI RNR R

;b;\a«t@&ﬂ-,‘iﬁ)‘&iﬁ

s

R

i

A SXMRTHEAE S R
A, F#2z B. B@M C. FEHE D, HkH
gjk SURTH GBI B 1 7 8, 1 BT A TR SR A

Q: Who is the author of this calligraphy work?

A. Wang Xizhi B. Zhao Mengfu C. Cai Xiang D. Guo Moruo
Requirements: Please only output the letter of the chosen option, without any
irrelevant content.

A: C

Figure 18: Task6 to Task10 examples.
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T BRI B R TR
Dynasty Identification A BT B. B C. R D it
K UIBSASI S, S
: D

(Q: Which dynasty was this calligraphy work created in?

A. Wei, Jin, and the Northern and Southern Dynasties B. Sui and Tang

C. Song Dynasty D. Yuan

Requirements: Please only output the letter of the chosen option, without any
irrelevant content.

A: D

A1 IXWRATEAE S AR AT 47

A. F4EM B ABEE  C FREINM D, FHub

gsz S SR TXT L R, AN A TS I
: D

(): What is the title of this calligraphy work?

A. Tongnian Tie B. Zishu Gaoshen C. Li Sixun Stele D. Xia Re Tie
Requirements: Please only output the letter of the chosen option, without any
irrelevant content.

y A: D
T13 FRE) Al XA YRR A
Font Identification A, 48 B. #P C.H#P D.i7H E. HEP
=14 BRI B AR, AN B RS

%: D
Q: Which script style is used in this calligraphy work?

A. Seal Script B. Regular Script C. Clerical Script

D. Running Script  E. Cursive Script

Requirement: Please only output the letter of the chosen option, without any
irrelevant content.

A: D
T14 FEIRAH e ST A T T R 74
Genre Identification A. Btk B. Bk C. #4k D. Wik
g*: USRI B AR, R B AR TG R I
: B

Q: Which regular script style is used in this work?

A.Yan Style B.OuStyle C.Zhao Style D. Liu Style

Requirement: Please only output the letter of the chosen option, without any
irrelevant content.

A: B
W“lfffﬂf' gf. A R
ork Introduction IR UM RAREM R, J6iF, 5]

Fo FEAEER, WRIEMBUA T b b S A64 KREBHENETT,
BRI B2 Bk

Q: Introduce this calligraphy work.

A: This work, titled Cangzhen Tie, is a cursive and running script piece by
Huai Su, consisting of six lines and 51 characters. In this piece, Huai Su
narrates in detail his journey northward to seek guidance in calligraphy from
various masters, particularly his process of learning from Yan Zhenqing......

Figure 19: Taskl11 to Task15 examples.
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T16 #EIRAI sl

Material Identification A. éﬂ?lﬂ? Mgf ! Cv %A D A

TR U RN R R, R A TE S I
A

What is the material of this painting?
A.Paper B.Silk C.Satin D.Rubbing
Requirement: Please only output the letter of the chosen option, without any
irrelevant content.

A
T17 SEHER BT — FX R E A
Painting Appreciation CEEBEEY R—E % R AR AN S AR R

Ei 2R T 24 R BER Ak, EREAKKAR LU Wasa”
Bk, KM, GREERYE, EFHER......

Appreciate this painting.

Sketches of Rare Birds and Animals is a masterpiece that vividly depicts
creatures of nature with fine lines and rich colors. The painting features 24
species of insects, birds, and turtles, rendered on a small silk canvas using the
“double-outline and color-fill” technique. The lines are delicate and strong,
and the colors are layered with subtle gradations, creating a lifelike effect......

T18 fEHIRZI
Author Identification

AR 1R B AR R

A. BE B, %kFE C R D #R

ZOR: FUH BT BT, B A TR A
D

Who is the author of this painting?
A.LiMo B. Shen Roujian C. Xiao Zhao D. Xu Beihong
Requirement: Please only output the letter of the chosen option, without any
irrelevant content.

D

T19 BRE]

Dynasty Identification SR AR QIR I TR

A B.fF C.4& D
ZOR: FURH BT R PR, B A TR A
D

‘Which dynasty was this painting created in?
A.Liao B.Tang C.Jin D.Qing
Requirement: Please only output the letter of the chosen option, without any
irrelevant content.

D
T20 #REEIRZY 3 1 1 ) R4 R
Title Identification A. FEEE By ZE)SE C mHEILEE D, SR BRE

ZOR: U B DO R RE, B A TR A
C

What is the title of this painting?
A. The Red Cliffs B. Three Visits to the Thatched Cottage
C. Clouds and Mountains  D. Sunflowers and Butterflies
Requirement: Please only output the letter of the chosen option, without any
irrelevant content.

C

Figure 20: Task16 to Task20 examples.
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T21 W W&
Image-based Q&A

T22 ERNA

Background Introduction

T23 Lmk

Painting Technique

T24 AL

Source Identification

T25 LE#R

Painting Description

B m 7 LR 57 5 M P AR R .
12

How many birds are depicted in the image? Please answer with an
Arabic numeral.
12

S — I IR o
KRBT R SRR T Y iR, WRAE DB, THEHM
BRI IEAFAR S T T A

Introduce the background of the creation of this painting.

The urban development of the Song Dynasty broke through the tradition-
al block-and-market system, with the lives of citizens becoming increasingly
diverse. Market transactions were frequent, and peddlers played an important
role in economic activities......

M B, X mE T

A. TZmE B, k#@ C. 5EE

ZOR: U BT R PR, B A TE R A
C

From a technical perspective, what type of painting is this?
A. Gongbi Painting B. Ink Wash Painting
C. Freehand Brushwork Painting
Requirement: Please only output the letter of the chosen option, without any
irrelevant content.
C

IX M2 w4 il R EL?

As FHIEM B JLEZRREN

Cv THHLIR Dy + AR E

R UM BTN LR, B A TE R
A

Where is this painting from?
A. The Collection of Immortals B. The Nine Summers An He Scroll
C. The Collection of Ten Thousand Springs
D. The Twelve Imperial Prohibitions Scroll
Requirement: Please only output the letter of the chosen option, without any
irrelevant content.
A

ik — FX i E 2 E R A

XRE CHHMAR)E B BT A8 H AT TR 5 MR Z R
o W RURMIREI AR, HohERATTIG S —f, BT
T O BTG ...

Describe the content of the painted portion of this artwork.

The painting Smoke-Ember Forest Dwelling depicts an elderly man
walking between a plank bridge and a narrow path. The background shows a
deep and serene mountain forest, with a corner of a house faintly visible,
creating a tranquil and profound atmosphere......

Figure 21: Task21 to Task25 examples.
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T26 £BFOCR Painting OCR

‘ ' 4 PR BRI $R 9 o 7

ke VR R, R E AT
P

EE LS

Identify the text in the image according to the ancient reading order.
Requirement: Please only output the recognition result, without any
irrelevant content.

F Y (Recognized text content)

| L RREsaN f\f"
27 FEEA R e
Work Introduction ﬂ'i‘ H— PRI E A R o

XAy CHUHENS > R B 5l A A A G, DL

FAOSBCETIbE . mAERI T — R R AT S i R R
Introduce this painting.
This painting, titled Maple, Hawk, and Pheasant, is a silk painting by the

Southern Song Dynasty artist Li Di, currently housed in the Palace Museum

in Beijing. The artwork depicts a tense scene where a falcon angrily stares at

a pheasant fleeing in panic......

T28 HELOCR o
Oracle Bone Script OCR e SR e R SORE RIEASDLF o

ZoR: FURHIRBIB B FER, TR AT RN

M

Q: Identify the Chinese character corresponding to the oracle bone script in
the image.

Requirement: Please only output the identified Chinese character, without
any irrelevant content.

At i (Friend)

T29 RIBMHE [l AR B, AGRIEA R EIE Lo
Pictographic Decoding e R REEE, KM ETEBIRERRRAM, < FRMAM
TARBEAERM RN ALFRTRAK K Ry & LHATRE....
. A (Q: This oracle bone script represents “five.” Please explain its meaning
from a pictographic perspective.
A: “Five” is a pictographic character. The horizontal strokes at the top and
pu bottom represent heaven and earth, while the “X” symbolizes the inter-
weaving of the Yin and Yang energies in the space between heaven and earth.
Its original meaning represents the five elements—water, fire, wood, metal,

and earth—interacting with one another...

T30 HIZOCR Seal OCR

i) s AR BRSO3 1R ) P e B S SC R 2
2R REH NG R, REH AT R A
B Hwmz ek

Q: Identify the text on the seal in the image according to the ancient reading
order.

Requirement: Please only output the recognition result, without any irrele-
vant content.

A B2 8k (Recognized text content)

Figure 22: Task26 to Task30 examples.
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T31 AR5

Owner Identification

T32 ZHRH

Name Identification

T33 BRI
Dynasty Identification

T34 (RS

Collection Identification

T35 XPINA

Cultural Relic Introduction

7] s SXAMCER SR E N7

A. BRF B XA C. B D. #h&

2*:Rﬁﬂﬁﬁﬁﬁ%?ﬂ,$§ﬁﬂﬁﬁﬁimﬁo
: C

Q: Who is the owner of this seal?

A.LiFengzi B.LiuZidu C.LuXun D.LinShu

Requirement: Please only output the letter of the chosen option, without any
irrelevant content.

A: C

XA AR

A LR By DURRIRHTE

Cv GERGEIR Dy iHHK G

R U IO BB, B A TE R A
C

What is the name of this cultural relic?
A. Kui-patterned Square Gui B. Han Mo Fu Family Copper Seal
C. Interlocking Cloud-patterned Jade Ring
D. Copper Bell of the Qianlong Era, Year of Wu Yin
Requirement: Please only output the letter of the chosen option, without any
irrelevant content.
C

IXFEWRA I RS

A\ ® B. It C. H#uil D. ¥

TR S R IO B B PR, AN A TR A
D

What period is this cultural relic from?
A.Shang B.Yuan C.Early Spring and Autumn D. Qing
Requirement: Please only output the letter of the chosen option, without any
irrelevant content.

D

X AR SCHT B TR L

A PEEZEYE By BHLA T

Cv Mixtybe D J HEH W

TR FURH BT R PR, B A TE R A
A

Where is this cultural relic currently housed?
A. National Museum of China B. Zhejiang Provincial Museum
C. Nanjing Museum D. Guangdong Provincial Museum
Requirement: Please only output the letter of the chosen option, without any
irrelevant content.
A

PG —TFIXA W

XA B A ERREL, ALREbR, MATEX, D02
32.7JK, JRAF20. 1K, #EIE—MAHBAAEE, RS h
(E5)7 @210 LT 8 /N i3 R 17117 PO

Introduce this cultural relic.

This cultural relic is called the Stork Fish and Stone Axe Mural on a
Painted Pottery Jar. It is made of red pottery with a sandy texture, measuring
47 cm in height, 32.7 cm in diameter at the mouth, and 20.1 ¢cm in diameter
at the base. One side of the outer wall of the jar’s belly is painted with a stork
fish and stone axe mural, which is the earliest and largest discovered pottery
painting in China to date...

Figure 23: Task31 to Task35 examples.
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T36 W5

Cultural Relic Classification

T37 #HEOCR
Ilustration OCR
R 9

T38 #EEHER

T39 N4
Entity Introduction

& |

T40 BB 74y LA
Image-to-Poem Matching

I

XS )E T
A MRXCE B &4y C. MEE. 3R D,
ZOR: JUH BTN B PR, B A TE R A
B

Which category does this cultural relic belong to?
A. Documents and Archives B. Porcelain
C. Sculpture and Figurines D. Bronze Ware
Requirement: Please only output the letter of the chosen option, without any
irrelevant content..
B

A AR BT IR B B SO A
ZOR: FURHIRBISER, A2 TR N A
BERWH

Identify the text in the image according to the ancient reading order.
Requirement: Please only output the recognition result, without any
irrelevant content.

IR BT (Recognized text content)

XIEE S T A7
XIREE T — R R R A T S — SRR 1L T
%gﬁ%EE%%%&§%W$ﬂﬁmioEﬁ%@mﬁﬁﬁ%ﬁ,E

What does this illustration depict?

This painting depicts a serene late spring scene. On the left side of the
image is a thatched cottage built against a hillside, surrounded by dense trees
and shrubs. The roof of the cottage is covered with straw, giving it a rustic
and natural appearance...

A2 — IR e B AR

By RE. &E, WRRE, BhEGAE %S
P EBAYZ— . WRIWE TS REMERR, AHESLH, H
FEURRANGE, ANk, FERKEA.....

Introduce the entities depicted in this illustration.

The entity depicted in the illustration is Daiyu. Daiyu, or Lin Daiyu, is
one of the main characters in the Chinese classical masterpiece Dream of the
Red Chamber. She is the cousin of Jia Baoyu in the Grand View Garden.
Frail and sickly since childhood, she has a sensitive and delicate personality,
exceptional talent, and excels in poetry......

TR P AT AT AR #  ) dge DL L
A. (W) B, (AWK C. (&)
D. ZAMKR, ZHEME. WERKEL, BERER.
TR SUR BTN B B PR, AN A TR A
D

Which of the following verses best matches this illustration?
A. (Skipped) B. (Skipped) C. (Skipped)
D. “March is about to end, the empty room leaves the maiden alone. Her
arched eyebrows knit with sorrow, her silken hair remains uncombed.”
Requirement: Please only output the letter of the chosen option, without any
irrelevant content.

D

Figure 24: Task36 to Task40 examples.
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T41 HAERZ Xk E B RAR?
Source Identification A A¥4H B FHLEM C. RITHAY D. BiFmWEH
e Bk RO AR, R ISR
C

Which book does this illustration come from?
A. Compendium of Materia Medica B. Immortal Wine Cards

il C. The Exploitation of the Works of Nature
I D. Illustrated Study of Objects in the Book of Songs
1R Requirement: Please only output the letter of the chosen option, without any
L > 3 15 irrelevant content.
y"*\ 3 = C
T42 E@B3HK . N
Topic Classification A *EIX#Z& E]g] I%g? C. ¥ D. AW

ZoR: SUTH BT LR RE, B AT R A
B

What is the theme of this illustration?
A.Plants B. Stories C. Architecture D. Characters
Requirement: Please only output the letter of the chosen option, without any
irrelevant content.

B

T43 B AL XK I A A R 2
Image-to-Person Matching Al M, B B, 2R, &7 C. Bfi, 7 D. XK
SR R T B A, AN AR TGS I
C

Whose story is depicted in this illustration?
A. Qiao Qing, the Fisher Boy B. Granny Cai, the Prohibited Child
C. Lii Bu, the Scout D. Guan Sheng
Requirement: Please only output the letter of the chosen option, without any
irrelevant content.
C

T4d FEHAE SRRV <P , WA — F IO RO 1

BEX MR <THFADY BRI AN M.
T EHRAERIEE R, WA, X, —RKEaLE N IE
R, WREN EEREE....

This illustration is from Journey to the West. Please introduce the
corresponding plot of the story.

The illustration corresponds to the story of “The Old Turtle Carrying the
Four Monks Across the River” from Journey to the West. The plot is as
follows: The monk Xuanzang and his disciples arrive at the shore of the
Tongtian River, preparing to cross. At that moment, a golden-headed giant
turtle appears at the riverbank and offers to carry them across the river on its

Plot Introduction

back......
T45 HEH &
Image-based Q&A . .
5 g R LR E R AT 23047
& ®
ey ®

What animal is depicted on the weapon in the image?
Tiger.

Figure 25: Task41 to Task45 examples.
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Model T1 T2 T3 T4 TS T6 T7 MCQ QA OverAll

Closed-source Models

Claude-3.5-Sonnet 39.64 208 2450 13.73 72.27 4852 6897 70.62 25.69  38.53
Gemini-1.5-Pro 61.75 10.13 57.32 36.87 6992 5093 6759 68.76 4340 50.64
Gemini-2.0-Flash 7222 1036 47.89 32.17 68.75 50.73 77.93 7334 42.67 51.44
GPT-40 2790 191 1264 9.60 73.05 5464 6897 7101 2134 3553

Open-source Models
Chinese-LLaVA-CLLaMA2 149 0.15 046 0.02 2344 4737 21.38 2241 9.90 13.47

DeepSeek-VL2-Tiny 1833 086 1.71 0.02 4023 4893 4690 4357 1397 2243
DeepSeek-VL2-Small 530 0.03 010 047 30.08 44.02 31.03 30.56 9.98 15.86
DeepSeek-VL2 745 011 377 077 37.11 4579 4621 41.66 11.58  20.17
GLM-4V-9B 2271 136 6.64 437 60.16 5645 62776 6146 1831  30.64
InternVL2-4B 54.36 1.31 1.01 026 36.72 4449 4483 40.78 20.29 26.14
InternVL2-8B 59.39 120 271 558 6523 50.62 5862 6193 2390 3476
InternVL2-26B 56.69 125 487 1.00 5938 49.23 5586 57.62 22.61 3261
InternVL2.5-1B 48.82 123 084 049 5000 4870 4552 4776 20.02 27.94
InternVL2.5-2B 53.00 1.25 551 156 4883 4935 4207 4545 2213  28.80
InternVL2.5-4B 5620 145 1.64 560 6250 49.64 58.62 60.56 2291  33.66
InternVL2.5-8B 60.56 136 428 7.82 6953 53.72 60.69 65.11 2555 36.85
InternVL2.5-26B 63.80 1.84 1198 183 6797 5224 5793 6295 2634 36.80
InternVL2.5-38B 68.05 1.09 843 998 6641 5644 6621 6631 2880 39.52
InternVL2.5-78B 7519 205 842 17.18 71.88 5545 7034 71.11 31.66 4293
LLaVA-v1.5-7B 054 0.06 087 0.00 28.12 51.00 2552 2682 1049 15.16
LLaVA-v1.5-13B 076 0.08 030 0.00 2930 49.87 20.69 2500 1020 1443
LLaVA-v1.6-Mistral-7B 205 013 148 0.00 27.73 4753 2690 2732 1024 15.12
LLaVA-v1.6-Vicuna-7B 172 012 177 0.00 1992 4292 2621 23.07 931 13.24
LLaVA-v1.6-Vicuna-13B 1.71 012 1.81 0.00 2852 44.60 2138 2495 9.65 14.02
MiniCPM-V 066 0.10 242 0.00 4258 5736 2690 34.74 12.11 18.57
MiniCPM-V-2 149 011 095 0.10 4375 5471 3724 4050 1147 19.76
MiniCPM-LLaMA3-V-2.5 431 005 438 1.08 50.00 5021 36.55 4328 12.01 2094
MiniCPM-V-2.6 3098 085 267 289 66.80 5573 5241 59.61 18.62 30.33
Molmo-7B-D-0924 0.12 0.16 0.00 0.00 64.06 3732 2483 4445 1752 18.07
Molmo-7B-0-0924 0.00 0.00 000 0.00 2773 3748 2276 2525 17.50 12.57
Ovis1.5-Gemma2-9B 216 021 355 0.00 51.56 4650 2138 3647 1048 17.91
Ovisl.6-Gemma2-9B 349 016 819 020 5195 4420 40.00 4598 11.25 21.17
Qwen-VL-Chat 294 017 251 027 5352 5036 4138 4745 1125 21.59
Qwen2-VL-2B-Instruct 2099 1.14 348 1.07 49.61 55.62 53.10 5136 1646 2643
Qwen2-VL-7B-Instruct 45.67 151 9773 1282 68.75 57.70 6828 6852 2549  37.78
Qwen2-VL-72B-Instruct 59.51 229 1280 1990 73.05 5693 75.17 7411 30.29 4281
QVQ-72B-Preview 46.60 1.30 18.30 4.08 66.80 29.78 77.93 7237 20.01 34.97
Average 29.15 134 757 518 51.82 49.38 4733 4957 1852  27.39

Table 15: The main metrics for the Ancient Chinese Text subdomain.
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Model T8 T9 TiI0 Ti1 Ti2 Ti3 Ti4 Ti5 MCQ QA OverAll
Closed-source Models

Claude-3.5-Sonnet 40.25 4025 42.02 27.62 47.44 63.20 2458 46.46 4097 4232 4148
Gemini-1.5-Pro 1020 1020 43.70 32.38 53.02 52.80 3898 44.10 44.18 21.50  35.67
Gemini-2.0-Flash 27.64 2489 3445 36.19 6837 61.60 3729 26.85 47.58 2646  39.66
GPT-40 37.92 3792 37.82 3143 6744 7040 27.12 47.99 4684 4128 4475

Open-source Models
Chinese-LLaVA-CLLaMA2  1.50 1.50 22.69 2190 18.60 640 932 42.66 1578 1522 15.57

DeepSeek-VL2-Tiny 18.23 1823 27.73 40.00 44.65 29.60 27.12 45.84 33.82 2743 3142
DeepSeek-VL2-Small 20.74 20.74 30.25 3143 4093 17.60 27.12 34.10 2947 2519 27.86
DeepSeek-VL2 26.15 26.15 27.73 29.52 4326 1840 2542 3948 28.87 30.59 2951
GLM-4V-9B 2438 2438 3193 38.10 58.14 6640 27.12 4447 4434 31.08 39.36
InternVL2-4B 4797 4797 2857 3238 4744 28.00 2458 43.83 32.19 4659 37.59
InternVL2-8B 63.06 63.06 39.50 3429 5349 32.00 3390 43.07 38.64 5640 4530
InternVL2-26B 5297 5297 41.18 36.19 54.88 27.20 3220 43.79 3833 4991 42.67
InternVL2.5-1B 61.52 61.52 4034 4095 4930 33.60 30.51 45.66 3894 5623 4542
InternVL2.5-2B 41.62 41.62 33.61 40.00 58.14 31.20 2542 46.92 37.67 4339 39.82
InternVL2.5-4B 60.94 6094 4034 3429 69.30 37.60 28.81 46.52 4207 56.13 47.34
InternVL2.5-8B 60.42 6042 3193 3524 6651 4640 33.05 46.88 4263 5591 47.61
InternVL2.5-26B 57.03 57.03 43.70 44.76 67.44 4320 29.66 4479 4575 5295 4845
InternVL2.5-38B 5737 5737 44.54 3429 64.19 44.00 28.81 46.28 43.17 53.67 47.11
InternVL2.5-78B 68.73 68.73 44.54 37.14 76.74 44.00 29.66 43.66 4642 60.37 51.65
LLaVA-v1.5-7B 0.50 050 20.17 19.05 23.72 2240 29.66 4493 23.00 1531 20.12
LLaVA-v1.5-13B 0.85 085 3193 2095 24.19 20.00 23.73 4528 24.16 15.66  20.97
LLaVA-v1.6-Mistral-7B 206 206 2437 2095 24.19 1280 2797 4428 22.06 16.13 19.83
LLaVA-v1.6-Vicuna-7B 260 260 31.09 3238 2698 21.60 3051 4441 2851 1654 24.02
LLaVA-v1.6-Vicuna-13B 315  3.15 2353 2857 2558 1680 847 4379 2059 1670 19.13
MiniCPM-V 1.08 1.08 1933 3333 3256 39.20 21.19 41.07 29.12 1441 23.61
MiniCPM-V-2 561 561 3025 2857 39.07 33.60 2542 4295 3138 18.06 2638
MiniCPM-LLaMA3-V-2.5 836 836 26.05 40.00 44.65 4320 3390 44.14 37.56 2029  31.08
MiniCPM-V-2.6 15.69 15.69 38.66 36.19 5535 5200 3220 4446 4288 2528  36.28
Molmo-7B-D-0924 0.05 005 2521 3810 2698 1920 3559 3329 29.02 11.13 2231
Molmo-7B-0-0924 0.00 0.00 2437 2952 25.12 1680 3220 33.16 2560 11.05 20.15
Ovis1.5-Gemma2-9B .12 112 2689 2476 29.77 28.80 19.49 4529 2594 1584 22.15
Ovis1.6-Gemma2-9B 407 407 2437 2476 38.14 2320 29.66 44.44 28.03 17.53  24.09
Qwen-VL-Chat 9.56 956 3697 2476 3535 2880 2797 4734 30.77 22.15 2754
Qwen2-VL-2B-Instruct 2725 2725 3529 27.62 52.09 24.00 29.66 47.25 3373 3392 33.80
Qwen2-VL-7B-Instruct 33.18 33.18 3193 36.19 51.16 4320 2797 46.71 38.09 37.69 37.94
Qwen2-VL-72B-Instruct 3289 32.89 43.70 42.86 63.26 52.00 3644 4627 47.65 3735 43.79
QVQ-72B-Preview 45.67 44.14 36.13 40.00 66.05 52.00 36.44 43.10 46.12 4430 45.44
Average 26.28 26.16 32.89 32.61 46.85 3522 2836 4339 3519 3194 3397

Table 16: The main metrics for the Calligraphy subdomain.
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Model Ti6 T17 T18 T19 T20 T21 T22 T23 T24 T25 T26 T27 MCQ QA OverAll

Closed-source Models

Claude-3.5-Sonnet 61.07 46.71 6027 70.91 8095 58.18 43.50 62.50 64.58 5032 4563 48.66 66.71 4883  57.77
Gemini-1.5-Pro 76.51 4448 59.59 7455 8435 5455 4279 65.83 5833 4798 5274 4480 69.86 47.89  58.87
Gemini-2.0-Flash 79.87 29.33 7397 79.09 87.76 43.64 30.59 66.67 67.71 46.81 66.12 36.87 7585 4223  59.04
GPT-4o0 49.66 46.57 69.86 7455 8231 63.64 44.56 65.83 61.46 50.96 3558 50.55 6728 48.64 57.96

Open-source Models
Chinese-LLaVA-CLLaMA2 1342 41.86 27.40 29.09 30.61 20.00 40.91 2833 1042 4225 196 4371 2321 3178 27.50

DeepSeek-VL2-Tiny 5570 4628 41.78 59.09 57.14 49.09 42.62 4250 4375 49.56 25.66 47.92 4999 4352  46.76
DeepSeek-VL2-Small 21.48 3265 24.66 3091 4830 43.64 33.13 34.17 39.58 3837 15.16 39.34 3318 33.71 33.45
DeepSeek-VL2 41.61 35.17 26.03 33.64 6122 43.64 3795 4500 3854 4091 2033 4074 4101 3645 3873
GLM-4V-9B 5436 4570 63.01 63.64 8299 5091 43.13 5833 47.92 4887 39.60 50.06 61.71 4638  54.04
InternVL2-4B 3423 4249 39.04 43.64 6259 3455 33.61 41.67 43.75 4757 57.03 4737 4415 4377 4396
InternVL2-8B 65.10 43.79 6027 44.55 7551 41.82 4090 5833 50.00 4825 6532 4551 5896 47.60 5328
InternVL2-26B 65.77 44.01 6027 48.18 8299 49.09 41.01 61.67 53.12 49.12 6198 4671 62.00 48.65 5533
InternVL2.5-1B 4295 4495 43.84 6091 7483 3455 4155 51.67 3750 49.77 50.55 4870 5195 45.01 4848
InternVL2.5-2B 45.64 4528 4932 51.82 72779 41.82 4231 63.33 4479 50.62 56.65 48.68 54.62 47.56 51.09
InternVL2.5-4B 71.81 4591 5479 61.82 81.63 5455 4349 6833 5729 5091 66.15 5035 6595 51.89 5892
InternVL2.5-8B 7248 4424 5411 4273 8027 4727 4274 66.67 67.29 50.56 68.07 4881 6393 5028 57.10
InternVL2.5-26B 7248 4494 6781 5545 8435 5455 4147 5833 67.71 50.78 6825 4850 67.69 5141 @ 59.55
InternVL2.5-38B 73.15 4488 70.55 56.36 85.03 60.00 42.60 64.17 67.71 5094 70.46 50.00 69.50 53.15 6132
InternVL2.5-78B 63.76 4490 78.77 6545 83.67 63.64 41.19 70.00 70.83 51.09 7242 4698 72.08 5337 62.72
LLaVA-v1.5-7B 22.15 43.05 26.03 2091 2653 20.00 4252 29.17 28.12 4485 040 4729 2549 3302 2925
LLaVA-v1.5-13B 20.13 44.14 26.03 3091 2857 27.27 4191 3333 25.00 47.88 0.63 47.68 2733 3492 31.12
LLaVA-v1.6-Mistral-7B 24.83 4400 2192 18.18 2653 1636 40.62 29.17 2292 4640 323 4417 2393 3246 28.19
LLaVA-v1.6-Vicuna-7B 23.49 4457 30.82 30.00 3197 27.27 40.64 2833 27.08 47.44 1.08 4748 28.62 3475 31.68
LLaVA-v1.6-Vicuna-13B 24.16 4441 2945 2636 2449 23.64 4039 2750 2292 4755 132 4630 2581 3393 29.87
MiniCPM-V 50.34 4445 26.71 49.09 5850 38.18 41.67 4333 3333 44.68 055 4636 4355 3598 39.77
MiniCPM-V-2 4430 4432 39.04 5636 60.54 38.18 39.82 47.50 36.46 46.64 621 4414 4737 36,55 41.96
MiniCPM-LLaMA3-V-2.5  22.15 43.66 32.88 4545 5170 3455 4197 3750 41.67 4691 9.03 4521 3856 36.89 37.72
MiniCPM-V-2.6 70.47 4457 5753 7545 76.19 5091 39.84 6333 52.08 4698 41.07 45.16 6584 4475 5530
Molmo-7B-D-0924 4027 32.08 22.60 2636 27.21 7.27 3551 20.83 19.79 32778 0.03 3537 26.18 23.84 25.01
Molmo-7B-0-0924 4564 31.71 26.03 4455 2449 1.82 40.82 25.83 21.88 3201 0.00 3231 3140 23.11 27.26
Ovisl.5-Gemma2-9B 5570 4358 30.82 18.18 6122 49.09 43.08 55.00 29.17 4581 1.37 49.05 41.68 38.66 40.17
Ovis1.6-Gemma2-9B 4698 4449 28.08 1545 68.03 40.00 4252 60.00 37.50 48.78 4.46 4692 4267 37.86 40.27
Qwen-VL-Chat 4698 44.62 4041 60.00 5850 29.09 43.82 59.17 37.50 48.00 3.08 48.00 5043 36.10 43.26
Qwen2-VL-2B-Instruct 3691 4522 4452 51.82 68.03 38.18 4332 50.83 3646 49.18 3549 4922 4810 4343 4576
Qwen2-VL-7B-Instruct 63.76 4451 5137 3636 74.15 5273 44.01 4750 3854 50.62 54.12 50.02 5195 4933  50.64
Qwen2-VL-72B-Instruct 60.40 4294 6644 6545 8435 5455 4352 6583 6250 50.67 59.70 48.68 67.50 50.01 5875
QVQ-72B-Preview 64.43 4402 48.63 6091 86.39 49.09 40.51 6500 64.58 4560 41.67 4240 6499 4388 5444
Average 4930 42.82 4526 48.06 63.15 40.74 4099 5034 4405 4698 3252 4594 50.03 41.66 45.85

Table 17: The main metrics for the Painting subdomain.
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Model T28 T29 MCQ QA OverAll

Closed-source Models

Claude-3.5-Sonnet 544 42.80 - 2412 24.12
Gemini-1.5-Pro 2.72 4479 - 23.75  23.75
Gemini-2.0-Flash 5.44 37.06 - 21.25  21.25
GPT-40 340 47.57 - 2549 2549
Open-source Models
Chinese-LLaVA-CLLaMA2 0.00 43.39 - 21.70  21.70
DeepSeek-VL2-Tiny 2.04 40.60 - 2132 21.32
DeepSeek-VL2-Small 340 31.57 - 1748 1748
DeepSeek-VL2 272 36.71 - 19.71 19.71
GLM-4V-9B 2.04 48.53 - 2528  25.28
InternVL2-4B 340 38.50 - 2095  20.95
InternVL2-8B 272 42.58 - 22.65  22.65
InternVL2-26B 476 41.09 - 2293 2293
InternVL2.5-1B 4.08 46.23 - 25.16  25.16
InternVL2.5-2B 2.72  46.99 - 2486  24.86
InternVL2.5-4B 544 4544 - 25.44 2544
InternVL2.5-8B 340 47.03 - 2522 2522
InternVL2.5-26B 7.48 4474 - 26.11  26.11
InternVL2.5-38B 6.80 46.83 - 26.82  26.82
InternVL2.5-78B 8.16 46.79 - 2748 2748
LLaVA-v1.5-7B 0.00 45.93 - 2296 2296
LLaVA-v1.5-13B 0.68 44.81 - 22,74 2274
LLaVA-v1.6-Mistral-7B 3.40 44.69 - 24.04  24.04
LLaVA-v1.6-Vicuna-7B 2.04 44.34 - 23.19  23.19
LLaVA-v1.6-Vicuna-13B 1.36  43.75 - 22.55  22.55
MiniCPM-V 1.36  48.98 - 2517  25.17
MiniCPM-V-2 3.40 47.04 - 2522 2522
MiniCPM-LLaMA3-V-2.5 544 46.18 - 25.81  25.81
MiniCPM-V-2.6 476 41.54 - 23.15  23.15
Molmo-7B-D-0924 0.00 34.97 - 1749 1749
Molmo-7B-0-0924 0.00 32.09 - 16.05  16.05
Ovisl.5-Gemma2-9B 0.68 46.71 - 23.69  23.69
Ovisl.6-Gemma2-9B 0.68 43.08 - 21.88  21.88
Qwen-VL-Chat 0.00 47.51 - 2376 23.76
Qwen2-VL-2B-Instruct 340 45098 - 24.69  24.69
Qwen2-VL-7B-Instruct 476 46.70 - 2573  25.73
Qwen2-VL-72B-Instruct 340 46.05 - 2473 24.73
QVQ-72B-Preview 340 36.94 - 20.17  20.17
Average 3.11 4342 - 2326  23.26

Table 18: The main metrics for the Oracle Bone Script subdomain.
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Model T30 T31 MCQ QA OverAl
Closed-source Models
Claude-3.5-Sonnet 8.22 3467 34.67 8.22 21.45
Gemini-1.5-Pro 1.58 38.00 38.00 1.58 19.79
Gemini-2.0-Flash 6.46 3733 3733 6.46 21.90
GPT-4o0 5.50 37.33 3733 550 21.42
Open-source Models

Chinese-LLaVA-CLLaMA2 6.33 20.00 20.00 6.33 13.17
DeepSeek-VL2-Tiny 448 31.33 31.33 448 17.91
DeepSeek-VL2-Small 5.06 28.00 28.00 5.06 16.53
DeepSeek-VL2 5,50 2333 2333 550 14.42
GLM-4V-9B 6.66 40.00 40.00 6.66 23.33
InternVL2-4B 6.27 28.00 28.00 6.27 17.14
InternVL2-8B 7.51 30.67 30.67 7.1 19.09
InternVL2-26B 941 41.33 41.33 941 25.37
InternVL2.5-1B 8.30 30.67 30.67 8.30 19.49
InternVL2.5-2B 491 32.67 32.67 491 18.79
InternVL2.5-4B 9.71 34.67 34.67 9.71 22.19
InternVL2.5-8B 7.83  32.67 32.67 7.83 20.25
InternVL2.5-26B 1093 36.67 36.67 10.93  23.80
InternVL2.5-38B 11.53 41.33 41.33 11.53 2643
InternVL2.5-78B 1524 42.67 42.67 1524  28.96
LLaVA-v1.5-7B 0.49 19.33 19.33 049 9.91
LLaVA-v1.5-13B 3.00 2133 21.33 3.00 12.17
LLaVA-v1.6-Mistral-7B 3.65 3133 31.33 3.65 17.49
LLaVA-v1.6-Vicuna-7B 422 2533 2533 422 14.78
LLaVA-v1.6-Vicuna-13B 439 28.00 28.00 4.39 16.20
MiniCPM-V 2.56 20.00 20.00 2.56 11.28
MiniCPM-V-2 480 28.67 28.67 4.80 16.74
MiniCPM-LLaMA3-V-2.5 1.87 2533 2533 1.87 13.60
MiniCPM-V-2.6 1.08 2533 2533 1.08 13.21
Molmo-7B-D-0924 3.15 30.67 30.67 3.15 1691
Molmo-7B-0-0924 0.00 28.00 28.00 0.00 14.00
Ovisl.5-Gemma2-9B 1.22  24.00 24.00 1.22 12.61
Ovisl.6-Gemma2-9B 5.23 30.00 30.00 5.23 17.62
Qwen-VL-Chat 6.97 3400 3400 697 20.49
Qwen2-VL-2B-Instruct 449 26.67 26.67 449 15.58
Qwen2-VL-7B-Instruct 5.51 30.00 30.00 5.51 17.76
Qwen2-VL-72B-Instruct 5.38 29.33 29.33 5.38 17.36
QVQ-72B-Preview 15.59 30.00 30.00 15.59 22.80
Average 5.81 30.50 30.50 5.81 18.16

Table 19: The main metrics for the Seal subdomain.
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Model T32 T33 T34 T35 T36 MCQ QA OverAll

Closed-source Models

Claude-3.5-Sonnet 98.00 62.07 4250 45.64 92.86 73.86 45.64 68.21
Gemini-1.5-Pro 96.67 50.00 3250 42.06 93.75 6823 42.06 63.00
Gemini-2.0-Flash 9733 69.83 47.50 36.83 94.64 77.33 36.83 69.23
GPT-40 100.00 58.62 4250 46.29 94.64 7394 46.29 68.41

Open-source Models
Chinese-LLaVA-CLLaMA2 44.00 17.24 16.67 4272 36.61 28.63 4272 31.45

DeepSeek-VL2-Tiny 64.00 3534 40.83 4396 82.14 5558 4396  53.25
DeepSeek-VL2-Small 4533 24.14 3750 36.53 44.64 3790 3653 37.63
DeepSeek-VL2 70.67 3276 3833 4056 62.50 51.07 40.56  48.96
GLM-4V-9B 96.67 5431 39.17 4588 91.07 7031 4588  65.42
InternVL2-4B 78.00 32.76 30.83 41.41 7054 53.03 4141 5071
InternVL2-8B 90.00 44.83 3833 39.78 8571 64.72 39.78  59.73
InternVL2-26B 9333 5259 3250 40.57 8839 6670 4057 61.48
InternVL2.5-1B 88.00 40.52 27.50 44.65 75.89 57.98 44.65 5531
InternVL2.5-2B 84.00 40.52 2833 4455 77.68 57.63 4455  55.02
InternVL2.5-4B 90.00 44.83 41.67 44.86 83.04 64.89 44.86  60.88
InternVL2.5-8B 9333 43.10 37.50 4442 8750 6536 4442  61.17
InternVL2.5-26B 98.67 55.17 3833 44.02 90.18 70.59 44.02 6527
InternVL2.5-38B 98.00 4828 40.83 4426 8839 68.88 4426  63.95
InternVL2.5-78B 99.33 6121 49.17 43.18 91.07 7520 43.18  68.79
LLaVA-v1.5-7B 24.67 33.62 2500 4587 43.75 31.76 4587  34.58
LLaVA-v1.5-13B 22,67 3276 2333 43.03 60.71 3487 43.03  36.50
LLaVA-v1.6-Mistral-7B 4267 2586 2583 40.60 3036 31.18 40.60 33.06
LLaVA-v1.6-Vicuna-7B 3733 2586 27.50 42.80 41.96 33.16 42.80  35.09
LLaVA-v1.6-Vicuna-13B 3133 2241 2583 4250 40.18 29.94 4250 3245
MiniCPM-V 76.67 6121 30.00 4583 8036 62.06 4583 5881
MiniCPM-V-2 80.00 43.10 36.67 4395 84.82 61.15 4395 5771
MiniCPM-LLaMA3-V-2.5  81.33 33.62 25.83 44.10 8571 56.62 44.10 54.12
MiniCPM-V-2.6 9133 5345 4500 42.12 87.50 6932 42.12  63.88
Molmo-7B-D-0924 24.67 1379 30.00 3498 2321 2292 3498 2533
Molmo-7B-0-0924 2533 2672 3500 3390 20.54 2690 3390  28.30
Ovisl.5-Gemma2-9B 7933 37.07 2250 43.93 84.82 5593 4393  53.53
Ovis1.6-Gemma2-9B 88.67 3534 2583 45.19 87.50 5934 4519 5651
Qwen-VL-Chat 81.33 30.17 36.67 47.51 8839 59.14 47.51 56.81
Qwen2-VL-2B-Instruct 80.00 3534 4250 44.73 87.50 6134 4473 5801
Qwen2-VL-7B-Instruct 9533 37.93 39.17 4571 8571 64.54 4571  60.77
Qwen2-VL-72B-Instruct 96.67 4741 49.17 4457 90.18 70.86 4457  65.60
QVQ-72B-Preview 96.67 52.59 40.83 39.77 86.61 69.18 39.77  63.29
Average 75.17 4098 34.84 4279 7408 5627 4279 53.57

Table 20: The main metrics for the Cultural Relic subdomain.
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Model T37 T38 T39 T40 T41 T42 T43 T44 T45 MCQ QA OverAll
Closed-source Models
Claude-3.5-Sonnet 53.72 49.13 38.80 8091 77.78 90.00 63.64 40.62 48.08 78.08 47.89  60.30
Gemini-1.5-Pro 28.90 47.96 4039 71.82 7222 91.67 59.09 4032 46.15 73.70 40.83  55.39
Gemini-2.0-Flash 68.26 48.09 37.48 7545 7698 89.17 7545 3038 46.15 79.26 4822 60.82
GPT-40 42.88 51.45 4071 7636 73.02 8250 6636 44.67 57.69 7456 49.17  59.52
Open-source Models
Chinese-LLaVA-CLLaMA2 5.75 4399 35.83 38.18 1825 1250 12.73 40.69 9.62 2042 2501 24.17
DeepSeek-VL2-Tiny 4721 51.16 3991 3455 46.83 69.17 4455 4244 40.38 4878 4530 4624
DeepSeek-VL2-Small 4733 42.00 3331 21.82 36.51 41.67 3273 2591 3846 33.18 3842 3553
DeepSeek-VL2 46.51 4574 3580 38.18 4841 4500 51.82 33.52 30.77 4585 39.13 41.75
GLM-4V-9B 48.41 4998 42.09 62.73 6429 7417 63.64 4324 4423 6621 4646 5475
InternVL2-4B 48.93 50.29 3693 5273 36.51 79.17 52.73 44.06 21.15 5529 4l1.11 46.94
InternVL2-8B 48.28 49.39 3930 53.64 69.84 80.83 58.18 4446 28.85 65.62 4274 5253
InternVL2-26B 5195 51.17 40.21 71.82 7222 90.00 70.00 44.46 34.62 76.01 4555 5849
InternVL2.5-1B 53.01 50.30 39.19 41.82 51.59 85.83 54.55 4247 2885 5845 43.66 49.73
InternVL2.5-2B 48.07 51.30 39.51 6091 57.14 81.67 63.64 4436 30.77 6584 43.62 53.04
InternVL2.5-4B 49.95 51.03 40.53 63.64 59.52 80.83 6545 4533 32.69 6736 44775 5433
InternVL2.5-8B 51.81 50.81 41.00 62.73 69.84 80.83 68.18 45.87 4231 7040 47.70 57.04
InternVL2.5-26B 5729 5150 4045 71.82 70.63 88.33 67.27 46.04 59.62 7451 53.61 61.44
InternVL2.5-38B 5797 51.63 41.28 7091 73.81 85.83 67.27 4585 5192 7446 51.84 60.72
InternVL2.5-78B 5749 50.66 40.46 78.18 73.02 85.00 80.91 44.77 5385 79.28 51.69 @ 62.70
LLaVA-v1.5-7B 0.87 4817 37.81 3091 31.75 4833 23.64 4094 1538 33.66 2634  30.87
LLaVA-v1.5-13B 0.70 4820 37.08 2545 2778 6250 19.09 4299 1346 33.71 2634  30.80
LLaVA-v1.6-Mistral-7B 2.62 4323 38.59 2636 23.81 26.67 23.64 41.79 9.62 2512 2432 26.26
LLaVA-v1.6-Vicuna-7B 321 4893 38.79 27.27 2381 4750 2545 4428 385 31.01 2507 29.23
LLaVA-v1.6-Vicuna-13B 388 4827 38.65 38.18 23.02 47.50 27.27 43.65 9.62 3399 2635 31.11
MiniCPM-V 476 43.62 37.01 39.09 3730 59.17 3545 39.14 2500 4275 28.13 35.62
MiniCPM-V-2 12.98 46.88 37.20 4455 4841 60.83 44.55 3858 21.15 49.59 2990 39.46
MiniCPM-LLaMA3-V-2.5 3322 47.84 39.15 53.64 4841 5250 47.27 41.54 2885 5046 37.86 43.60
MiniCPM-V-2.6 4171 47.01 39.66 66.36 53.97 79.17 5545 42.15 3846 63.74 4233 51.55
Molmo-7B-D-0924 0.00 3420 31.10 27.27 24.60 30.00 23.64 34.11 385 2638 18.04 2320
Molmo-7B-0-0924 0.00 40.51 31.63 2727 26.19 20.83 2455 3149 385 2471 1896 2292
Ovis1.5-Gemma2-9B 378 4696 36.79 51.82 43.65 80.83 37.27 41.81 2692 5339 2987 41.09
Ovis1.6-Gemma2-9B 20.12 4991 39.42 5364 4921 74.17 53.64 4273 2885 57.67 3540 4574
Qwen-VL-Chat 2525 4720 3857 39.09 47.62 68.33 43.64 4435 1731 49.67 33.53 41.26
Qwen2-VL-2B-Instruct 44.55 50.92 4045 33.64 38.10 7250 57.27 4229 23.08 5038 40.21 44.75
Qwen2-VL-7B-Instruct 50.84 51.55 3899 5727 60.32 7833 5545 4515 4423 62.84 4794 5357
Qwen2-VL-72B-Instruct 59.95 52.60 40.43 71.82 7222 76.67 6091 43.64 5192 7041 52.03 5891
QVQ-72B-Preview 59.11 47.74 37.17 6091 73.02 80.83 6545 4136 4423 70.05 48.11 56.65
Average 34.63 48.14 38.42 5143 5139 67.59 49.78 4139 31.24 5505 38.85 46.00
Table 21: The main metrics for the Illustration subdomain.
T1 T3 T4 T6
Model ART  Edit Distance] FI-Score] Precision] Recall] BLEUT ROUGE-1T ROUGE-2] ROUGE-LT Precision]  Recall] Precision] Recall]  BERTScore] ANLST
Claude-3.5-Sonnet 36.44 61.79 59.00 74.69 52.07 28.28 Clm‘:d'::’.‘:;c Mnddsl 2.90 25.80 38.85 19.51 17.43 13.16 83.81 13.22
Gemi 5715 41.32 80.56 83.44 78.89 59.75 58.63 27.90 42.00 57.03 59.64 46.82 36.86 84.73 17.12
Gemini-2.0-Flash 70.53 2933 81.53 8377 8071 6197 60.50 28.48 4426 5233 4591 3853 3L16 83.39 18.06
GPT-40 21.28 75.23 44.65 58.51 40.26 23.03 33.93 10.35 19.67 1423 13.26 1243 87.27 22.01
Chinese-LLaVA-CLLaMA2 -5.63 98.58 7.54 2291 5.34 0.04 Openrslolf)cﬁe Models 0.62 5.95 1.07 1.22 0.40 81.10 13.63
DeepSeek-VL2-Tiny -164.04 87.67 47.81 77.89 40.82 21.52 2229 6.36 11.41 7.51 2.03 0.03 83.07 14.79
DeepSeek-VL2-Small -14.86 94.94 16.93 85.27 10.62 1.30 5.94 1.39 3.98 2.01 0.05 243 76.55 11.49
DeepSeek-VL2 -98.08 94.05 21.95 72.90 14.75 292 8.78 1.77 5.64 20.58 26.44 283 79.31 12.27
GLM-4V-9B -36.62 82.45 58.02 67.36 55.07 33.18 26.01 6.46 12,52 8.70 16.87 4.40 88.88 24.01
InternVL2-4B 50.83 47.46 66.64 80.98 61.96 48.62 31.76 11.04 25.15 5.64 0.96 0.66 76.98 12.00
InternVL2-8B 24.02 43.86 70.25 87.20 65.63 52.09 29.13 10.29 23.66 6.97 4.17 10.19 83.23 18.01
InternVL2-26B 25.13 46.09 69.92 86.23 64.93 51.19 33.90 12.31 26.50 6.34 7.63 1.79 81.52 16.94
InternVL2.5-1B -33.90 54.75 59.76 87.53 53.55 4147 26.10 9.48 21.47 8.10 0.51 251 80.70 16.69
InternVL2.5-2B 8.59 50.19 64.06 86.15 58.33 46.76 29.64 10.20 2292 10.89 10.85 278 81.20 17.49
InternVL2.5-4B 29.00 46.15 67.06 87.40 61.84 50.04 3223 12.11 25.62 6.68 1.39 12.31 81.09 18.18
InternVL2.5-8B 38.19 41.58 70.24 89.20 65.33 53.80 3232 11.53 2477 9.54 478 18.02 86.12 21.31
InternVL2.5-26B 18.62 40.30 73.69 90.07 68.85 56.27 36.44 13.48 2791 18.42 18.65 7.98 84.49 19.99
InternVL2.5-38B 39.48 34.44 76.04 89.32 72.29 61.51 27.84 9.69 21.31 16.31 11.79 26.71 88.57 2430
InternVL2.5-78B 48.16 27.21 80.63 90.65 77.24 66.92 38.87 14.42 30.23 13.65 11.19 31.66 14.41 88.01 22.88
LLaVA-v1.5-7B -20.24 99.50 229 20.07 1.34 0.01 6.98 0.51 4.75 1.78 0.93 0.00 84.22 17.78
LLaVA-v1.5-13B -34.85 99.29 3.65 18.86 223 0.01 8.11 0.59 4.98 1.53 0.19 0.00 83.39 16.34
LLaVA-v1.6-Mistral-7B -135.12 98.69 8.65 2041 6.18 0.05 10.11 0.84 6.19 1.16 5.02 0.00 81.12 13.93
LLaVA-v1.6-Vicuna-7B -73.22 98.80 6.86 20.35 4.70 0.05 9.38 0.65 6.04 3.14 3.66 0.00 76.56 9.27
LLaVA-v1.6-Vicuna-13B -35.30 98.47 8.26 19.34 5.78 0.05 10.77 0.88 6.62 2.14 11.14 0.00 77.83 11.37
MiniCPM-V -142.36 99.55 232 2427 1.32 0.01 726 0.44 4.41 2.80 13.12 0.00 88.19 26.52
MiniCPM-V-2 -0.65 98.65 6.61 23.59 4.79 0.16 10.44 0.94 5.57 6.43 0.54 0.81 87.10 2231
MiniCPM-LLaMA3-V-2.5 -22.67 96.26 14.84 60.37 9.62 0.81 8.87 1.44 5.20 21.74 11.51 4.25 84.62 15.79
MiniCPM-V-2.6 -15.59 73.31 44.12 60.11 40.73 21.55 23.76 6.61 15.75 15.20 244 11.25 87.70 2375
Molmo-7B-D-0924 -780.55 99.97 0.29 13.02 0.15 0.00 1.45 0.15 1.13 0.00 0.00 0.00 72.67 1.97
Molmo-7B-0-0924 -13.91 100.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 70.95 4.00
Gemma2-9B -143.03 98.60 8.02 24.62 591 0.06 11.53 0.75 6.97 7.01 7.86 0.00 81.22 11.77
-276.80 98.16 15.68 29.30 12.02 0.27 11.08 0.90 5.96 6.75 46.63 0.17 78.96 9.43
-45.86 97.78 10.76 31.90 7.49 0.26 9.98 0.94 6.21 6.76 232 0.28 83.77 16.95
Qwen2-VL-2B-Instruct -27.45 80.61 33.60 79.92 25.85 13.04 2533 8.84 19.42 12.35 4.07 445 87.56 23.67
Qwen2-VL-7B-Instruct -19.49 58.88 61.80 87.81 53.82 36.83 26.79 9.57 20.12 22.57 11.06 2332 11.50 89.41 25.98
Qwen2-VL-72B-Instruct 30.56 44.36 77.15 85.07 72.82 53.35 37.06 14.07 27.11 18.36 13.16 34.64 16.39 88.98 24.88
QVQ-72B-Preview -411.81 90.01 38.51 33.89 59.98 9.83 17.57 6.33 10.53 12.70 75.65 4.35 56.66 2.89
Average -55.51 73.74 39.45 5823 36.30 24.24 2226 7.17 15.61 12.09 12.60 8.74 82.19 16.57

Table 22: The other metrics for the Ancient Chinese Text subdomain.
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Model T8 T9 T15
ART Edit Distance| Fl1-ScoreT PrecisionT Recallf BLEUT BERTScoreT ANLST BERTScoret ANLST
Closed-source Models
Claude-3.5-Sonnet 37.92 61.07 58.56 61.55 56.42 22.63 83.31 9.11 84.13 8.78
Gemini-1.5-Pro 5.77 91.00 35.50 35.87 35.46 8.51 82.01 7.93 80.90 7.30
Gemini-2.0-Flash 24.97 73.99 64.73 66.16 63.65 16.79 49.17 0.60 52.31 1.38
GPT-40 21.87 65.40 52.44 53.05 53.95 27.59 82.90 9.14 85.84 10.13
Open-source Models

Chinese-LLaVA-CLLaMA2  -549.97 99.68 1.34 1.93 2.60 0.08 74.07 7.61 71.57 7.74
DeepSeek-VL2-Tiny -127.84 84.41 58.79 71.27 53.77 12.41 77.94 8.65 82.47 9.20
DeepSeek-VL2-Small 19.29 80.23 48.25 76.67 38.21 8.71 55.79 3.07 62.59 5.60
DeepSeek-VL2 -139.41 78.37 51.44 75.98 44.07 11.55 72.77 7.13 71.02 7.94
GLM-4V-9B -141.25 83.01 46.44 45.34 52.85 11.61 77.94 8.11 80.48 8.45
InternVL2-4B 14.73 63.91 67.52 66.23 75.00 27.29 78.07 7.39 79.28 8.38
InternVL2-8B 15.35 56.89 65.77 56.16 80.58 35.90 81.59 8.65 77.69 8.44
InternVL2-26B 12.38 62.85 67.68 60.28 79.55 32.27 83.06 8.76 78.75 8.82
InternVL2.5-1B 16.48 56.76 70.45 67.71 79.09 35.47 82.28 8.66 81.87 9.44
InternVL2.5-2B -145.18 64.46 66.52 83.39 60.63 27.68 82.44 8.67 83.96 9.88
InternVL2.5-4B 24.84 55.69 71.11 66.23 82.69 38.08 82.68 8.88 83.37 9.67
InternVL2.5-8B 23.40 55.71 71.80 65.80 83.28 38.18 83.05 8.91 83.80 9.96
InternVL2.5-26B 37.45 52.67 74.53 80.11 71.85 41.40 83.22 9.18 80.29 9.28
InternVL2.5-38B 24.65 56.44 75.59 69.38 86.29 38.97 84.03 9.03 8291 9.64
InternVL2.5-78B 43.82 44.46 80.97 7733 88.05 5145 83.32 9.47 78.50 8.82
LLaVA-v1.5-7B -217.04 99.68 1.02 2.96 0.90 0.05 76.93 8.38 80.64 9.21
LLaVA-v1.5-13B -1102.21 99.58 1.03 1.96 1.23 0.08 76.40 8.15 81.18 9.37
LLaVA-v1.6-Mistral-7B -3514.46 99.60 2.05 2.57 3.02 0.09 71.77 8.75 80.20 8.35
LLaVA-v1.6-Vicuna-7B -1261.20 99.67 1.77 1.47 341 0.07 79.43 8.05 80.14 8.67
LLaVA-v1.6-Vicuna-13B -945.59 99.49 1.95 1.48 4.35 0.10 78.75 8.02 79.13 8.45
MiniCPM-V -3801.58 99.54 2.11 9.21 1.39 0.05 79.19 8.87 74.25 7.89
MiniCPM-V-2 -59.68 95.84 18.70 22.67 19.21 1.89 74.72 7.17 78.61 7.28
MiniCPM-LLaMA3-V-2.5 2.81 92.43 35.66 47.58 31.10 2.55 78.13 8.50 79.82 8.45
MiniCPM-V-2.6 13.14 8527 51.15 61.73 46.67 9.79 81.96 8.02 80.22 8.70
Molmo-7B-D-0924 -15603.85 100.00 0.12 0.38 0.07 0.00 59.92 0.02 66.54 0.04
Molmo-7B-0-0924 -919.83 100.00 0.00 0.00 0.00 0.00 61.39 0.06 66.30 0.02
Ovisl.5-Gemma2-9B -523.16 99.23 2.09 3.81 1.77 0.15 78.58 8.67 81.52 9.05
Ovisl.6-Gemma2-9B -288.76 97.63 16.22 16.98 17.07 1.12 80.59 9.03 80.25 8.62
Qwen-VL-Chat -189.23 95.05 19.65 18.76 24.01 1.66 7291 6.96 84.83 9.85
Qwen2-VL-2B-Instruct -205.93 75.24 50.98 70.59 43.42 14.54 80.43 9.16 84.36 10.14
Qwen2-VL-7B-Instruct -288.55 69.92 64.99 77.34 59.33 20.90 80.48 8.87 83.76 9.66
Qwen2-VL-72B-Instruct 25.93 69.65 66.77 69.98 64.96 25.05 81.92 7.89 83.38 9.15
QVQ-72B-Preview -1794.57 72.52 47.95 47.30 61.52 18.97 80.10 8.17 77.80 8.39
Average -850.12 79.39 40.91 44.25 42.63 15.77 77.28 7.61 78.67 8.11

Table 23: The other metrics for the Calligraphy subdomain.

TI7 T26
Model BERTScore] ANLS]  BERTScore] ANLS]  BERTScore] ANLST ART  Edit Distance] FI-Score] Precision] Recalll BLEU]  BERTScore] ANLS|
Closed-source Models
Claude-3.5-Sonnet 86.30 711 80.00 7.00 90.72 9.92 20.95 55.57 53.82 5724 5171 27.88 87.73 9.59
Gemini-1.5-Pro 80.87 8.08 78.88 670 86.02 9.94 345 5126 6455 6433 6620  49.93 8048 9.12
Gemini-2.0-Flash 55.54 312 58.65 2.52 8431 931 3638 36.13 69.43 68.65 7094 5642 68.21 5.53
GPT-40 84.85 8.29 81.99 713 89.68 1223 3525 67.02 45.72 4945 4391 2177 89.73 1136
Open-source Models
Chinese-LLaVA-CLLaMA2 ~ 77.30 6.42 76.73 5.09 7827 622 -1267.82 9934 243 722 297 0.04 8038 7.03
DeepSeek-VL2-Tiny 84.47 8.08 7875 649 88.59 10.53 33311 8128 5334 65.10 5177 30.53 86.34 9.49
DeepSeck-VL2-Small 6134 3.95 61.90 435 69.87 6.86 -12.28 85.11 3115 7081 2373 644 70.92 7.75
DeepSeck-VL2 65.25 5.09 70.32 5.57 73.36 8.45 -125.75 82.81 3785 6470 3180 1117 72.83 8.64
GLM-4V-9B 82.93 8.46 79.71 6.55 87.42 1031 -354.89 7231 54.84 5392 6090  36.08 88.13 11.99
InternVL2-4B 77.61 737 62.90 432 85.15 9.98 98.74 48.53 6174 6404 6250 4589 84.19 10.55
InternVL2-8B 79.77 7.81 75.62 6.17 8637 10.13 11.07 39.86 68.28 6893 7048  53.77 81.06 9.95
InternVL2-26B 79.90 8.11 75.70 631 87.75 10.48 -12.76 43.72 65.62 6543 6811  50.64 83.06 10.35
InternVL2.5-1B 81.78 8.12 76.72 638 88.29 1125 -55.80 56.38 60.22 7253 5662 36.00 86.51 10.88
InternVL2.5-2B 82.80 7.75 78.08 654 89.47 1176 5475 48.08 61.86 6577 6207 4595 87.01 1034
InternVL2.5-4B 83.36 845 80.18 6.80 89.73 12.08 526 3776 70.15 7247 7105 5695 88.90 11.79
InternVL2.5-8B 80.45 8.02 78.75 6.73 89.63 11.49 56.08 33.52 7278 75.73 72.28 59.76 87.17 10.45
InternVL2.5-26B 8176 8.12 76.58 635 89.58 11.97 3.20 35.86 70.68 7224 7225 5730 86.08 10.92
InternVL2.5-388 81.55 8.21 78.59 6.60 89.57 1231 58.81 30.96 7317 7335 1325 60.98 87.83 1217
InternVL2.5-78B 81.77 8.03 75.83 654 89.81 1236 56.63 2936 74.18 7413 7473 6341 83.48 1047
LLaVA-v1.5-7B 79.07 7.03 78.59 645 80.98 8.72 -1442.97 99.67 086 5.83 055 001 84.22 10.35
LLaVA-v15-13B 80.69 7.59 7173 6.08 84.91 10.84 -1365.16 99.39 199 8.71 132 004 85.87 9.49
LLaVA-v1.6-Mistral-7B 80.52 747 75.22 601 83.17 963 -1748.70 99.22 452 6.64 58 010 8036 7.97
LLaVA-v1.6-Vicuna-7B 81.79 7.35 75.36 5.92 85.21 9.67 -641.07 99.35 3.27 6.28 2.69 0.08 85.15 9.81
LLaVA-v1.6-Vicuna-13B 8130 752 74.77 6.00 8537 972 -1403.05 99.25 400 640 358 0.1 82.95 9.64
MiniCPM-V 81.45 7.44 77.38 5.95 81.13 8.23 -1184.32 9951 167 9.04 099 001 8330 9.42
MiniCPM-V-2 8139 724 7437 5.26 84.56 8.72 -1354.84 98.96 498 7.54 1078 026 81.09 7.19
MiniCPM-LLaMA3-V-2.5 80.01 731 77.79 6.15 8475 9.07 -767.33 9138 2458 3913 2110 293 8229 812
MiniCPM-V-2.6 81.89 7.24 73.84 5.84 84.82 9.14 15.41 6238 50.07 5577 4863 2692 8139 893
Molmo-7B-D-0924 64.16 0.00 70.84 0.17 65.56 0.00 -32830.42 100.00 008 123 004 000 70.28 045
Molmo-7B-0-0924 63.42 0.00 76.27 5.37 64.02 0.00 -2045.99 100.00 0.00 0.00 000 0.00 64.60 0.02
Ovis1.5-Gemma2-9B 80.16 699 79.91 624 82.79 8.83 -600.61 99.03 423 8.58 367 0.09 87.08 11.02
Ovis1.6-Gemma2-9B 82.11 687 7878 625 87.45 10.10 2946.17 98.95 10.57 1193 1281 040 8426 9.58
Qwen-VL-Chat 81.65 7.58 80.71 693 86.20 9.80 -605.98 98.14 777 1176 735 059 8736 8.63
Qwen2-VL-2B-Instruct 8226 8.18 79.93 670 87.44 10.91 -152.63 65.80 43.59 6471 3924 2527 88.15 10.29
Qwen2-VL-7B-Instruct 80.86 8.16 80.95 7.06 89.34 11.90 -139.35 48.81 63.26 7076 6092 44.51 89.25 10.79
Qwen2-VL-72B-Instruct 7825 763 80.18 685 89.84 11.49 12.52 43.72 68.75 7058 6783 5230 87.66 9.70
QVQ-72B-Preview 79.59 845 7476 626 81.79 941 -5555.20 76.89 3831 3719 5181 23.69 76.94 7.85
Average 78.65 699 76.03 594 84.40 956 1538.04 70.68 38.49 4403 3855 2563 8276 9.12

Table 24: The other metrics for the Painting subdomain.
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T28 T29

Model ART Edit Distance| F1-Score? PrecisionT Recallf BLEU?T BERTScoref ANLST
Closed-source Models
Claude-3.5-Sonnet 5.44 94.56 5.44 5.44 5.44 0.97 77.50 8.09
Gemini-1.5-Pro 2.04 97.28 2.72 2.72 2.72 0.48 80.08 9.49
Gemini-2.0-Flash 4.76 94.56 5.44 5.44 5.44 0.97 69.47 4.64
GPT-40 -53.74 96.60 3.40 3.40 3.40 0.60 82.67 12.47
Open-source Models
Chinese-LLaVA-CLLaMA2  -1453.06 100.00 0.00 0.00 0.00 0.00 78.33 8.45
DeepSeek-VL2-Tiny -259.18 97.96 2.04 2.04 2.04 0.36 74.28 6.92
DeepSeek-VL2-Small -8.84 96.60 3.40 3.40 3.40 0.60 59.35 3.78
DeepSeek-VL2 -1730.61 97.91 2.15 2.10 2.72 0.37 67.29 6.12
GLM-4V-9B -254.42 97.96 2.04 2.04 2.04 0.36 85.81 11.24
InternVL2-4B -476.87 97.21 2.84 2.79 3.40 0.50 71.73 5.27
InternVL2-8B -85.71 97.28 2.72 2.72 2.72 0.48 76.41 8.75
InternVL2-26B 4.76 95.24 4.76 4.76 4.76 0.85 74.70 7.48
InternVL2.5-1B -79.59 96.43 3.67 3.57 4.08 0.66 81.93 10.53
InternVL2.5-2B -558.50 97.28 2.72 2.72 2.72 0.48 83.35 10.63
InternVL2.5-4B -28.57 94.56 5.44 5.44 5.44 0.97 80.66 10.22
InternVL2.5-8B -42.86 96.60 3.40 3.40 3.40 0.60 82.64 11.42
InternVL2.5-26B -10.20 92.52 7.48 7.48 7.48 1.33 79.96 9.52
InternVL2.5-38B 6.12 93.20 6.80 6.80 6.80 1.21 82.42 11.24
InternVL2.5-78B -6.80 91.84 8.16 8.16 8.16 1.45 82.30 11.28
LLaVA-v1.5-7B -165.99 100.00 0.00 0.00 0.00 0.00 81.75 10.10
LLaVA-v1.5-13B -1388.44 99.98 0.05 0.03 0.68 0.00 80.69 8.92
LLaVA-v1.6-Mistral-7B -3346.94 99.91 0.20 0.11 3.40 0.02 80.35 9.02
LLaVA-v1.6-Vicuna-7B -2430.61 99.86 0.31 0.17 2.04 0.03 79.71 8.96
LLaVA-v1.6-Vicuna-13B -2966.67 99.95 0.11 0.06 1.36 0.01 78.87 8.62
MiniCPM-V -976.87 98.64 1.36 1.36 1.36 0.24 84.98 12.98
MiniCPM-V-2 -32.65 96.60 3.40 3.40 3.40 0.60 83.87 10.21
MiniCPM-LLaMA3-V-2.5 -2.04 94.56 5.44 5.44 5.44 0.97 82.08 10.27
MiniCPM-V-2.6 -14.29 95.24 4.76 4.76 4.76 0.85 75.85 7.23
Molmo-7B-D-0924 0.00 100.00 0.00 0.00 0.00 0.00 69.54 0.40
Molmo-7B-0-0924 -400.00 100.00 0.00 0.00 0.00 0.00 60.73 3.45
Ovisl.5-Gemma2-9B -23410.88 100.00 0.01 0.01 0.68 0.00 82.68 10.73
Ovisl.6-Gemma2-9B -8640.82 99.99 0.06 0.03 0.68 0.00 78.34 7.82
Qwen-VL-Chat -1321.77 100.00 0.00 0.00 0.00 0.00 82.24 12.78
Qwen2-VL-2B-Instruct -806.80 97.83 2.27 2.17 3.40 0.39 81.43 10.52
Qwen2-VL-7B-Instruct -68.03 96.32 3.85 3.68 4.76 0.69 82.21 11.19
Qwen2-VL-72B-Instruct -8.16 96.60 3.40 3.40 3.40 0.60 80.98 11.12
QVQ-72B-Preview -16642.86 98.64 1.38 1.37 3.40 0.24 68.54 5.34
Average -1828.37 97.29 2.74 271 3.11 0.48 77.99 8.84

Table 25: The other metrics for the Oracle Bone Script subdomain.
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T30

Model ART Edit Distance] F1-Score{ PrecisionT Recallf BLEUT
Closed-source Models
Claude-3.5-Sonnet -13.35 92.38 9.13 8.99 9.44 2.66
Gemini-1.5-Pro -25.52 98.54 2.63 2.61 2.73 0.72
Gemini-2.0-Flash -11.64 93.62 10.76 11.27 10.55 2.88
GPT-40 -77.86 95.24 6.79 6.59 7.34 2.23
Open-source Models
Chinese-LLaVA-CLLaMA2 -1643.86 99.29 1.61 0.97 6.63 0.16
DeepSeek-VL2-Tiny -785.49 96.05 7.74 10.28 7.33 1.77
DeepSeek-VL2-Small -0.11 95.05 8.52 14.64 6.69 1.62
DeepSeek-VL2 -531.04 94.72 8.74 11.18 7.79 2.15
GLM-4V-9B -241.25 96.58 6.93 6.56 10.18 1.74
InternVL2-4B -69.74 94.99 11.92 14.42 11.42 3.18
InternVL2-8B -41.42 93.64 14.35 16.70 13.83 2.99
InternVL2-26B -7.15 90.95 16.74 20.67 14.96 3.64
InternVL2.5-1B -150.39 92.92 12.61 15.82 12.55 2.53
InternVL2.5-2B -110.55 96.08 8.11 10.09 8.44 1.75
InternVL2.5-4B -39.54 90.73 15.42 19.35 13.64 4.25
InternVL2.5-8B -13.50 92.84 12.65 15.38 11.38 3.33
InternVL2.5-26B 2.98 89.77 20.43 24.19 18.36 4.72
InternVL2.5-38B 6.72 88.76 20.56 23.59 18.90 5.86
InternVL2.5-78B 10.55 85.52 21.31 24.39 19.74 6.68
LLaVA-v1.5-7B -107.55 99.58 0.66 0.75 0.65 0.16
LLaVA-v1.5-13B -423.60 99.15 1.41 1.11 3.38 0.20
LLaVA-v1.6-Mistral-7B -3911.50 99.71 0.93 0.56 4.22 0.07
LLaVA-v1.6-Vicuna-7B -1322.91 99.04 1.65 1.15 4.49 0.23
LLaVA-v1.6-Vicuna-13B -1516.58 99.29 1.47 0.95 4.77 0.16
MiniCPM-V -1798.77 98.82 2.74 2.37 3.76 0.42
MiniCPM-V-2 -718.17 98.86 2.32 2.06 6.49 0.36
MiniCPM-LLaMA3-V-2.5 -179.13 99.00 2.19 3.34 2.96 0.29
MiniCPM-V-2.6 -6.71 98.92 3.05 3.58 2.81 0.75
Molmo-7B-D-0924 -628.97 99.52 1.09 0.65 3.92 0.12
Molmo-7B-0-0924 -8558.17 100.00 0.00 0.00 0.00 0.00
Ovisl.5-Gemma2-9B -87.69 99.24 1.17 1.21 1.52 0.26
Ovisl.6-Gemma2-9B -5128.71 99.47 1.08 0.70 5.30 0.13
Qwen-VL-Chat -740.18 98.05 3.39 2.53 7.99 0.57
Qwen2-VL-2B-Instruct -971.63 96.52 7.11 9.11 7.49 1.21
Qwen2-VL-7B-Instruct -38.83 95.20 8.30 10.30 7.81 1.77
Qwen2-VL-72B-Instruct -20.56 94.72 7.25 7.82 6.93 2.61
QVQ-72B-Preview -23125.83 95.60 6.22 5.90 17.43 1.66
Average -1433.18 95.90 7.27 8.43 8.21 1.78

Table 26: The other metrics for the Seal subdomain.
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T35

Model BERTScoreT ANLST
Closed-source Models
Claude-3.5-Sonnet 84.03 7.25
Gemini-1.5-Pro 78.09 6.03
Gemini-2.0-Flash 69.47 4.18
GPT-40 84.22 8.35
Open-source Models
Chinese-LLaVA-CLLaMA?2 79.79 5.64
DeepSeek-VL2-Tiny 80.87 7.05
DeepSeek-VL2-Small 67.93 5.12
DeepSeek-VL2 74.23 6.89
GLM-4V-9B 83.50 8.26
InternVL2-4B 76.55 6.27
InternVL2-8B 74.05 5.50
InternVL2-26B 75.22 5.91
InternVL2.5-1B 82.02 7.27
InternVL2.5-2B 81.35 7.74
InternVL2.5-4B 82.22 7.50
InternVL2.5-8B 81.35 7.48
InternVL2.5-26B 80.80 7.24
InternVL2.5-38B 81.13 7.38
InternVL2.5-78B 79.23 7.13
LLaVA-v1.5-7B 83.09 8.65
LLaVA-v1.5-13B 79.63 6.43
LLaVA-v1.6-Mistral-7B 75.93 5.27
LLaVA-v1.6-Vicuna-7B 79.12 6.48
LLaVA-v1.6-Vicuna-13B 78.47 6.53
MiniCPM-V 83.72 7.94
MiniCPM-V-2 81.51 6.38
MiniCPM-LLaMA3-V-2.5 81.15 7.04
MiniCPM-V-2.6 77.96 6.28
Molmo-7B-D-0924 69.11 0.85
Molmo-7B-0-0924 67.78 0.01
Ovisl.5-Gemma2-9B 80.80 7.06
Ovisl.6-Gemma2-9B 82.87 7.51
Qwen-VL-Chat 86.36 8.65
Qwen2-VL-2B-Instruct 82.08 7.37
Qwen2-VL-7B-Instruct 83.48 7.93
Qwen2-VL-72B-Instruct 82.03 7.11
QVQ-72B-Preview 73.91 5.62
Average 79.06 6.52

Table 27: The other metrics for the Cultural Relic subdomain.
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T37 T38 T39 T44

Model ART Edit Distance] F1-ScoreT PrecisionT Recallt BLEUT BERTScoreT ANLST BERTScoreT ANLS?T BERTScoret ANLST
Closed-source Models
Claude-3.5-Sonnet -100.33 4727 61.09 63.61 60.14  26.63 86.82 11.43 71.12 6.48 73.67 7.57
Gemini-1.5-Pro -154.51 74.33 40.64 40.77 4274 12.12 84.48 11.44 73.73 7.05 75.39 525
Gemini-2.0-Flash 30.90 36.66 73.72 72.81 7748 3548 84.01 12.16 69.16 5.80 59.28 1.48
GPT-4o -119.30 61.30 48.53 41.75 51.85 20.20 87.23 15.66 73.20 8.22 78.49 10.85
Open-source Models
Chinese-LLaVA-CLLaMA2  -2716.70 99.53 1.57 0.96 7.22 0.14 79.43 8.55 66.93 4.73 7391 7.46
DeepSeek-VL2-Tiny -11.39 54.46 67.36 71.85 66.74 2433 88.17 14.15 72.57 7.24 76.82 8.06
DeepSeek-VL2-Small 6.60 53.83 63.37 72.55 59.76  21.96 74.53 9.46 61.14 5.47 48.42 3.40
DeepSeek-VL2 -1264.84 55.67 63.21 69.98 6144 2378 79.74 11.74 65.84 575 60.95 6.08
GLM-4V-9B -184.02 65.50 55.89 53.60 68.65 20.90 87.05 12.90 76.17 8.00 77.90 8.58
InternVL2-4B -80.25 56.78 65.72 67.91 6849  23.80 86.92 13.65 68.34 5.52 79.71 8.40
InternVL2-8B -395.46 56.39 68.59 69.70 71.18  26.14 85.96 12.81 71.75 6.84 80.22 8.69
InternVL2-26B -275.50 53.83 70.70 70.55 7472 2170 88.11 14.22 73.10 731 79.56 9.35
InternVL2.5-1B 15.96 52.42 76.93 77.34 79.58  27.26 87.11 13.49 71.71 6.66 77.07 7.86
InternVL2.5-2B -62.10 64.36 58.22 55.03 68.82 18.32 88.12 14.48 72.14 6.87 80.31 8.40
InternVL2.5-4B 18.15 53.04 73.89 75.06 74.95 29.53 87.33 14.72 73.56 7.50 81.32 9.34
InternVL2.5-8B 36.56 50.23 76.86 78.73 77.04 2942 87.24 14.38 74.27 7.73 82.16 9.57
InternVL2.5-26B -169.47 48.61 78.77 78.29 82.56 3175 88.04 14.96 73.41 7.49 82.05 10.02
InternVL2.5-38B 23.28 43.57 82.08 83.23 82.01 3424 87.85 15.40 7475 7.81 82.32 9.38
InternVL2.5-78B 48.38 44.54 8112 8274 81.04 34.04 87.03 14.29 73.41 7.50 79.61 9.93
LLaVA-v1.5-7B -667.10 99.82 0.74 0.63 1.38 0.13 84.47 11.86 69.41 6.21 74.26 7.61
LLaVA-v1.5-13B -2178.57 99.77 0.64 0.59 1.06 0.08 84.45 11.94 68.75 541 77.23 8.74
LLaVA-v1.6-Mistral-7B -3425.69 99.71 0.94 0.71 3.05 0.06 79.18 7.28 70.51 6.66 76.38 7.20
LLaVA-v1.6-Vicuna-7B -1808.71 99.43 1.58 1.07 4.13 0.18 86.42 11.43 71.01 6.57 79.99 8.57
LLaVA-v1.6-Vicuna-13B -2090.48 99.61 111 0.66 4.44 0.09 85.14 11.39 70.49 6.80 79.16 8.14
MiniCPM-V -331.27 97.86 6.06 5.61 9.19 0.86 78.83 8.41 68.09 5.93 71.43 6.85
MiniCPM-V-2 -1748.16 96.90 7.31 6.87 18.63 1.06 83.60 10.16 68.91 5.49 71.06 6.09
MiniCPM-LLaMA3-V-2.5 -250.54 68.21 47.00 53.69 44.71 14.97 84.96 10.72 71.29 7.00 75.54 7.54
MiniCPM-V-2.6 33.91 58.46 61.08 66.95 58.39 19.84 83.70 10.32 72.13 7.18 75.93 837
Molmo-7B-D-0924 -522.58 100.00 0.00 0.00 0.00 0.00 68.38 0.01 62.08 0.11 68.22 0.00
Molmo-7B-0-0924 -12730.98 100.00 0.00 0.00 0.00 0.00 74.01 7.01 63.10 0.16 59.60 337
Ovisl.5-Gemma2-9B -4083.97 97.52 375 4.31 4.36 0.71 83.20 10.71 68.69 4.89 75.13 8.48
Ovisl.6-Gemma2-9B -3035.93 89.37 19.52 18.25 29.12 391 87.39 1243 72.16 6.67 76.66 8.80
Qwen-VL-Chat -1134.33 85.42 22.65 20.25 33.57 4.30 84.03 10.37 70.39 6.75 79.58 9.11
Qwen2-VL-2B-Instruct -295.50 58.61 59.04 63.69 59.37  20.71 87.10 14.73 72.81 8.08 76.10 8.48
Qwen2-VL-7B-Instruct 18.61 51.35 70.68 73.48 70.91 27.29 87.51 15.59 70.74 724 80.37 9.93
Qwen2-VL-72B-Instruct 36.85 42.88 72.73 74.14 72.74 34.91 88.09 17.10 73.37 7.48 78.94 8.34
QVQ-72B-Preview -13559.03 74.07 35.71 34.81 67.31 14.46 82.74 12.74 67.34 7.00 74.19 8.52
Average -1435.88 70.04 43.75 44.82 47.00 16.52 84.28 12.00 70.47 6.37 75.11 7.67

Table 28: The other metrics for the Illustration subdomain.
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T1 )'CZ!KOCR Text OCR

|

g%\gg*% 1548 ﬂLi%ﬁijgf% ) : ot AR B B 1R 3 B i B I R SC R . R
. %gg? ﬁ;;% % % ﬁ%;gi@gﬁ%; BRI, NEAEMITRAA.

iﬁg% Fii b enyd *%%ﬁg% 0 BRI AT I
it ihaigty %E@ oL SRR R R S N P T 2
silbnly L IR R

£% 1%% ] ?’”‘i 1%,‘ Gx }%% i g‘%?% %;%{ Q: Recognize the text content in the image following the
iéé gi §§ ﬁr%%’r Eif ‘g%%% : g%ﬁf‘iiz iii/&% ancient reegidmg order. Requirements: Pleasg output onlff the
%i%%’ ;% 1 Li?‘; %;‘% %% ‘%ﬁ%f‘iiy%%% “%ég recognition result without any irrelevant content.

DAL B R AR AL i
,fg%g Lx bt %;ﬁ%g migﬁgﬁ% R0 A A B 05 RS — o SR o o 24 7
‘igé%,- kg s %% E4giet ] SRR EAEET ii%ﬁé RV Wb /I o M A TS LAk 8 A ... (Recognized text content)

GPT-do: ik, FKICI:AE BRI B EILS. Sorry, I cannot help identify the text in the image.

InternVL2.5-78B : JBE s SR I i5c 1l ) S A 35z 25 40 At T ALV At 32350 30 S8 0 & i 2 v O o) 25 2 e 2 o 0 ol %5
S R 3 TS 5 2 A2 T T P 5 4 e 3 5 O ) 5 2 A2 S A ] 5 24 S 5 TR P 5 2 AR ) 5 SR ...,

(The content is repetitive.)

LLaVA-v1.6-Vicuna-13B: R, T E R WAPREMERE, RICHEPIDHEE P HENARSR. I
R ER AL EVE WA B E ARG R, BRI BEIRIINA. 1 apologize, but due to the resolution and
quality of the image, I am unable to recognize and provide results related to the content of the ancient texts. If you can
provide a clearer image or more detailed information, I will do my best to assist you in recognizing the content.

MiniCPM-V-2.6: R#I¥K, FICHEIRHE R P BIXFEHNEZ . 1apologize, but I am unable to recognize the text in
the image.

Qwen2-VL-72B-Instruct: BRI % & 2 O8I 1 B & 2 O AN, TRRE P ELH,
RWLEES, E—VEE. &+, afRs, Z48ka, aills, ZWEa, ZHITE, FEk.
BT, BEEEMH, FERK, R¥EAG, RBEAR...... (Incorrect content)

Figure 26: Sample model responses for T1.

T4 ﬁh:z AR E] Named Entlty Recognition

I E AR o SCE SO A A k. TR i U
BUSEI i 42 5248 %ﬂﬂizwﬂﬂﬁli%’ivnﬁﬁﬁ%ﬂ AEH

A& A BEEL RUREL B RBR. AT L &

Q: Extract named entities from the Classical Chinese content in
the image. Requirements: Please output only the extracted named
entities, separated by Chinese commas, without any irrelevant
~ | content.

A: Cong, Zouyu, Phoenix, Qilin, Cula, Shizi, Kong, Meng

GPTdo: T JUl v SFe TH TH v 36 dEe =0 fEv e He THe Eo %0 d6 B0

B2 HY B R N FE B 2 B B RUL Wu, Phoenix, Zi, Jin, Jade, Zi Bing, Zi Shi, Li, Ji, Fei,
San, Nian, Yue, Ri, Zi Li, Zhu, Li, Li, Ji, Lao, Shi, Li, Li, Shi, Mu, Zi, Zi Bing, Ji, Jin, Yu, Wu, Phoenix

InternVL2.5-78B: fl# KongMeng

LLaVA-v1.6-Vicuna-13B: 130 XA & LR : SEEIR a2 0 - PR AL W Aa- WP T
Hl|- 4]~ Bed- DU - 500 - SCARBe - SO BEVE N 25- SUAZE - UARZETFEL  The named entities in Classical
Chinese text are as follows: Extracted named entities include: - Characters/Chinese characters - Chinese character
combinations - Chinese character sequences - Sentences - Paragraphs - Pages - Book pages - Text paragraphs - Text
paragraph content - Text handwriting - Text handwriting styles

MiniCPM-V-2.6: [E /A 431F The National Archives

Qwen2-VL-72B-Instruct: J532/& No entity

Figure 27: Sample model responses for T4.
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T8 F53:OCR Calligraphy OCR

3;’ ;ﬁ; “( '6 e R BN LR o B S
\ S 0D mk BRUREIBR, FEAIBER N
PR B B B

’ % % @ Identify the text in the image according to the ancient reading
m order.

Requirements: Please only output the recognition result, without

- , any irrelevant content.
/i S fil 75 X% B FH A 48 1 45 {6 E (Recognized text content)

GPT-40: FESHE X, JBIESE M. (Incorrect content)

InternVL2.5-78B: ji4hikfihsis M (Incorrect content)

LLaVA-v1.6-Vicuna-13B: M\ ZAZ4A, B EAFRIET, XRIRMNHCFEHNA: 1.52.83.34.55.
66.57.88.99.810.8 11.812.8 13.9 14. 8 The text content recognized from left to right, according to
the ancient reading order, is as follows: 1.52.83.34.55.66.57.88.99.810.811.812.813.914.8
(Incorrect content)

MiniCPM-V-2.6: Randolph’s hotel (Incorrect content)

Qwen2-VL-72B-Instruct: 5% =5 S 0K R )\ E 8 EIK FABE (Incorrect content)

Figure 28: Sample model responses for T8.

IX R IEAE S AR R AT 47
A KR By BRI C KEXH Dy ERFREBMKE e
SR FU IO B 7R, S B A TE R A A

B

What is the title of this calligraphy work?
A. General Pei’s Poem B. The Shu Silk Manuscript
C. Draft of the Sacrifice to Nephew
D. Wang Duo’s Cursive Script Poem for Zhang Baoyi
.,1 Requirement: Please output only the letter corresponding to the option,
| without any irrelevant content.

B
GPT-40: B InternVL2.5-78B: B LLaVA-v1.6-Vicuna-13B: C
MiniCPM-V-2.6: B Qwen2-VL-72B-Instruct: A

Figure 29: Sample model responses for T12.

T21 EH A% Image-based Q&A
Elg s AL LA N R? JEEAR R A BT hA B
4

B ¥ E % B
ok R F % o .
% 3 ’fg % 2‘ g How many stamps are there in the image? Please answer directly
B OR e = R iR with Arabic numerals.
g E R RSk
e CRE PRE 3E 4
GPT-40: 4

InternVL2.5-78B: 3

LLaVA-v1.6-Vicuna-13B: fEX5KE F v, HATLER 210
Fi ., In this image, I can see two red stamps.

MiniCPM-V-2.6: 5

Qwen2-VL-72B-Instruct: 5

Figure 30: Sample model responses for T21.
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T27 R4 4 — TR
Work Introduction IXHRE AR CHIERERS Iz AR Ry, R m 50 I Y
HARAEAE. IERHEEE, RAELIERS, MEmRT. Fic
APFE 2 ...

Introduce this painting.

This painting is titled “Spring Mountain Boat Ride by Hu Tinghui,”
created by the Yuan Dynasty artist Hu Tinghui. It is a silk painting with color.
The composition of the artwork is intricate, showcasing a bright spring scene,
blending the techniques of high, deep, and distant perspectives...

GPT-40: i i A 2 v [l LR I S0 38 42 W R0 R F) LR 1Ty o e
WATEENWHUOKGE6A, BRI ZEHEE. 2 FREH0HEWR
WA...... This painting is “Early Spring” by the famous Northern Song Dynasty
artist Guo Xi. It depicts the mountainous landscape of early spring,
showcasing magnificent scenes of layered peaks and swirling clouds......

InternVL2.5-78B: iXMEE{Ef K CGRUATIRIEY , RILRE S BEKE
WHIREMZ — . ZE#HS THRELITRS, RITHELKE
ML XA ... This painting is titled “Travelers among Streams and
Mountains” and is one of the representative works of the famous Northern
Song Dynasty artist Fan Kuan. The painting depicts majestic mountain and
river scenes, showcasing the classic style of Chinese landscape painting......

LLaVA-v1.6-Vicuna-13B: 1 i i 41 & — 1 DA Lk o 28 g e ik S o ok S w2 v B A& e FY
2EEN, WidKBRELLKKSA ERHTABMERE, DRIAEMGFRMAY . X0 A5
17K $#5429E% 42 5)....... This painting is a Chinese ink wash painting with a landscape theme. Ink
wash painting is a traditional Chinese art form that uses ink and brush to outline and color on paper
or fabric, depicting various scenes and figures. The landscape depicted in this painting is very
vivid...... (The content is too broad.)

MiniCPM-V-2.6: i i il fF J o (5 A% g 22 i ep SR g Lok, JRBL T b [l oy REAR X AR
TR 2 BEAR A DL o 1 T A N B A 2 2 A I, R Y e I Lk i R R
Ji.... This painting is a typical landscape painting in traditional Chinese art, showcasing the deep
understanding and expression of nature by ancient Chinese artists. Through meticulous brushstrokes
and a multi-layered composition, the painting displays the unique charm of Chinese landscape
painting...... (The content is too broad.)

Qwen2-VL-72B-Instruct: X mE 2 EAES DK EMREFEEZ—, %A GLEDY , #HER
TREFE A HARRPEGREFLWERMBER, DHMEMNEREGEMFTNE
A IEEFR. ... This painting is one of the representative works of traditional Chinese landscape
painting, titled “Summer Mountains,” and was created by the Yuan Dynasty artist Huang Gongwang.
Huang Gongwang was a renowned ancient Chinese painter and calligrapher, famous for his unique
brushwork techniques and profound artistic accomplishments...

Figure 31: Sample model responses for T27.
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T28 H 'E’)'CQCR T [ e By R SORE R IR AN
Oracle Bone Script OCR ZOR: R IRBIENUE SR, A2 S TE R A
?

Identify the Chinese character corresponding to the oracle
bone script in the image.
Requirement: Please only output the identified Chinese character,
without any irrelevant content.

F (Child)

GPT-40: 1 (Middle)
InternVL2.5-78B: - (Child)

LLaVA-v1.6-Vicuna-13B: 3X/M&E {4 5 B 5 S B B2 “—.  This oracle bone inscription in
the image corresponds to the Chinese character “—” (One).

MiniCPM-V-2.6: - (Child)
Qwen2-VL-72B-Instruct: 1¢ (Flower)

Figure 32: Sample model responses for T28.

T AR 35 3 1] e B S B SO A
ZOR: FUEHIRAEE R, A A TE R A

W=

Identify the text on the seal in the image according to the
ancient reading order.
Requirement: Please only output the recognition result, without
any irrele-vant content.

5% (Recognized text content)

GPT-40: EIRZHERL (Incorrect content)

T30 EIZOCR Seal OCR

InternVL2.5-78B: % (Incorrect content)

LLaVA-v1.6-Vicuna-13B: AEB{RALE TR N AMMRE, FOWIRREEIMEBRA TR GIE
B, MHRILCERIERFEGAARRAZ R, Cannot provide an explanation of the image
content because the image content you mentioned is inappropriate, and I am unable to provide
recognition results for the image content.

MiniCPM-V-2.6: Bdi#i (Incorrect content)

Qwen2-VL-72B-Instruct: ¥5pEMHIY 2 E (Incorrect content)

Figure 33: Sample model responses for T30.
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T35 X4 G —FEA XY
Cultural Relic Introduction IXASC A R VR A, 38.8JEDK, A PN HE
BEERERG, LA, EFNE, HFHR, BMFETT,
AL T AR SER R R R M 3K THIES ...

Introduce this cultural relic.

The cultural relic is called a “Terracotta Armored Retainer
Figure,” with a height of 38.8 cm, originating from a cliff tomb in
Sichuan Province. It is dressed in a short tunic with a cross-collar
and right-over-left closing, holding a broom in its left hand and a
spade in its right hand, with a ring-headed sword hanging from its
waist. It vividly depicts the image of a private armed retinue or
domestic servants of wealthy and powerful families during the
Eastern Han Dynasty...

GPT-do: XA —ARFf, WA LTSRS WA TR, REREEAN
ARG ARG R AL . PR RE B KA. This cultural relic is a terracotta figurine,
typically found in ancient Chinese tombs. Terracotta figurines were often used as grave goods,
representing the life scenes or status of the tomb owner during their lifetime. This particular figurine
may be wearing a long robe...

InternVL2.5-78B: IX2—F RN (7, HARRHRFERMR M. BRMEMET TR,
VAR EE B NAER M L2 IXARFMRI T — ALK 1L:, FHRA...... This is a Tang Dynasty
terracotta figurine, specifically a warrior figurine from the Tang period. Tang Dynasty terracotta
figurines were typically used as burial items to protect the tomb owner’s safety in the afterlife. This
figurine depicts a warrior holding a weapon......

LLaVA-v1.6-Vicuna-13B: X2 — iy by AL 17 (P4 ) e il i NTEREZ) o 31X~
WA T —AALLE, SHEIEXMER, RAEEDE BT RSSO ALAURE R 3T
1) B AT R 4E... This is an ancient Chinese terracotta figurine (terracotta figurines refer to
humanoid sculptures made of ceramics). The cultural relic depicts a ceremonial officer, dressed in
formal official attire, symbolizing the prestigious status of officials in history. Ceremonial officers
were typically responsible for the enforcement and maintenance of ceremonial protocols...

MiniCPM-V-2.6: X34 —fEdi R P, TRBRE T RO, P4 B B XU 5 3R
AR T AAR Do G SE R fROE R v st b i L R S AR IR AR R IX A A
CIN: =% 0 This cultural relic is an ancient Chinese terracotta figurine, likely
originating from the Qin or Han period, as its style is similar to the Terracotta Army from that era.
These sculptures often represent soldiers or officials from Chinese history. The clothing and posture
suggest that this figure could be a senior military officer or a noble...

Qwen2-VL-72B-Instruct: X &—fF & REFE 1, BAORGRZDUN R . XHFE @
WA ATRESE, REEENES AR EFES T XML % KH...... This is an ancient
Chinese terracotta figurine, specifically from the Qin or Han period. These types of figurines were
typically used as burial items, representing the tomb owner's life scenes in the afterlife. This figurine is
dressed in a long robe...

Figure 34: Sample model responses for T35.
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T37 #HEOCR

Illustration OCR

2t 2t

000

F AR B T R [ v B SO A
2R R U Es R, A2 A IT R A

Btk L 25

Identify the text in the image according to the
ancient reading order. Requirement: Please only
output the recognition result, without any irrelevant
content.

fitk JL2& (Recognized text content)

GPT-40: ZE5HH (Incorrect content)

InternVL2.5-78B:

2% JLAE103 (Incorrect content)

LLaVA-v1.6-Vicuna-13B: M4 HAE ), &Xa—ikh R4k B
WF. WEFIA, Wpd: 1. T#) 2. TR1 3. T 4. T4

Based on the provided image, this is an ancient piece of paper with Chinese
characters. From left to right, the orderis: 1. T#f] 2. TR 3. {1 4.

[ (Incorrect co

ntent)

MiniCPM-V-2.6: #f-# (Incorrect content)

Qwen2-VL-72B-Instruct: & WA (Incorrect content)

Figure 35: Sample model responses for T37.

T45 B
Image-based Q&A

F& sl TR

BRILSE

Who is wearing glasses in the image?
Chen Qimei

B | GPT-do: E&rlr, 2B — R =18 THR4%S . In the image, the first

and third persons on the left are wearing glasses.

InternVL.2.5-78B: [P IR A N B2 =00, AR EA .
The person wearing glasses in the image is the third from the left, labeled as
“Tang Caichang.”

LLaVA-v1.6-Vicuna-13B: X3k E {4 b A — A NEREE . TR G+
g, FEER, FHRE—MAWBERE. MIRERRAar, 5%
R ZEEERFIME A DUAL . In this image, there is one person wearing glasses. He
is positioned at the center of the image, dressed in a military uniform, and is the
only individual wearing glasses. His glasses are black, matching his military

| uniform and hat.

MiniCPM-V-2.6: E{& g /A% 04 N8 T HR%% . The fourth person from

the left in the image is wearing glasses.
Qwen2-VL-72B-Instruct: P5ILSEH# THR4E. Chen Qimei is wearing glasses.

Figure 36: Sample model responses for T45.
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