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Abstract

Neural machine translation (NMT) has ad-
vanced significantly, yet challenges remain in
adapting to new domains . In scenarios where
bilingual data is limited, this issue is further
exacerbated. To address this, we propose kNN-
LM-NMT, a method that leverages semanti-
cally similar target language sentences in the
kNN framework. Our approach generates a
probability distribution over these sentences
during decoding, and this distribution is then
interpolated with the NMT model’s distribution.
Additionally, we introduce an n-gram-based ap-
proach to focus on similar fragments, enabling
the model to avoid the noise introduced by the
non-similar parts. To enhance accuracy, we
further incorporate cross-lingual retrieval sim-
ilarity to refine the kNN probability distribu-
tion. Extensive experiments on multi-domain
datasets demonstrate significant performance
improvements in both high-resource and low-
resource scenarios. Our approach effectively
extracts translation knowledge from limited tar-
get domain data, and well benefits from large-
scale monolingual data for robust context rep-
resentation.

1 Introduction

With the introduction of deep learning tech-
niques, especially the revolutionary models like
Transformer, neural machine translation (NMT)
has made significant progress in recent years
(Sutskever et al., 2014; Bahdanau et al., 2015;
Vaswani et al., 2017). Despite these advancements,
NMT often suffers from translating in new do-
mains, which is called domain adaptation (Koehn
and Knowles, 2017; Isabelle et al., 2017; Lee et al.,
2018; Farajian et al., 2017). The primary reason for
this issue is the domain mismatch between the train-
ing and test datasets. To address this, researchers
have developed various strategies to enhance NMT
model’s domain adaptation capabilities through the
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incorporation of external domain knowledge or sim-
ilar examples (Cao and Xiong, 2018; Bulté and
Tezcan, 2019; Xu et al., 2020; Meng et al., 2022;
Reheman et al., 2023). A particularly promising
approach integrates non-parametric methods with
NMT, where the non-parametric methods rely on
an external memory of additional translation ex-
amples (Khandelwal et al., 2021). However, the
heavy reliance on high-quality ground-truth bilin-
gual data limits the applicability of these methods
in low-resource scenarios.

On the other hand, with the advantages of large
data scale, broad domain coverage, and ease of
access, monolingual data is widely employed to en-
hance NMT capabilities (Pang et al., 2024). Back-
translation (Sennrich et al., 2016; Caswell et al.,
2019; Marie et al., 2020) enriches training data by
translating target language data back into the source
language using a reverse translation model. Shal-
low fusion or deep fusion leverages language mod-
els that are trained on the target language data to
constrain the translation process of NMT (Gülçehre
et al., 2015, 2017; Sriram et al., 2018). Although
these methods efficiently leverage monolingual
data to enhance parametric models, they inevitably
increase the training cost.

Recent non-parametric methods, UDA-kNN
(Zheng et al., 2021b) and Pseudo-kNN-MT (Rehe-
man et al., 2024), leverage target language data
in the kNN-MT framework. The former intro-
duces adapter modules that require NMT model
retraining, while the latter pairs similar target sen-
tences with the source input. However, this ap-
proach is vulnerable to the noise incorporated by
the non-similar parts of the target retrievals and is
constrained by the representation capability of the
NMT model.

As a non-parametric method, k-nearest neigh-
bor language model (kNN-LM) (Khandelwal et al.,
2020) has achieved notable success in language
modeling tasks. In the machine translation task,

10053



since the decoder of a transformer NMT model
learns a causal language model implicitly, if the
target language instances that are semantically sim-
ilar to the source input sentence can be provided, a
non-parametric LM can be utilized to incorporate
the relevant translation information.

Building on this idea, we propose our method,
kNN-LM-NMT. Specifically, given some seman-
tically similar target sentences, kNN-LM-NMT
generates a probability distribution over these sen-
tences in the kNN-LM framework. This probabil-
ity distribution is subsequently interpolated with
the NMT model’s distribution. Additionally, to
effectively leverage the similar fragments from
the target language sentences, we introduce an n-
gram-based approach, which focuses on similar
fragments. This enables the model to filter out
non-similar parts of the target sentence. Further-
more, to differentiate the contributions of sentences
with varying similarity levels, we incorporate cross-
lingual retrieval similarity to refine next token prob-
ability of the kNN.

We validate our approach on multi-domain
datasets for both high-resource and low-resource
machine translation tasks. The results demonstrate
that our method significantly enhances the transla-
tion performance of NMT on both scenarios.

In real-world application, our method can effec-
tively extract useful translation knowledge from a
small amount of similar target domain data. At the
same time, large-scale target data enables training
robust language models for context representation.

2 Preliminaries

For better understanding, we provide an overview
of the fundamental concepts underlying kNN-LM
and LaBSE.

2.1 kNN-LM

kNN-LM (Khandelwal et al., 2020) is a semi-
parametric language modeling approach, which
combines the traditional language model with near-
est neighbor search techniques, allowing it to lever-
age large corpora of text data more effectively. Ap-
plying kNN-LM involves two main steps: datastore
creation and inference using the datastore.

Datastore Creation. Let D denote a collection
of key-value pairs, where key is a high-dimensional
representation of a context from a pretrained lan-
guage model (LM), and value is the corresponding
ground-truth next token. Let Y = {Y1, Y2, ..., Yn}

be a set of sentences and let f(·) be the mapping
function that transfers the context into the vector
representation using an LM. For all sentences in Y ,
the key-value datastore is created as:

D = {(f(y1:t−1), yt),∀yt ∈ Y | Y ∈ Y}. (1)

Here, the datastore size is equal to the total number
of tokens in Y .

Inference. During the inference phase, the repre-
sentation of the previously generated tokens, y1:t−1,
at each time-step is taken as a query, denoted as
q = f(y1:t−1), to retrieve k-nearest neighbors
N from the datastore D. This retrieval process
employs vector distance measuring metrics, such
as L2 distance or cosine similarity, to ascertain
the proximity of the context representation to the
stored instances. Subsequently, the kNN distribu-
tion, pkNN, over the vocabulary is then obtained
by normalizing the negative distances with tem-
perature, and aggregating the probability of same
tokens afterwards. The kNN distribution is formu-
lated as:

pkNN(yt|ŷ1:t−1) ∝∑

(kj ,vj)∈N
1yj=vjexp(−d(q, kj)/T ), (2)

where d(·, ·) represents the distance function that
calculates the distances between the query vector
and the keys from the datastore and T is the tem-
perature.

In the end, the final generation probability is
calculated by linearly interpolating the kNN distri-
bution with the LM distribution, as:

p(yt | ŷ1:t−1) = λpkNN(yt | ŷ1:t−1) +

(1− λ)pLM(yt | ŷ1:t−1), (3)

where λ is the interpolation hyperparameter.

2.2 LaBSE
LaBSE (Language-agnostic BERT Sentence Em-
bedding) (Feng et al., 2022) is a multilingual
sentence embedding model designed to generate
language-agnostic embeddings that capture seman-
tic meaning across diverse languages.

In cross-lingual retrieval tasks, LaBSE encodes
sentences from different languages into a unified
representation space. Each sentence is first pro-
cessed through the model, resulting in a dense
vector representation. These representations can
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Figure 1: The illustration of the proposed kNN-LM-NMT method. CLS Embedder refers to the cross-lingual
sentence embedding model. The Encoder and Decoder at the right-bottom refer to the encoder and decoder of a
standard transformer NMT model.

be compared using similarity functions. By com-
puting the similarity of sentences in different lan-
guages, LaBSE effectively retrieves semantically
similar sentences across languages. In this paper,
we use it to retrieve similar target sentences for the
source input sentence.

3 Methodology

Given a limited set of similar sentences in the target
language, our objective is to extract valuable knowl-
edge from them to enhance the NMT by integrating
this knowledge into the translation process. As a
robust non-parametric language modeling method,
kNN-LM effectively incorporates the probability
of the next token into the target generation process
through approximate similarity search. Moreover,
since these similar sentences exhibit a certain de-
gree of similarity to the input sentence, it is possible
to leverage LMs to integrate the relevant translation
knowledge from these sentences without referenc-
ing the source sentences.

3.1 Retrieving similar target Sentences
Given the source input sentence X and the target
language dataset Y = {Y1, Y2, ..., Yn}, we utilize
the cross-lingual embedding model, LaBSE, de-
noted as e(.), to derive their dense vector represen-
tations as follows:

hX = e(X), (4)

HY = {e(Y ) | Y ∈ Y)}. (5)

Subsequently, we calculate the Euclidean Distances
(also referred to as L2 distances) between the

source sentence embedding hX and each target
sentence embedding in HY . Finally, we rank the
target sentences based on their distances and select
the top-k nearest ones as the final retrieved targets.

3.2 Integrating kNN-LM into NMT

Similar to other kNN-based methods, we first con-
struct a kNN-LM datastore D using the entire tar-
get language dataset. This process is identical to
the datastore construction described in §2.1. Both
this datastore and the target sentence vector data-
store (used for retrieving similar target language
sentences in §3.1) are built offline. During the de-
coding process, the kNN probability distribution
for the next token is generated from D and then in-
terpolated with the probability distribution from the
NMT model. The overall process of this method is
illustrated in Figure 1.

At the first step of decoding, we extract a
sentence-specific datastore Dsim for the source sen-
tence. Specifically, for an input sentence X , we use
the method described in §3.1 to obtain a set of sim-
ilar target sentences, along with their cross-lingual
distances. Then, we extract the corresponding keys
and values from the kNN datastore based on the
similar target sentence IDs and construct triples in
the form of <key, value, dist>. Here, “dist” is
the sentence-level cross-lingual retrieval distance
of a target sentence to which the token belongs.
These triples are then stored to construct Dsim.

At each time-step of the decoding process, we
input the previously generated target tokens y1:t−1

into the LM, the same model which is used to
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Figure 2: An example of incorporating n-gram based
kNN-LM with NMT.

build the kNN datastore, to obtain query vector
q = f(y1:t−1). Next, we use q to retrieve the
k-nearest neighbors from Dsim and construct the
kNN probability distribution. Unlike the standard
kNN probability generation method, we incorpo-
rate cross-lingual retrieval distances to refine the
kNN probability. This method is described in detail
in §3.4. Finally, the kNN distribution is interpo-
lated with the NMT distribution as:

p(yt | x, ŷ1:t−1) = λpkNN(yt | ŷ1:t−1) +

(1− λ)pNMT(yt | x, ŷ1:t−1). (6)

3.3 Integrating n-gram-based kNN-LM with
NMT

Since we utilize similar target language sentences,
the non-similar parts may introduce noise. Addi-
tionally, due to the auto-regressive nature of causal
LMs, the representation at a time-step inherently
contains all the information of its prefix. To miti-
gate the negative impact of noise in the represen-
tation, we propose a local representation method
based on n-gram sequences. An example of this
method is illustrated in Figure 2.

First, we construct n-gram datastores using the
target language dataset. Specifically, each sentence
in Y , we input every n-gram segment into the LM
to obtain its hidden representation as the key, with
the corresponding next token as the value. Hence,
the n-gram kNN datastore is constructed as:

Dngram = {(f(yt−n:t−1), yt), ∀yt ∈ Y

| Y ∈ Y}. (7)

where f(·) is the text-to-vector mapping function
using an LM, Y is the target sentence, and yt−n:t−1

is the n-gram segment at time-step t. Notably, we
take the hidden representation ht as the key for
yt−n:t−1, reflecting the nature of casual LMs.

At the first time-step of decoding, we retrieve
the similar target sentences and extract a sentence-
specific n-gram datastore Dngram

sim , using the same
method described in §3.2. At each time-step of de-
coding, we extract n-gram segment yt−n:t−1 from
the previously generated target sequence y1:t−1 and
input yt−n:t−1 into the LM to obtain its represen-
tation, which is then taken as query to construct
the n-gram kNN distribution from Dngram

sim . If the
length of y1:t−1 is insufficient to extract n-gram
segment, the corresponding n-gram kNN distribu-
tion is not constructed for that time-step.

Furthermore, we construct multiple n-gram
kNN distributions, and take the average of these
distributions to obtain the final kNN distribution,
which is then interpolated with NMT distribution
as:

p(yt | x, ŷ1:t−1) = λ
1

n

n∑

1

pngramkNN +

(1− λ)pNMT(yt | x, ŷ1:t−1). (8)

3.4 Integrating Cross-lingual Similarity

The generation of kNN probabilities relies on the
retrieved similar target sentences, independent of
the source sentence information. Nevertheless, the
cross-lingual retrieval distance reflects the degree
of translational correspondence between them, pro-
viding essential information for kNN probability.
Therefore, we propose two distinct approaches to
integrate cross-lingual retrieval distances into the
kNN probability generation framework.

Updating kNN Distance (UD). For an input sen-
tence X , we have the similar target sentence datas-
store Dsim ( we denote this in both kNN and n-
gram kNN occasions). At time-step t, we feed the
previously generated target prefix ŷ1:t−1 or the n-
gram segment ŷt−n:t−1 into the LM to obtain its
representation hq. Using hq as the query (q = hq),
we retrieve k-nearest neighbors from Dsim, obtain-
ing kNN distances dknn and cross-lingual retrieval
distances dclr of the top-k neighbors. The kNN
probability is constructed based on the multiplica-
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tion of dclr and dknn as follows:

pkNN(yt | x, ŷ1:t−1) ∝ (9)
∑

(kj ,vj ,dclrj )∈Dsim

1yj=vjexp(−dclrj dknn(q, kj)/T ).

Updating kNN Probability (UP). Unlike UD,
this approach transforms the cross-lingual distances
into similarity scores and updates kNN probability
accordingly. Specifically, after retrieving k-nearest
neighbors from the datastore, we compute their
similarity scores sclr by applying an exponential
function to the negative cross-lingual distance:

sclrj = exp(−dclrj ), dclrj ∈ Dsim. (10)

Following the construction of the kNN probabil-
ity, we multiply each neighbor’s probability by its
corresponding similarity score and then aggregate
probabilities of identical tokens. The updated kNN
probability is thus formulated as:

pkNN(yt | x, ŷ1:t−1) ∝ (11)
∑

(kj ,vj)∈Dsim

1yt=vjexp(−dknn(q, kj)/T )s
clr
j .

4 Experiments

We evaluate the effectiveness of our approach on
a publicly available multi-domain dataset in high-
resource and low-resource translation settings. We
also explore the usability of LLM in the kNN com-
ponent of our method.

Models, Datasets and Evaluation Metrics. We
employ Facebook’s champion model on WMT19
German-English (De-En) news translation task1

(Ng et al., 2019). For the kNN component, we use
their WMT19 English LM 2, trained on the mono-
lingual Newscrawl dataset of that year. We test our
method on the test sets of IT, Koran, Law and Med-
ical domains of the Multi-domain dataset which
is originally introduced in Koehn and Knowles
(2017) and resplit by Aharoni and Goldberg (2020).
We take the target training data of each domain
as the monolingual target language dataset. The
data statistics are given in Table 1. The translation
quality is evaluated using SacreBLEU (Post, 2018)
and COMET-223 (Rei et al., 2022).

1https://dl.fbaipublicfiles.com/fairseq/
models/wmt19.de-en.ffn8192.tar.gz

2https://dl.fbaipublicfiles.com/fairseq/
models/lm/wmt19.en.tar.gz

3https://github.com/Unbabel/COMET

Split WMT19 IT Koran Law Medical

Train 33M 223k 17k 467k 248k
Valid 6002 2000 2000 2000 2000
Test 2000 2000 2000 2000 2000

Table 1: Statistics of datasets.

Experimental Settings. We utilize the cross-
lingual embedding model LaBSE (Feng et al.,
2022) to convert the sentences from both source
and target language datasets into sentence em-
beddings. We employ dense vector search li-
brary FAISS (Johnson et al., 2021) for both the
cross-lingual retrieval and the kNN search from
the datastore, using its built-in L2 distance func-
tion for vector distance measuring. In the cross-
lingual retrieval, we retrieve the top-32 similar
sentences from the target dataset for each source
input sentence. In the kNN search, we retrieve
k = 8 neighbors from the kNN datastore. For
the key of the kNN datastore, following the rec-
ommendations from Khandelwal et al. (2020);
Xu et al. (2023), we extract the input for the
“FFN” in the last layer of the LM decoder. Re-
garding the kNN temperature, we search it from
{0.5, 1, 5, 10, 20, 50}. For interpolation, we search
λ from {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9}.
For n-gram kNN method, we set the n-gram from
“1-gram” to “5-gram”. For decoding, we set the
beam size to 5 and length penalty to 1.0.

Baselines. We compare our method with existing
ones that leverage target language data in NMT,
especially with non-parametric kNN methods.

• NMT: The general-domain NMT model.
• Shallow Fusion (Gülçehre et al., 2017): Interpo-

lates the probability distribution of a trained LM
with NMT distribution during the inference. For
fair comparison, we also finetune the LM on the
training data of multi-domain dataset.

• BT (Sennrich et al., 2016): Standard back-
translation approach that augments the training
data by translating the target data back to the
source language.

• Pseudo-kNN-MT (Reheman et al., 2024): A
kNN-based method that creates pseudo-bilingual
data by pairing similar target sentences with
source sentences for kNN-MT.

• UDA-kNN (Zheng et al., 2021b): Incorporates
target language data into kNN-MT by training
a specialized adapter in the transformer NMT
model.
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Methods IT Koran Law Medical Average

BLEU COMET BLEU COMET BLEU COMET BLEU COMET BLEU COMET

NMT 38.43 82.46 17.07 72.57 45.99 85.38 41.97 83.16 35.86 80.89
Shallow Fusion 36.44 81.05 17.32 72.34 46.15 84.87 40.98 81.73 35.22 79.99
Shallow Fusion(ftLM) 37.57 81.92 17.62 72.71 47.87 85.47 42.15 82.37 36.30 80.62
UDA-kNN 40.67 82.71 18.98 73.40 51.17 85.90 45.95 83.79 39.19 81.45
Pseudo-kNN-MT 40.63 82.51 18.46 72.24 53.03 84.68 49.36 82.43 40.37 80.46
BT-kNN 41.58 82.96 20.35 73.00 54.43 85.96 49.47 83.93 41.46 81.46

kNN-UD 41.61 83.06 20.51 72.93 54.34 85.72 49.73 83.82 41.55 81.38
kNN-UP 42.47 83.10 20.47 72.91 56.27 85.53 52.57 83.57 42.95 81.27
n-gram-kNN-UD 42.18 83.06 20.63 73.28 55.61 86.07 50.07 83.91 42.12 81.58
n-gram-kNN-UP 42.45 83.01 20.39 73.26 56.91 86.19 50.83 83.97 42.65 81.61

Table 2: SacreBLEU and COMET scores of WMT19 De-En model on the multi-domain test sets. The best results
are highlighted in bold, and the second-best results are underlined for clarity.

• BT-kNN: Generates synthetic bilingual data by
translating the target dataset back to the source
language, which is then used for kNN-MT datas-
tore construction.

4.1 Main Experiment
We conduct this experiment on the multi-domain
test set using the WMT19 De-En model. Regarding
the reverse NMT model for BT-kNN, we use Face-
book’s WMT19 En-De model 4, which was trained
using the same dataset as the forward model.

Results. The experimental results presented in
Table 2 reveal observations below: first, our pro-
posed method demonstrates superior performance
compared to other baseline models, dominantly
achieving the best and second best results on both
BLEU and COMET metrics across most domains,
except the COMET score for the Koran domain.
Notably, our method even outperforms the com-
petitive BT-kNN baseline, which utilizes bilingual
data generated through back-translation. Secondly,
the results indicate that while shallow fusion of-
fers limited enhancement to NMT performance
after learning the target domain knowledge by fine-
tuning, other non-parametric methods exhibit sub-
stantial improvements in translation quality. This
underscores the effectiveness of non-parametric
approaches in rapidly adapting to new domain.
Third, our approach consistently benefits from the
n-gram enhancement, which suggests that the n-
gram method effectively mitigates the noise intro-
duced by non-similar parts of the target sentence
to some extent. Lastly, comparing the performance
of the cross-lingual retrieval distance incorpora-
tion methods, UP performs better than UD. This is

4https://dl.fbaipublicfiles.com/fairseq/
models/wmt19.en-de.ffn8192.tar.gz

mainly because the nature of the “softmax” func-
tion that generates kNN probability using the dis-
tance. When the kNN distance is either too large
or too small, the UD approach, which multiplies
the kNN distance by the cross-lingual retrieval dis-
tance, has a limited impact on the resulting prob-
ability distribution. In contrast, the UP approach
directly updates the kNN probability distribution,
enabling more effective utilization of the cross-
lingual similarity.

4.2 Low Resource Machine Translation
Target language monolingual data has been demon-
strated to be beneficial in low-resource machine
translation scenarios. To evaluate the performance
of our method under such conditions, we conduct
experiments on the multi-domain dataset under
low-resource settings. We employ the German-
to-English low-resource machine translation model
provided by Pseudo-kNN-MT (Reheman et al.,
2024). This model was trained on 500k bilin-
gual data obtained by uniformly sampling from
the cleaned WMT21 De-En news translation task
dataset. For the training data of the target LM, we
mix the target data of this 500k dataset with the
target training data from each domain of the multi-
domain dataset. Subsequently, we train a 12-layer
decoder-only GPT model (Radford et al., 2019)
with an embedding dimension of 768. To ensure
consistency in the target vocabulary, we utilize the
target language vocabulary of the NMT model for
tokenization. In addition to the baselines above, we
also compare our method with the standard BT in
this experiment.

Results. The experimental results in Table 3
demonstrate that our method achieves the best per-
formance across three domains. In terms of average
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Methods IT Koran Law Medical Average

NMT 28.69 10.68 28.42 30.17 24.49
BT 31.72 12.73 41.32 38.08 30.96
UDA-kNN 31.74 14.44 32.52 35.68 28.60
Pseudo-kNN 30.61 13.97 36.75 38.06 29.85
BT-kNN 32.35 13.28 36.65 37.41 29.92

kNN-UD 30.80 14.72 38.41 38.89 30.71
kNN-UP 31.76 14.73 41.07 40.95 32.13
n-gram-UD 31.68 15.02 40.11 40.13 31.74
n-gram-UP 32.94 14.66 41.10 41.52 32.56

Table 3: SacreBLEU scores of WMT21 De-En sample-
500k model on the multi-domain test sets. COMET
scores are given in Appendix A.

BLEU scores, our four proposed methods consis-
tently outperform all other baselines except the
BT. While BT achieves optimal performance in the
Law domain, our method performs comparably in
this domain. From the perspective of data scale,
BT, as a parametric method, benefits more from
a larger monolingual data. Therefore, it achieves
the best performance in the law domain, which
contains 467k sentences. Conversely, our method,
as a non-parametric approach, focuses more on
the similarity between the target and source sen-
tence. Consequently, even in the Koran domain
with only 17k sentences, our method significantly
outperforms BT.

4.3 Large Language Models in kNN
Component

Large language models (LLMs) demonstrate re-
markable success across various NLP tasks (Brown
et al., 2020; Alves et al., 2024; Luo et al., 2025;
Muennighoff et al., 2025; Zheng et al., 2025).
Trained on massive corpora, LLMs exhibit strong
representational capabilities. Given the critical role
of context representation in our method for search-
ing nearest neighbors, we investigate the applica-
tion of LLMs within the kNN component. We
employ Llama 3.1-8B 5. It is essential to keep vo-
cabulary consistency between the target language
of NMT model and the LLM to integrate their
probability distributions. Accordingly, we train
an NMT model on the WMT19 De-En dataset us-
ing the Llama dictionary. The model architecture
of this NMT model is identical to that in the main
experiment. To determine the optimal key, we con-
duct preliminary experiments using both the “FFN-
input” and “Hidden-state” from the last layer of the

5https://huggingface.co/meta-llama/
Meta-Llama-3.1-8B

Methods IT Koran Law Medical Average

NMT 35.90 16.95 45.04 39.77 34.42

kNN-UD 38.03 19.58 51.62 45.97 38.80
kNN-UP 38.92 19.21 52.94 46.61 39.42
n-gram-UD 40.22 20.88 53.23 47.88 40.55
n-gram-UP 41.31 20.68 54.91 49.13 41.51

Table 4: SacreBLEU scores of WMT19 De-En
Llama3.1-dict model on the multi-domain test sets.
COMET scores are given in Appendix A

Llama model (see Appendix B for detailed results).
The “last-FFN-input” yields better performance
and is thus selected as the key.

As presented in Table 4, the experimental results
reveal that while the baseline NMT model exhibits
a performance decline compared to the one from
main experiment - attributable to the Llama vocab-
ulary implementation - our method substantially
enhances translation performance over the NMT
baseline. Although the results closely match those
of the main experiments, they do not fully align,
mainly due to the relative weakness of the NMT
model used, whose generated distributions are less
accurate for interpolation.

5 Analysis

5.1 Impact of Cross-lingual Similarity
Integration

To evaluate the contribution of cross-lingual re-
trieval similarity to translation performance, we
conduct an ablation study by removing the integra-
tion mechanism of cross-lingual retrieval distance,
denoted as dclr. As shown in Table 5, removing
dclr leads to performance degradation in both meth-
ods. Specifically, the average SacreBLEU scores
of kNN-UD and kNN-UP drop significantly from
41.55 and 42.95 to 38.81, highlighting the strong
reliance on dclr. In contrast, n-gram-UD remains
nearly unchanged, while n-gram-UP experiences a
slight decline.

We attribute these results to the inherent noise-
handling capabilities of the methods. The n-gram
method constructs probabilities from similar n-
gram segments, making it easier to exclude noise
introduced by non-similar parts. In contrast, the
kNN method relies on the entire prefix, making
it more sensitive to noise. The dclr helps deter-
mine the level of noise in the sentence for kNN,
explaining its stronger reliance on this mechanism.
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Methods IT Koran Law Medical Avg

NMT 38.43 17.07 45.99 41.97 35.86

kNN-UD 41.61 20.51 54.34 49.73 41.55
kNN-UP 42.47 20.47 56.27 52.57 42.95
No dclr 39.93 18.99 50.06 46.25 38.81

n-gram-UD 42.18 20.63 55.61 50.07 42.12
n-gram-UP 42.47 20.47 56.27 52.57 42.95
No dclr 42.18 20.57 55.64 50.40 42.20

Table 5: Effect of removing cross-lingual retrieval dis-
tance on SacreBLEU scores. “No dclr” indicates the
removal of cross-lingual retrieval similarity.

1 2 3 4
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55.0
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1 2 3 4
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45.0

47.5

50.0

Medical

Figure 3: SacreBLEU scores of WMT19 De-En model
on Law and Medical domains across similarity-based
groups.

5.2 Impact of Target Language Similarity

Our method benefits from the similar content in
the target sentence. To investigate the target simi-
larity impact, we sort retrieved target sentences by
similarity and divide them into four groups, with
group 1 having the highest similarity and groups
2-4 showing progressively lower. We conduct ex-
periments using the WMT19 De-En model on the
Law and Medical domains.

The results in Figure 3 show performance de-
clines sharply with decreasing similarity, followed
by a more gradual decline. This highlights the
critical importance of target sentence similarity, as
higher similarity provides more informative cues
for translation.

5.3 Impact of Cross-lingual Model

The retrieval of semantically similar sentences from
the target data with high recall rates is relevant to
the representational capabilities of cross-lingual
models. To this end, we evaluate our method using
several cross-lingual models, including E5 (Wang
et al., 2022b), LASER2 (Heffernan et al., 2022),
and MuSR (Gao et al., 2023), under the main exper-
iment settings. Since the multi-domain dataset is
bilingual, we simulate a scenario with near-perfect

Models Methods IT Koran Law Medical Avg

- NMT 38.43 17.07 45.99 41.97 35.86

E5

kNN-UD 41.87 20.47 54.86 49.49 41.67
kNN-UP 42.13 20.60 56.09 51.89 42.68
n-gram-UD 42.12 20.64 56.10 49.69 42.14
n-gram-UP 42.11 20.72 56.84 50.03 42.43

Laser2

kNN-UD 41.27 19.88 54.16 46.93 40.56
kNN-UP 41.60 20.27 56.00 49.53 41.85
n-gram-UD 41.41 20.58 55.41 48.84 41.56
n-gram-UP 41.43 20.52 56.18 50.01 42.04

Musr

kNN-UD 41.37 20.57 54.44 49.59 41.49
kNN-UP 42.17 20.66 56.73 51.67 42.81
n-gram-UD 42.20 20.78 55.87 49.96 42.20
n-gram-UP 42.27 20.61 57.03 51.08 42.75

SrcED

kNN-UD 41.11 20.32 54.61 48.34 41.10
kNN-UP 43.24 19.86 58.11 52.42 43.41
n-gram-UD 42.43 20.38 55.88 49.61 42.08
n-gram-UP 43.33 19.91 57.92 51.91 43.27

Table 6: SacreBLEU score comparison of applying dif-
ferent cross-lingual retrieval models. The best and sec-
ond best results are highlighted in bold and underline,
respectively.

target similarity recall: we first retrieve similar
source sentences using edit distance, as:

d(xi, xj) = ED(xi, xj)/max(|xi|, |xj |), (12)

where ED(·, ·) is Edit Distance function and |x| is
the length of x, then extract the corresponding tar-
get language sentences as the final target retrievals.

The distributions of cross-lingual retrieval dis-
tances vary significantly across these models. For
fair comparison, we scale their distance distribu-
tions to align with the scale of LaBSE in the main
experiment. The experimental results are shown in
Table 6.

The results show that, compared with the results
obtained using LaBSE for cross-lingual retrieval in
the main experiment, the differences are marginal
except Laser2, indicating that their cross-lingual
recall rates have negligible impact on this task. The
source edit distance based retrieval approach, by
enabling more precise target retrievals, yields the
most significant improvement in our method, espe-
cially for the UP approach. Additionally, kNN-UP
achieves the highest average SacreBLEU score, bet-
ter than its n-gram based counterpart. We believe
this is because when target sentence similarity is
higher, the performance degradation caused by the
noise in the non-similar parts of the sentences is
reduced.
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Methods IT Koran Law Medical

NMT 177.44 182.04 191.93 179.63

# Target Sents 223k 17k 467k 248k
kNN Dstore Size 3.16M 0.52M 19.07M 6.90M
UDA-kNN 29.14 101.61 12.88∗ 17.06
BT-kNN 29.75 102.83 13.42∗ 17.47

kNN(UD/UP) 30.04 31.92 27.00 28.01
n-gram(UD/UP) 29.13 28.87 30.33 29.10

Table 7: SacreBLEU score comparison of applying dif-
ferent cross-lingual retrieval models. “∗” represents
using half of the datastore due to the GPU memory lim-
itation.

5.4 Efficiency
We evaluate the translation speed of our method
against other kNN-based methods under the main
experiment settings. We use a batch size of 1 and
a FlatL2 FAISS index. Results with tokens/second
are given in Table 7.

Experimental results demonstrate that the perfor-
mance of UDA-kNN and BT-kNN is highly sen-
sitive to the kNN datastore size, with decoding
speed degrading significantly with larger datastores.
In our method, the target sentence vector datas-
tore and the kNN-LM datastore are constructed
offline. Therefore, apart from the decoding time of
the NMT model, the time overhead of our method
mainly occurs as below. (1) Tclr: cross-lingual re-
trieval at the first step of the decoding, perform
once per sentence; (2) Tlm: computing the query
vector via a forward-pass of the LM on the current
target sequence or the n-grams; (3)Tknn: searching
for kNNs from the similar target datastore Dsim.
Although our method incurs additional Tclr and
Tlm, the orders of magnitude smaller Dsim (e.g.,
a datastore of 32 target similar sentences with an
average length of 30 tokens, totaling 960 vectors)
enables a smaller Tknn, avoiding scalability issues.

6 Related Work

Utilizing Monolingual Data in NMT. In NMT
research, the scarcity of bilingual data often lets
researchers turn to the utilization of monolingual
data. To our knowledge, Gülçehre et al. (2015)
first investigated the usage of monolingual data by
training an LM on the target language data and
integrating it in the inference phase. Sriram et al.
(2018) proposed to keep the LM fixed, but train
the NMT model from scratch by taking LM as a
component. Back-translation (Sennrich et al., 2016;
He et al., 2016; Fadaee et al., 2017; Edunov et al.,

2018) enhances the training data by translating the
target language data back into the source language.
Among the recent works, Cai et al. (2021) proposed
jointly training the NMT model with a retriever
that retrieves similar target sentences from corpora
and enhancing NMT with the retrievals. Reheman
et al. (2024) proposed to leverage similar target
sentences to construct pseudo bilingual sentences
and perform kNN-MT. Their difference from ours
is that we take the cross-lingual similarity and n-
gram segments into account and combine a non-
parametric LM with the NMT.

kNN Based Methods in NMT. kNN-LM (Khan-
delwal et al., 2020) and kNN-MT (Khandelwal
et al., 2021) represent the first attempts of kNN
methods on language modeling and NMT task, re-
spectively. For efficiency, a series of studies has
been proposed to optimize kNN-MT in MT com-
munity. Martins et al. (2022b); Wang et al. (2022a)
proposed to reduce the datastore scale or key di-
mension. By utilizing word alignment, Meng et al.
(2022) narrows down the search space in advance
to accelerate the kNN search. Instead of retrieving
one token in each step, Martins et al. (2022a) pro-
posed to retrieve a chunk of tokens at a time. From
the perspective of denoising, Zheng et al. (2021a)
and Jiang et al. (2022) proposed to dynamically
control the information that comes from nearest
neighbors.

7 Conclusion

We propose an innovative approach to enhance the
domain adaptability of NMT by leveraging target
language data. We incorporate translation infor-
mation from semantically similar target sentences
using the kNN-LM framework. To fully utilize the
similar target segments, we also propose an n-gram-
based method. Additionally, we further improve
the model’s robustness to noise by incorporating
cross-lingual retrieval-based similarity. The experi-
mental results demonstrate significant performance
improvements over baselines across high-resource
and low-resource translation settings. In future
work, we will explore methods that are more robust
to neighbors with varying distances.

8 Limitations

Despite its powerful performance, our method still
has limitations as follows. Since our approach ap-
plies a cross-lingual retrieval model to search simi-
lar sentences from the target language data, its per-
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formance directly affects the recall rate of similar
sentences and, consequently, the overall translation.
Additionally, ensuring the consistency between the
vocabulary of the LM and the target vocabulary of
the NMT model is essential for interpolating the
probability distributions.
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A COMET Scores

We give some experimental results on COMET
metric here. Table 8 and Table 9 correspond to
Table 3 and 4 from the main part, respectively.
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Methods IT Koran Law Medical Average

NMT 77.40 59.88 75.67 77.36 72.58
BT 79.65 63.12 81.19 81.07 76.26
UDA-kNN 78.66 63.24 78.07 79.50 74.87
Pseudo-kNN 78.21 62.82 76.75 78.86 74.16
Bt-kNN 78.50 62.69 77.60 79.41 74.55

kNN-UD 78.23 62.18 77.21 78.96 74.15
kNN-UP 78.29 62.14 77.47 79.28 74.30
n-gram-UD 78.38 62.01 77.43 79.15 74.24
n-gram-UP 78.53 62.18 76.97 79.41 74.27

Table 8: COMET scores of WMT21 De-En sample 500k
model on the multi-domain test sets.

Methods IT Koran Law Medical Average

NMT 82.62 72.46 85.61 83.41 81.03

kNN-UD 82.49 72.33 85.40 83.25 80.87
kNN-UP 82.30 72.17 86.19 83.05 80.93
n-gram-UD 83.33 73.06 86.24 84.17 81.70
n-gram-UP 83.45 73.17 86.51 84.28 81.85

Table 9: Comet scores of WMT19 De-En Llama3.1-dict
model on the multi-domain test sets.

B Other results

To determine either the “last FFN input” or the “last
hidden state” of the Llama3.1-8B model gets better
representation, we conduct this experiment. The
results reveal that the “last FFN input” demonstrate
superior performance. Consequently, we select it
in the formal experiments.

Key Methods IT Koran Law Medical

- NMT 35.90 16.95 45.04 39.77

FFN kNN-UD 38.03 19.58 51.62 45.97
kNN-UP 38.92 19.21 52.94 46.61

Hid kNN-UD 38.31 18.64 46.24 41.87
kNN-UP 38.56 18.72 46.26 41.82

Table 10: SacreBLEU scores of WMT19 De-En
Llama3.1-dict model on the multidomain test sets.
“FFN” denotes the last ffn input as the key, “Hid” de-
notes last hidden state as the key.
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