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Abstract

Multimodal punchlines, which involve humor
or sarcasm conveyed in image-caption pairs,
are a popular way of communication on online
multimedia platforms. With the rapid devel-
opment of multimodal large language models
(MLLMs), it is essential to assess their abil-
ity to effectively comprehend these punchlines.
However, existing benchmarks on punchline
comprehension suffer from three major limita-
tions: 1) language shortcuts that allow models
to solely rely on text, 2) lack of question diver-
sity, and 3) narrow focus on a specific domain
of multimodal content (e.g., cartoon). To ad-
dress these limitations, we introduce a multi-
modal Punchline comprehension Benchmark,
named PunchBench, which is tailored for ac-
curate and comprehensive evaluation of punch-
line comprehension. To enhance the evalua-
tion accuracy, we generate synonymous and
antonymous captions by modifying original
captions, which mitigates the impact of short-
cuts in the captions. To provide a compre-
hensive evaluation, PunchBench incorporates
diverse question formats and image-captions
from various domains. On this basis, we con-
duct extensive evaluations and reveal a signifi-
cant gap between state-of-the-art MLLMs and
humans in punchline comprehension. To im-
prove punchline comprehension, we propose
Simple-to-Complex Chain-of-Question (SC-
CoQ) strategy, enabling the models to incre-
mentally address complicated questions by first
mastering simple ones. SC-CoQ effectively
enhances the performance of various MLLMs
on PunchBench, surpassing in-context learn-
ing and chain-of-thought. Datasets, codes are
publicly available at https://github.com/
OuyangKun10/PunchBench.

1 Introduction

Recent research on Multimodal Large Language
Models (MLLMs) (Wang et al., 2024; OpenAI,

* Xu Sun is the corresponding author.
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legroom! 
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Matching QA

Whether this image-caption pair contains punchline?

Antonymous caption: Why we find flying uncomfortable: cramped legroom!

Which caption paired with the image conveys punchline?

Original caption: Why we enjoy flying: plenty of legroom! 

Synonymous caption: Flying is a pleasure when there's ample legroom!

Why we enjoy flying: plenty of legroom! Not so fun sitting with a lady and go flying.A B

Inconsistent caption: Why we enjoy flying: no enough legroom!

Without visual input

Yes/No QA
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Figure 1: An example of multimodal punchline compre-
hension. We illustrate the response of CogVLM2 when
provided with different captions and question formats.

2024) has made rapid progress in vision-language
tasks such as visual question answering (Antol
et al., 2015), dense image captioning (Johnson
et al., 2016) and optical character recognition (Is-
lam et al., 2017). Despite the advanced capabilities
of modern MLLMs in comprehending factual in-
formation from visual content, whether they can
effectively grasp punchlines within the multimodal
context remains an open question.

As illustrated in Figure 1, multimodal punchlines
are typically presented as image-caption pairs (Cai
et al., 2019), where humor or sarcasm is elicited
through a striking contrast or alignment between
visual and textual elements. Understanding these
punchlines is important yet challenging for the de-
velopment of MLLMs. On the one hand, multi-
modal punchlines are an essential way of communi-
cation on online multimedia platforms. Improving
comprehension of punchlines is crucial for many
real-world applications, including Human-AI in-
teraction (Hempelmann and Petrenko, 2015) and
sentiment analysis (Mahdaouy et al., 2021). On
the other hand, unlike conventional visual ques-
tion answering and captioning tasks, multimodal
punchline understanding necessitates a nuanced
perception of visual content, a strong grasp of lan-
guage prior knowledge, as well as a deep under-
standing of the interplay between visual and textual
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information (Jing et al., 2023).
There are some prior studies on multimodal

punchline comprehension, attempting to evalu-
ate sarcasm explanation (Desai et al., 2022) and
humor comprehension (Hessel et al., 2023), re-
spectively. However, despite the valuable bench-
marks presented by these studies, they suffer from
three major limitations that hinder an accurate and
comprehensive assessment of multimodal punch-
line comprehension. First, existing benchmarks
overlook the potential shortcuts in the captions.
As shown in the Yes/No QA task from Figure 1,
CogVLM2 (Hong et al., 2024) can correctly iden-
tify that the original caption conveys a punchline
regarding the image but fails when some words in
the original caption are replaced with antonymous
or synonymous ones. Additionally, the model can
correctly answer Yes/No QA solely based on an
inconsistent caption without visual input. This sug-
gests that the model may exploit biased words (e.g.,
"enjoy," "plenty of") or text-only inconsistencies
(e.g., "enjoy flying" versus "not enough legroom")
to arrive at the correct answer rather than genuinely
understanding the multimodal punchline. Second,
most previous benchmarks are constrained to
a single question format (Cai et al., 2019; Desai
et al., 2022), limiting their ability to assess the ro-
bustness of MLLMs across various user question
formats. As depicted in Figure 1, the model can an-
swer the Yes/No QA correctly but struggle with the
Matching QA, highlighting performance variations
across question formats. Third, prior works (Qiao
et al., 2023; Hessel et al., 2023) solely focus on
humor or sarcasm within a narrow domain (e.g.,
cartoon). This limits their applicability to broader
real-world scenarios that convey punchlines, and
hence causes insufficient evaluations.

In light of the above limitations, we introduce
a novel multimodal Punchline comprehension
Benchmark, PunchBench for short, designed to
provide an accurate and comprehensive evaluation
of this task. To enhance evaluation accuracy, we
modify captions to mitigate the impact of potential
shortcuts. Specifically, we apply context consis-
tency adaptation to eliminate inconsistent captions,
and then use word substitution and inversion to
generate synonymous and antonymous captions
with the help of ChatGPT (OpenAI, 2022). Re-
garding evaluation comprehensiveness, Punch-
Bench features diversity across multiple dimen-
sions. For punchline types, it includes both humor
and sarcasm. For task types, it involves two levels

of punchline understanding: shallow-level punch-
line perception and deep-level punchline reason-
ing. Each task employs diverse question formats:
Yes/No QA, Matching QA, Multi-option QA and
Generation QA. Furthermore, PunchBench spans
a wide range of multimodal content domains, in-
cluding posts, cartoons, comments, and memes. In
total, PunchBench comprises 6, 000 image-caption
pairs and 54, 000 question-answer pairs, allowing
a comprehensive evaluation.

Leveraging PunchBench, we evaluate a range
of state-of-the-art MLLMs. The results reveal a
significant gap between MLLMs and humans in
punchline comprehension. Additionally, the perfor-
mance of MLLMs varies across different question
formats, and shows notable degradation when faced
with synonymous or antonymous captions. These
observations emphasize the importance of incorpo-
rating diverse question formats, synonymous and
antonymous captions in the evaluation process.

To improve the punchline understanding ability
of MLLMs, we propose a strategy called Simple-
to-Complex Chain-of-Question (SC-CoQ), in-
spired by the simple-to-complex progression for
solving complicated problems. SC-CoQ struc-
tures questions from simple to complex within and
across tasks, enabling the models to incrementally
develop the capability to address complex ques-
tions by first mastering simple ones. Compared to
in-context learning (Brown et al., 2020) and chain-
of-thought (Wei et al., 2022) methods, SC-CoQ
demonstrates superior performance, further validat-
ing its effectiveness in promoting punchline com-
prehension.

In a nutshell, our contributions can be summa-
rized as follows.

• We introduce PunchBench, which, to the best
of our knowledge, is the first benchmark for
accurate and comprehensive evaluation of
multimodal punchline comprehension.

• Extensive evaluations on PunchBench reveal a
significant gap between MLLMs and humans
in punchline comprehension, and highlights
the performance variations across question for-
mats in each task.

• We propose Simple-to-Complex Chain-of-
Question (SC-CoQ), which follows a progres-
sion from simple to complex questions to ef-
fectively improve punchline comprehension.
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2 Related Works

2.1 Multimodal Large Language Models
Large Language Models (LLMs) for pure text like
ChatGPT (OpenAI, 2022), GPT-4 (OpenAI et al.,
2024), and LLaMA (Touvron et al., 2023) have
proved impressive comprehension capabilities of
text. Following this success and to expand it on
multimodal tasks, many efforts (Li et al., 2023; Liu
et al., 2023a) have been made to integrate visual
comprehension capability into LLMs, and lead to
a blowout of Multimodal Large Language Models
(MLLMs), both closed-source models (e.g., GPT-
4V (OpenAI, 2023a) and GPT-4o (OpenAI, 2024))
and open-source models (e.g., LLaVA series (Liu
et al., 2023a, 2024a,b), CogVLM series (Wang
et al., 2023; Hong et al., 2024), Qwen-VL fam-
ily (Bai et al., 2023; Wang et al., 2024) and GLM-
4V (GLM et al., 2024)). They demonstrate unprece-
dented and surprising multimodal understanding
capabilities in vision-language tasks such as visual
question answering (Antol et al., 2015), dense im-
age captioning (Johnson et al., 2016) and optical
character recognition (Islam et al., 2017).

2.2 Punchline Comprehension
Despite significant progress of MLLMs in un-
derstanding factual information from visual con-
tent (Long et al., 2023; Jian et al., 2024), the punch-
line comprehension capabilities (Cai et al., 2019;
Ouyang et al., 2024) of MLLMs still lack suffi-
cient evaluations. Prior works (Desai et al., 2022;
Kumar et al., 2022; Hessel et al., 2023) related to
multimodal punchline comprehension have concen-
trated on sarcasm or humor. For example, Desai
et al. curated the MORE dataset for multimodal sar-
casm explanation, which aims to explain the ironic
semantics of multimodal post. Furthermore, previ-
ous benchmarks overlooked potential shortcuts in
captions that MLLMs may exploit to answer ques-
tions, undermining true comprehension of punch-
lines. Noticing these concerns, our benchmark is
introduced to provide an accurate and comprehen-
sive evaluation of multimodal punchline compre-
hension.

3 PunchBench

As illustrated in Figure 2, our PunchBench is con-
structed in four steps: Source Data Collection &
Annotation (§ 3.1), Synonymous & Antonymous
Caption Generation (§ 3.2), Instruction Construc-
tion (§ 3.3), Quality Checking (§ 3.4). In this sec-

tion, we elaborate on the construction process as
well as the data statistics (§ 3.5).

3.1 Source Data Collection & Annotation

The image-caption pairs in our dataset are obtained
from two sources. 1) Prior datasets. Recogniz-
ing the wealth of resources in prior datasets that
contribute to punchline comprehension, we select
three relevant datasets, i.e., MTSD (Castro et al.,
2019), MORE (Kumar et al., 2022) and HUB (Hes-
sel et al., 2023). Then, we meticulously filter the
high-quality image-caption pairs using a hybrid ap-
proach that combines both manual and automatic
filtering, as detailed in Appendix A.1. 2) Multime-
dia platforms. To ensure up-to-date of our dataset,
we gather image-caption pairs from the social me-
dia platforms, such as X, Instagram, and YouTube.
Additionally, we include image-caption pairs from
the cartoon websites like CartoonMovement and
CartoonStock. The information about these multi-
meida platforms is provided in Appendix F.

After obtaining the raw set of image-caption
pairs, we implement a crowd voting process, which
is outlined in Appendix A.1, to identify a label in-
dicating whether the image-caption pair contains
punchline. Ultimately, we compile a collection of
6, 000 image-caption pairs spanning diverse sce-
narios (e.g., cartoon, post, comment, and meme),
half of which are identified as containing punch-
line. To explain why the particular pair contains
punchline, we employ three human annotators to
handcraft reasoning sentence for it, which is de-
tailed in Appendix A.1. Finally, we acquire 6, 000
image-caption pairs along with their corresponding
labels and reasoning sentences. To emphasize the
superiority of PunchBench, we provide a compari-
son between our PunchBench and prior datasets in
Table 4.

3.2 Synonymous & Antonymous Caption
Generation

As aforementioned, MLLMs may exploit short-
cuts in the captions, such as word bias and con-
text inconsistency, to answer the question with-
out truly understanding the image-caption pair.
To prevent these shortcuts, we generate synony-
mous caption and antonymous caption for each
image-caption pair through following methods.
1) Word substitution and inversion. Assisted
by gpt-3.5-turbo-0125, we substitute the sen-
timent, action, object and other words with syn-
onymous words to generate synonymous caption,
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I'm glad there 's someone here to
help.  Where are your agents?

I’m happy there 's someone here to
assist. Here are your staff.

I'm disappointed that no one is here
to assist. No staff here?

Whether the image-caption pair contains
punchline?

Which caption paired with the image
conveys punchline?

I'm glad there 's someone here to help.  Where
are your agents?

I feel let down that there's no one on hand to
help.

Which option describing the image-
caption pair is correct?

Actually, the author  needs some help.  
And this pair conveys a punchline as

nobody here to help the author.

The author is glad for the quiet
waiting room as shown in the image.

The author is not glad in fact,
he/she  is annoyed that the agent

refuses offering help.

The author is happy with the
Beautiful decoration and clean

environment.

YES NO

Actually, the author is unhappy that there is no staff to help,
which conflicts with the caption and conveys the punchline.

Whether the reasoning sentence properly
explain why the image-caption pair

contains  punchline?
YES NO

Which reasoning sentence properly
explain why the image-caption pair

contains punchline?

Reasoning sentence A

Reasoning sentence B

Please generate a reasoning sentence to
explain why the image-caption pair

contains punchline?

Generated reasoning
sentence

I'm glad there 's someone here to
help.  Where are your agents?

I’m happy there 's someone here to
assist. Here are your staff.

Yes/No QA

Matching
QA

Multi-option QA

Generation
QA

Matching
QA

Yes/No QA

Images Original captions

Prior datasets

Multimedia platforms

Data Collection & Annotation 

Synonymous 
captions

Antonymous 
captions

Punchline Perception Punchline Reasoning

Caption A

Caption B

A

C

B

D

Annotated reasoning sentence

 Filtering

Annotation

Synonymous & Antonymous Caption Generation Instruction Construction

Instructions

Quality Checking

Figure 2: Upper: Data collection workflow for PunchBench. We first collect image-caption pairs from prior datasets
and multimedia platforms with meticulous filtering, conduct human annotation to obtain the corresponding labels
and reasoning sentences for the pairs. And we then utilize gpt-3.5-turbo-0125 to generate synonymous and
antonymous captions corresponding to the original captions. Based on these image-caption pairs, we construct
corresponding instructions for punchline perception and reasoning. Finally, we perform quality checking to ensure
the reliability of our PunchBench. Lower: Data examples for Punchline Perception and Punchline Reasoning.

and we invert the semantics by replacing these
words with their antonyms to obtain antonymous
caption. 2) Context consistency adaption. To adapt
the consistency of captions containing semantically
conflicting components, e.g., “I am so glad today!
What a disgusting rainy day!”, we first leverage
gpt-3.5-turbo-0125 to identify and isolate the
two conflicting parts, “I am so glad today” contra-
dicts “What a disgusting rainy day”. And we then
employ word substitution and inversion for the two
parts to generate synonymous and antonymous cap-
tion. We supplement additional implementation
details in Appendix A.2.

3.3 Instruction Construction
Based on the collected image-caption pairs and cor-
responding annotations, we now construct instruc-
tions for two types of tasks: Punchline Perception,
which assesses whether an MLLM can identify the
existence of punchline in image-caption pairs, and
Punchline Reasoning, which requires the model
to understand the reason why a particular image-
caption pair contains punchline. Figure 2 illustrates
some examples of the instructions. Before delving
into the details, we first clarify some notations.

Notations. Each image-caption pair P x
i =

<Ii, Cx
i > consists of an image Ii and a caption Cx

i ,

where x ∈ {o, s, a} denotes the original (Co), syn-
onymous (Cs) and antonymous (Ca) caption. And
each pair is assigned a label Lx

i ∈ {0, 1}, where 1
indicates that the pair contains punchline while 0 is
opposite. Notably, P s

i shares the same label as P o
i ,

while P a
i serves as the contrast. We detail instruc-

tion construction process as follows, temporally
omitting the subscript i that indexes the samples
for simplicity.

3.3.1 Punchline Perception
Yes/No QA. The model is required to answer
whether the given image-caption pair P x contains
punchline. The instruction is derived based on
various instruction templates, with the answer “Yes”
or “No” being determined by the label Lx. To attain
a balance, the number of negative answers is equal
to that of positive answers.

Matching QA. The model is asked to select be-
tween two captions, recognizing which one ef-
fectively conveys punchline with the given im-
age. For pair P x containing punchline, we utilize
gpt-4o-2024-05-131 to generate a distractor cap-
tion Cd for the image I . The distractor caption Cd

just describes the content of image I without con-
veying the punchline. Finally, the image-caption

1https://platform.openai.com/docs/models.
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(a) Distribution of Question Formats (b) Distribution of Image-Caption Pairs

Figure 3: The overall data statistics of our PunchBench.

pair P x, as well as Cd are subsequently integrated
into several templates to obtain the instructions. To
prevent bias associated with the position of cap-
tions, we randomize the order in which the two
captions are displayed for each instruction.

Multi-option QA. The model aims to discern the
correct one from four options i.e., O1, O2, O3, O4

describing the image-caption pair P x. The four
options are generated by gpt-3.5-turbo-0125
based on the caption Cx and former distractor
caption Cd, with only one being correct. These
options, along with P x are incorporated into the
instruction templates. The sequence of the four
options are shuffled to avoid the positional bias.

3.3.2 Punchline Reasoning
We utilize the 3, 000 pairs P o containing punch-
line, their synonymous captions Cs and annotated
reasoning sentences Ra to construct instructions
for punchline reasoning.

Yes/No QA. Presented with an image-caption
pair and a reasoning sentence, the model is asked to
identify whether the reasoning sentence succeeds in
explaining why the pair contains punchline. Specif-
ically, we first resort to gpt-3.5-turbo-0125 to
generate distractor reasoning sentence Rd based on
our annotated reasoning sentence Ra. And we then
randomly assign half of the image-caption pairs to
annotated reasoning sentences Ro, while the other
part is linked to the distractor ones Rd, incorporate
them into instruction templates. The answer to in-
struction using Ra is “Yes” and using Rd is “No”.
Finally, we have an equal number of positive and

negative instructions.

Matching QA. Given an image-caption pair and
two reasoning sentences, i.e., Ra (correct) and Rd

(distractor), only one of which appropriately inter-
prets the punchline in the pair, the model is required
to select the correct reasoning sentence. Specifi-
cally, Ra and Rd are paired with P o or P s in sev-
eral templates to construct the instructions, with
the order of Rd and Ra being randomly shuffled.

Generation QA. In this task, the image-caption
pair is utilized in various instruction templates to
prompt the model to generate a reasoning sentence
to explain the punchline, with Ra serving as the
reference answer.
The above instructions undergo a thorough review
and refinement process by human annotators. The
instruction templates and more details of this con-
struction process are supplied in Appendix A.3.

3.4 Quality Checking
To ensure the quality of PunchBench, we randomly
sample 100 instructions for each question format,
excluding Generation QA, for quality checking pro-
cess. Three human annotators are employed to
answer the questions guided by the sampled in-
structions. Human annotators have an extra option
“CBA” that means “Cannot Be Answered” for each
question. Among 500 instructions, only 1 is labeled
by “CBA”, which verifies the high quality of the
instructions. Moreover, they answer the questions
with high accuracy as results reported in Table 1,
which further demonstrates the superior quality of
our dataset.
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3.5 Dataset Statistics

We illustrate Figure 3 to exhibit the dataset statis-
tics of our PunchBench. PunchBench consists of
6, 000 image-caption pairs, spanning cartoon, post,
comment and meme. Each image has three types of
captions: original, synonymous, and antonymous
captions. Our question formats include Yes/No QA,
Matching QA, and Multi-option QA for punchline
perception, and Yes/No QA, Matching QA, and Gen-
eration QA for punchline reasoning. Above all, our
PunchBench covers a diverse question formats and
domains, which can provide a comprehensive eval-
uation. We also compare our PunchBench with
previous Benchmarks in Appendix A.4.

4 Simple-to-Complex Chain-of-Question

In our initial evaluation (the “Zero-shot” results
in Table 1), we observe that different question for-
mats present varying levels of difficulty for the
MLLMs. The general trend for punchline percep-
tion is Yes/No QA < Matching QA < Multi-option
QA, and for punchline reasoning, it is Yes/No QA <
Matching QA < Generation QA, where < indicates
easier than. Inspired by these observations, we
propose a Simple-to-Complex Chain-of-Question
(SC-CoQ) strategy, which prompts MLLMs to an-
swer the simpler questions before solving the most
complex questions. Specifically, we introduce two
variations of SC-CoQ, Intra-task and Inter-task:
Intra-task SC-CoQ integrates the various formats
of questions within the same task to improve perfor-
mance on the most challenging question (i.e., Multi-
option QA and Generation QA). We sequence the
questions in a specific order mirroring simple to
complex, i.e., <Yes/No QA, Matching QA, Multi-
option QA or Generation QA>.
Inter-task SC-CoQ incorporates similar ques-
tion formats (i.e., Yes/No QA and Matching
QA) across different tasks to enhance punch-
line comprehension. For Yes/No QA, we sequen-
tially link the questions from the two tasks,
i.e., <Yes/No QAm, Yes/No QAn> or <Yes/No QAn,
Yes/No QAm>, where m refers to punchline per-
ception task and n denotes punchline reason-
ing task. For Matching QA, this chain uti-
lizes both Yes/No QA and Matching QA to re-
inforce punchline comprehension across tasks,
i.e., <Yes/No QAm, Yes/No QAn, Matching QAm,
Matching QAn> or <Yes/No QAn, Yes/No QAm,
Matching QAn, Matching QAm>. More details of
SC-CoQ and specific prompting examples can be

found in Appendix B.

5 Experiments

5.1 Baselines

We include both MLLMs and human baseline for
evaluation as follows.
Evaluated MLLMs. We evaluate eight open-
source MLLMs (i.e., LLaVA (Liu et al.,
2024b), GLM-4V (GLM et al., 2024), Qwen2-
VL (Wang et al., 2024), CogVLM2 (Hong et al.,
2024)), LLaVA-OneVision (Li et al., 2024a),
InternVL2.5 (Chen et al., 2024a), MiniCPM-o
2.6 (Yao et al., 2024), and Aria (Li et al., 2024b))
and two closed-source MLLMs (i.e., GPT-4V (Ope-
nAI, 2023a) and GPT-4o (OpenAI, 2024)). And
we adopt zero-shot, 3-shot (in-context learning)
and Chain-of-Thought (CoT) as the baselines for
prompting MLLMs. A detailed description of these
models, their parameter settings, and introduction
for in-context learning (Brown et al., 2020) and
CoT (Wei et al., 2022) are provided in Appendix C.
Human Baseline. To make a comparison with hu-
man performance on punchline comprehension, we
introduce a human baseline. Specifically, 1) for
punchline perception, we first randomly select 100
instructions for each question format except Gen-
eration QA, and we then recruit human annotators
(three undergraduates outside of the work) to an-
swer the questions guided by the instructions. No-
tably, the manually annotated reasoning sentences
serve as the performance of human baseline for the
Generation QA.

5.2 Evaluation Metric

For Yes/No QA, Matching QA and Multi-option
QA, we utilize accuracy as the metric. A response
is deemed correct when the candidate option (e.g.,
Yes/No, Option A/Option B, or A/B/C/D) mentioned
in the response matches the ground truth option.
The accuracy is then calculated as the ratio of cor-
rect responses to the total number of questions. For
Generation QA, where the responses from MLLMs
are free-form, we resort to gpt-3.5-turbo-01252

to assess whether the response matches the seman-
tics of the annotated reasoning sentence with a bi-
nary judgment “Yes” or “No”. Responses marked
by "Yes" are considered correct and their ratio
serves as the accuracy metric. To ensure the re-
liability of automatic evaluation, we analyze the

2https://chatgpt.com/.
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Model #Params Yes/No QA Matching QA Multi-choice QA
Zero-shot CoT 3 shot SC-CoQ Zero-shot CoT 3 shot SC-CoQ Zero-shot CoT 3 shot SC-CoQ

LLaVA 7B 62.7 61.5 63.5 64.8⋆ 54.2 54.9 55.8 57.1⋆ 36.4 37.5 37.2 39.1⋆
GLM-4V 9B 61.4 61.8 62.2 63.7⋆ 55.3 53.1 56.9 57.7⋆ 38.2 38.8 39.5 40.6⋆
Qwen2-VL-2B-Instruct 2B 56.9 57.2 57.4 58.0⋆ 52.3 52.0 51.8 53.2⋆ 33.1 33.5 33.4 34.1⋆
Qwen2-VL-7B-Instruct 7B 70.1 71.9 72.4 73.2⋆ 58.0 58.4 59.2 61.3⋆ 41.7 43.0 42.4 44.1⋆
Qwen2-VL-72B-Instruct 72B 73.7 74.8 74.5 76.1⋆ 60.2 61.5 61.7 62.9⋆ 48.8 49.7 50.1 51.7⋆
CogVLM2 19B 68.2 67.6 69.5 71.3⋆ 57.3 58.9 58.6 60.8⋆ 43.4 44.2 44.7 46.3⋆
LLaVA-OneVision 7B 64.3 65.8 66.0 67.2⋆ 55.9 56.4 56.8 57.9⋆ 39.7 41.1 40.3 42.4⋆
InternVL2.5 8B 69.5 70.1 70.7 71.4⋆ 58.4 59.0 59.2 60.0⋆ 42.0 42.9 43.1 44.3⋆
MiniCPM-o 2.6 8B 70.8 71.7 71.4 72.3⋆ 59.1 59.6 60.1 61.2⋆ 43.1 43.7 43.5 45.4⋆
Aria 3.5B×8 72.1 72.9 73.2 74.5⋆ 61.8 62.7 62.3 63.6⋆ 47.9 49.0 48.6 50.8⋆
GPT-4V - 75.0 74.2 76.2 78.1⋆ 62.1 63.2 63.9 65.0⋆ 48.1 50.5 50.3 51.9⋆
GPT-4o - 77.5 78.6 79.2 80.7⋆ 64.2 66.3 65.4 67.9⋆ 50.8 51.4 52.0 53.1⋆
Human - 98.3 - - - 97.7 - - - 90.7 - - -

(a) Punchline Perception

Model #Params Yes/No QA Matching QA Generation QA
Zero-shot CoT 3 shot SC-CoQ Zero-shot CoT 3 shot SC-CoQ Zero-shot CoT 3 shot SC-CoQ

LLaVA 7B 60.1 61.7 61.3 62.6⋆ 50.7 51.3 51.9 53.0⋆ 35.2 37.1 36.6 38.7⋆
GLM-4V 9B 59.7 60.8 61.3 62.9⋆ 53.1 52.2 54.8 55.9⋆ 37.1 38.5 38.2 39.8⋆
Qwen2-VL-2B-Instruct 2B 54.2 55.1 54.0 55.9⋆ 49.5 49.0 50.6 51.4⋆ 31.7 32.1 31.5 33.2⋆
Qwen2-VL-7B-Instruct 7B 64.5 65.3 66.0 67.4⋆ 55.7 56.1 57.2 58.4⋆ 40.6 41.5 41.9 43.7⋆
Qwen2-VL-72B-Instruct 72B 72.0 72.7 73.0 74.9⋆ 57.5 59.1 59.4 60.4⋆ 45.0 46.1 46.7 48.0⋆
CogVLM2 19B 66.3 67.2 68.0 69.6⋆ 54.2 54.9 55.4 56.3⋆ 41.8 42.7 42.5 43.4⋆
LLaVA-OneVision 7B 61.7 61.2 62.8 63.9⋆ 52.4 53.5 53.9 54.7⋆ 37.5 38.2 38.7 40.1⋆
InternVL2.5 8B 63.8 64.9 64.3 65.8⋆ 54.6 55.8 55.5 56.9⋆ 40.7 41.6 41.8 43.0⋆
MiniCPM-o 2.6 8B 67.2 68.0 68.4 69.7⋆ 56.0 56.9 57.1 58.4⋆ 42.5 43.9 43.1 45.2⋆
Aria 3.5B×8 70.9 72.1 72.5 73.8⋆ 57.6 58.0 58.7 59.8⋆ 43.9 45.0 44.8 46.3⋆
GPT-4V - 73.9 74.7 75.4 76.5⋆ 57.1 59.0 58.2 60.6⋆ 44.7 46.4 45.9 47.5⋆
GPT-4o - 75.1 75.9 76.2 77.4⋆ 59.2 61.5 61.2 62.8⋆ 47.2 47.6 48.7 50.1⋆
Human - 96.0 - - 93.0 - - 100.0 - -

(b) Punchline Reasoning

Table 1: Evaluation results on PunchBench. The best results among the MLLMs are in boldface, while the second
best are underlined. ⋆ denotes the best results among the prompting methods. The results are the average of four
replicates. And the P-value between SC-CoQ performance and other prompting method results is consistently less
than 0.01.

correlation between automatic and human assess-
ments. The details provided in the Appendix D.3
demonstrate that the automatic metrics align well
with human judgments.

5.3 Main Results

The evaluation results of punchline perception and
reasoning are presented in Table 1, and we con-
clude the following findings from five aspects.
Overall Performance. The evaluated MLLMs
exhibit limited capability of punchline comprehen-
sion, with the accuracy across different question
formats for both punchline perception and reason-
ing falling below 80% in zero-shot setting. As
can be seen, the closed-source models consistently
surpass the open-source models, where GPT-4o
achieves the leading performance among the evalu-
ated MLLMs. Regrettably, GPT-4o still lags sub-
stantially behind human-level performance, reveal-
ing a substantial gap in punchline comprehension
between MLLMs and humans.
Cross-task Performance. Comparing perfor-
mance of MLLMs cross the two tasks, we can
see that punchline reasoning poses greater chal-
lenges than punchline perception, since MLLMs
perform worse in punchline reasoning. This dispar-

ity is expected, as punchline reasoning demands
a deeper understanding to explain why a partic-
ular pair contains punchline, rather than simply
identifying its presence. Consequently, punchline
reasoning proves to be a more complex task for
MLLMs compared to punchline perception.
Cross-question Performance. Comparing the re-
sults cross question formats within each task, we
can observe that there exists a significant varia-
tion in performance. The reasons can be two folds.
On the one hand, the complexity of the question
formats varies inherently. From simplest to most
complex, the question formats can be ranked as
follows: Yes/No QA, Matching QA, Multi-option
QA/Generation QA. MLLMs show a noticeable
decline in performance as the complexity of the
questions increases. On the other hand, individual
models have varying innate strengths and weak-
nesses across different question formats. For in-
stance, LLaVA exceeds GLM-4V in Yes/No QA but
falls behind GLM-4V in Matching QA for punch-
line perception task.
Effectiveness of SC-CoQ. Compared to the zero-
shot setting, both 3-shot and SC-CoQ methods con-
sistently improve performance across all question
formats. While CoT method slightly degrades per-
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formance in Yes/No QA for punchline perception,
it enhances performance in other question formats.
Notably, SC-CoQ outperforms both 3-shot and
CoT approaches corss various question formats,
highlighting its superiority. The effectiveness of
SC-CoQ is further validated in Section 5.4, where
its performance improvements in synonymous and
antonymous caption settings are analyzed.
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(a) Punchline Perception

(b) Punchline Reasoning

w-original-caption w-synonymous-caption w-antonymous-caption

Figure 4: Performance comparison cross original, syn-
onymous and antonymous captions in zero-shot, 3-shot,
CoT and our SC-CoQ.

5.4 Effect of Synonymous and Antonymous
Captions

To explore the effect of synonymous and antony-
mous captions, we compare the performance of
CogVLM2 cross the original, synonymous and
antonymous captions, as illustrated in Figure 4.
And the performance comparison for other mod-
els are provided in Appendix D.3. We analyze
the results from two perspectives: 1) There is a
notable drop in model performance across differ-
ent question formats when replacing the original
caption with synonymous or antonymous captions.
It suggests that synonymous and antonymous cap-
tions effectively successfully eliminate shortcuts
found in the original captions and hence challenge
models to achieve a thorough comprehension of
image-caption pair, which leads to a more compre-
hensive assessment for punchline comprehension
capabilities. 2) When using 3-shot and CoT meth-
ods, model performance with synonymous and
antonymous captions lags behind that with the orig-
inal captions. However, the models show signifi-
cant improvement across original, synonymous and
antonymous captions when applying SC-CoQ. It
proves that SC-CoQ can enhance the models’ abil-

Perfect flying weather in
April.

Whether the image-caption pair contains  punchline?

 Ground Truth: Yes
 CogVLM2: Yes
 GPT-4o: Yes

Which option describing the image-
caption pair is correct?

Image
Part (a)

Yes/No QA

Multi-option QA

Original Caption

The caption correctly describes
the content of image.

The caption shows the happiness
of the author to fly.

The image-caption pair
conveys a punchline with the
awful weather in the image.

The author is glad to fly in April
despite the rainy weather shown

in the image.

Ground Truth: C           CogVLM2    Zero-shot: B           3-shot: B           CoT: D            SC-CoQ: C

Perfect flying weather in April.

A B

C D

Part (b)

Original Caption

This April offers ideal
conditions for flying !

 Ground Truth: Yes
 CogVLM2: No
 GPT-4o: No

Synonymous Caption

Bad flying weather this April.

 Ground Truth: No
 CogVLM2: Yes
 GPT-4o: Yes

Antonymous Caption

Figure 5: Example responses from CogVLM2 and
GPT-4o to the Yes/No QA with zero-shot prompts. Re-
sponses from CogVLM2 to Multi-option QA with dif-
ferent prompting methods are also presented.

ity to effectively capture the semantics of image-
caption pairs and hence achieve better punchline
comprehension.

5.5 Qualitative Analysis
To provide an intuitive display, we illustrate some
testing samples in Figure 5 for qualitative analy-
sis. Part (a) showcases the responses from two
representative models CogVLM2 and GPT-4o in
the Yes/No QA. Both of them answer correctly
when given the original caption, but fail when the
original caption is replaced by the synonymous or
antonymous caption. This indicates the biases ex-
isting in the captions and hence the models may
not truly understand the inherent semantics of the
image-caption pair to attain the answer. And it
underscores the significance of introducing syn-
onymous and antonymous captions in assessing
punchline comprehension. Part (b) exhibits the re-
sponses of CogVLM2 with zero-shot, 3-shot, CoT
and SC-CoQ for Multi-option QA. Notably, with
the guidance of SC-CoQ, CogVLM2 successfully
answers the question, whereas it fails under the
other settings (i.e., zero-shot, 3-shot, and CoT). It
highlights the effectiveness of SC-CoQ in enhanc-
ing punchline comprehension. More qualitative
results for other question formats can be found in
Appendix D.4.

6 Conclusions

We introduce PunchBench, a benchmark designed
to evaluate the ability of MLLMs to comprehend
multimodal punchlines. PunchBench distinguish
itself from existing benchmarks in two key ways:
First, it incorporates synonymous and antonymous
captions to mitigate the risk of models relying on
shortcuts in the original captions, achieving a more
accurate assessment of their capabilities. Second,
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PunchBench includes a diverse range of punch-
line types, evaluation tasks, question formats, and
multimodal content domains, ensuring a compre-
hensive evaluation. Our evaluation results high-
light a significant gap between the performance of
state-of-the-art MLLMs and human capabilities in
understanding multimodal punchlines. To address
this, we design the Simple-to-Complex Chain-of-
Question (SC-CoQ), which effectively enhances
the punchline comprehension ability of MLLMs
and outperforms widely-used inference-time tech-
niques such as in-context learning and chain-of-
thought.

Limitations

In this work, we focus on multimodal punchline
comprehension for the image-caption pairs, which
only consist of static content. According to the eval-
uation results, MLLMs struggle with the punchline
comprehension and fall behind humans. Extend-
ing this challenge to videos, where punchlines are
often embedded in dynamic flows of information,
poses even greater complexity. Unlike static im-
ages, videos require models to process temporal dy-
namics and integrate contextual cues across frames,
demanding more advanced comprehension capa-
bilities. Given the added challenges of punchline
comprehension in video content, such as comedy,
this area presents a meaningful avenue for further
exploration. In future work, we aim to evaluate
MLLMs’ ability to understand punchlines within
videos, advancing their capability to process and
interpret dynamic multimodal content.
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A More Details for PunchBench

Here we provide more details for the dataset con-
struction for both punchline perception and reason-
ing.

A.1 Source Data Collection & Annotation
We detail the data collection process.
Data Collection. 1) Data filtering. To reduce time-
consuming and labor-cost, we introduce MLLM-
based filtering method to answer the above ques-
tions to help filter the image-caption pairs. To pre-
vent biases from MLLM, we randomly select a
model from the set of evaluated MLLMs as the
judge. It then is required to assess the quality
of image-caption pairs by responding the follow-
ing questions. Q1: “Whether it contains possible
ethics conflict?” If No, go to the next question. Q2:
“Whether the content of image is clearly visible?”
If Yes, go to the next question. Q3: “Whether the
caption is well-written from the aspects of fluency,
length and readability?” If Yes, this image-caption
pair passes the filtering process. To make sure the
filtering quality, we randomly sample 500 image-
caption pairs and then employ three undergraduates
outside of this work to answer the above questions.
Only 1 pairs of 500 fail to pass the manual filtering
process, which verifies the reliability of automatic
filtering process. 2) Crowd voting. To determine
whether a collected image-caption pair contains a
punchline, we conducted a crowd voting process us-
ing a questionnaire. Participants were asked, “Does
the given image-caption pair make you laugh?” and
could choose between “Yes” and “No.” Each ques-
tionnaire was considered valid if it received more
than 10 votes. If one option garnered over 80% of
the votes, it was assigned as the label for the corre-
sponding pair. Notably, for the pairs collected from
the prior datasets, we adopted the original labels.
Specifically, if the pair is identified as humorous
or sarcastic in previous datasets, we regarded it as
containing punchline.
Data Annotation. To acquire reasoning sentences
for particular pairs containing punchline, we em-
ploy three human annotators to write reasoning
sentence based on the content of image and cap-
tion. Specifically, we provide the annotated sar-
casm or humor explanations for the pairs existing
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in the previous datasets, which can be referred to
write reasoning sentence. Reasoning sentence must
cover the key components in image and caption
that convey punchline, and the annotators should
state how the interplay between visual content and
textual information conveys punchline.

A.2 Synonymous & Antonymous Caption

We illustrate Figure 15 to present the prompts to
guide gpt-3.5-turbo-0125 to generate synony-
mous and antonymous captions. And we provide
more implementation details for context consis-
tency adaption as follows. After identifying and
isolating the two conflicting parts of inconsistent
caption, we adopt word substitution and inversion
to derive synonymous and antonymous captions.
Specifically, we conduct word substitution for the
former part and utilize word inversion for the latter
part, if the generated caption maintain the punch-
line, we regard it as the synonymous caption. And
we then conduct word substitution for the latter part
and utilize word inversion for the former part, if the
generated caption loses the punchline, we regard it
as the antonymous caption.

A.3 Instruction Construction

Instruction Template. We provide various instruc-
tion templates for each question format, as fol-
lows. For punchline perception, the templates for
Yes/NO QA are shown in Figure 20. The prompts
for distractor captions generation and instruction
templates for Matching QA are exhibited in Fig-
ure 21. The prompts for distractor options genera-
tion and instruction templates for Multi-option QA
are exhibited in Figure 22. For punchline reason-
ing, the prompts for distractor reasoning sentence
generation and instruction templates for Yes/No QA
are exhibited in Figure 23. The instruction tem-
plates for Matching QA are exhibited in Figure 24.
The instruction templates for Generation QA are
exhibited in Figure 25.

A.4 Benchmark Comparison

We compare our PunchBench with the prior bench-
marks related to multimodal punchline comprehen-
sion in Table 4. PunchBench shows superiority in
domain, task, question format, punchline type.

B More Details for SC-CoQ

For the simplest question format Yes/No QA, we
construct Inter-task SC-CoQ, i.e., <Yes/No QAm,

Yes/No QAn>, <Yes/No QAn, Yes/No QAm>. m de-
notes punchline perception and n means punchline
reasoning. Specifically, For a specific Yes/No QAm

in punchline perception task, Yes/No QAn> is filled
by a randomly sampled Yes/No QA from punchline
reasoning task. For a specific Yes/No QAn in punch-
line reasoning task, Yes/No QAm> is implemented
by the Yes/No QA from punchline reasoning task
which shares the same image-caption pair. Notably,
we integrate the response to the former question
before the final question in the chain, as shown in
n Figure 16. Similarly, for Matching QA, we adopt
the same process. Then we can obtain SC-CoQ for
Yes/No QA and Matching QA. Additionally, we
exhibit some prompt examples of Matching QA
using SC-CoQ in Figure 17 and Figure 18. For
Multi-option QA and Generation QA, we imple-
ment <Yes/No QA, Matching QA, Multi-option QA
or Generation QA> for a specific image-caption
pair. The prompt examples of Multi-option QA are
shown in Figure 19.

C More Details for Evaluation

Introduction for the MLLMs.

• LLaVA (Liu et al., 2024b). We use llava-
v1.6-mistral-7b in our experiment. It reuses
the pre-trained connector of LLaVA-1.5 (Liu
et al., 2023b) and adopts Mistral (Team, 2023)
as the base LLM.

• GLM-4V (GLM et al., 2024). It consists of
GLMTransformer with 40 GLM Blocks and
an EVA2CLIP Model with 63 Transformer
Layers, along with a GLU mechanism.

• Qwen2-VL (Wang et al., 2024). Qwen2-
VL employs a 675M parameter ViT across
various-sized LLMs, ensuring that the com-
putational load of the ViT remains constant
regardless of the scale of the LLM. In terms
of language processing, we have opted for the
more powerful Qwen2 (Yang et al., 2024a).

• CogVLM2 (Hong et al., 2024). It is a stronger
version of CogVLM, which is an extension
of Vicuna, incorporating ViT (Dosovitskiy
et al., 2021) as the vision encoder, a two-layer
MLP (Shazeer, 2020) as adapter, and intro-
ducing Visual expert module.

• LLaVA-OneVision (Li et al., 2024a). It in-
tegrates the Qwen2 (Yang et al., 2024b) lan-
guage backbone with the SigLIP (Zhai et al.,
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2023) vision encoder, enhancing performance
on tasks that demand fine-grained visual un-
derstanding.

• InternVL2.5 (Chen et al., 2024a). This high-
performing open-source MLLM integrates
InternViT-300M-448px-V2_5 (Chen et al.,
2024b) as the vision encoder and internlm2_5-
7b-chat (Cai et al., 2024) as the language
model backbone.

• MiniCPM-o 2.6 (Yao et al., 2024). The model
is built upon SigLIP-400M (Zhai et al., 2023)
and Qwen2.5-7B-Instruct (Yang et al., 2024b),
comprising a total of 8B parameters.

• Aria (Li et al., 2024b). The model features
a fine-grained mixture-of-experts (MoE) de-
coder that activates 3.5B of its 24.9B total pa-
rameters per token, enabling faster and more
efficient training and inference through expert
specialization.

• GPT-4V (OpenAI, 2023a) and GPT-4o (Ope-
nAI, 2024). They are the leading MLLMs
proposed by OpenAI.

A Strategy Parameters
LLaVA Random T=0.7

GLM-4V Top-k k=3
Qwen2-VL Top-p p=0.7
CogVLM2 Random T=0.7

LLaVA-OneVision Greedy -
InternVL2.5 Greedy -

MiniCPM-o 2.6 Greedy -
Aria Greedy -

GPT-4V Greedy -
GPT-4o Greedy -

Table 2: Decoding strategy and parameters for the eval-
uated MLLMs.

Inference settings of the MLLMs. We present the
inference settings, including decoding strategy and
parameters of MLLMs in Table 2.
Introduction for in-conext learning and chain-
of-thought. 1) In-context learning (ICL) (Brown
et al., 2020). ICL enables models to perform tasks
without explicit parameter updates by conditioning
on a sequence of input-output examples, often re-
ferred to as a prompt. The model implicitly learns
the task by observing these examples within the
context, leveraging its pre-trained knowledge to

generate predictions for new inputs. In this work,
we adopt 3-shot prompt as one of the baselines. 2)
Chain-of-Thought (CoT) (Wei et al., 2022). CoT
prompting encourages models to generate inter-
mediate reasoning steps in natural language, lead-
ing to more accurate and interpretable outputs for
complex problems. By including step-by-step ex-
planations in the prompt, CoT facilitates the de-
composition of multi-step tasks, such as arithmetic,
logical reasoning, or commonsense inference, into
manageable sub-tasks. This approach significantly
improves performance on reasoning-heavy bench-
marks and highlights the potential of leveraging lan-
guage models for tasks requiring structured thought
processes.

D Evaluation and Analysis

D.1 Performance Variations

We compare the results cross the original, synony-
mous, and antonymous captions for all the evalu-
ated MLLMs. The results for LLaVA, GLM-4V,
Qwen2-VL, GPT-4V and GPT-4o cross different
captions are exhibited in Figure 7, Figure 8, Fig-
ure 9, Figure 10, and Figure 11. As can be seen,
synonymous and antonymous captions effectively
eliminate shortcuts in the original captions, chal-
lenging models to fully comprehend the image-
caption pairs. This leads to a more comprehensive
evaluation of punchline comprehension capabili-
ties. When using 3-shot and CoT methods, model
performance with synonymous and antonymous
captions lags behind that with original captions.
However, when applying SC-CoQ, models show
significant improvement across all caption types.
This demonstrates that SC-CoQ enhances the mod-
els’ ability to grasp the semantics of image-caption
pairs, leading to better punchline comprehension.

D.2 Human Evaluation

To validate the reliability of automatic evaluation
for Generation QA, we conduct human evaluation
through pairwise test. Specifically, we first ran-
domly sample 100 pairs of reasoning sentences
from two candidate models. And we then involve
three independent annotators (undergraduate stu-
dents uninvolved in this work) to compare reason-
ing sentences generated by two models (A and B)
for the same image-caption pair. The annotators
are supposed to choose one of three options: i.e.,
“A Wins”, “A Draws B” and “B Wins”. Finally, the
winner is determined by the “Win” votes. If both
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A B A Wins (%) A Draws B (%) B Wins (%) G-γ (%)
GLM-4V Llava 57.0 18.0 25.0 82.6

Qwen2-VL GLM-4V 67.0 23.0 10.0 77.4
CogVLM2 Qwen2-VL 41.0 37.0 22.0 80.4

GPT-4V CogVLM2 59.0 20.0 21.0 78.1
GPT-4o GPT-4V 47.0 30.0 23.0 74.6

GPT-4o (CoT) GPT-4o (Zero-shot) 31.0 48.0 21.0 71.2
GPT-4o (3-shot) GPT-4o (CoT) 39.0 38.0 23.0 76.3

GPT-4o (SC-CoQ) GPT-4o (3-shot) 46.0 32.0 22.0 82.7

Table 3: Human estimation for Generation QA. Inter-annotator agreement is emphasized by Gwet’s γ (Gwet, 2014),
which is consistently larger than 70.0%, indicating substantial agreement.

models receive an equal number of “Win” votes,
the final result is recorded as “A Draws B”. In ad-
dition, we calculate Gwet’s γ (Gwet, 2014) to rep-
resent inter-annotator agreement. The results for
human evaluation of the generated reasoning sen-
tences from evaluated models are shown in Table 3.
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Figure 6: We show the relation between accuracy of
automatic evaluation and ranking of human evaluation
for evaluated MLLMs and different prompting methods.

D.3 Correlation between Automatic and
Human Evaluation

Human evaluation results, which are presented in
Appendix D.2, show substantial agreement among
annotators since Gwet’s γ (Gwet, 2014) is consis-
tently larger than 70%. And we exhibit the corre-
lation between Automatic and Human evaluation
in Figure 6 to emphasize the reliability of auto-
matic evaluation for Generation QA. As observed,
the models or methods that rank higher in human
evaluation also show better accuracy in automatic
evaluation. And our SC-CoQ achieves the best per-
formance in both automatic and human evaluation.
It not only verifies the credibility of the automatic
evaluation results, but also further demonstrates the
advantages of our SC-CoQ.
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Figure 7: Performance comparison for LLaVA across
original, synonymous and antonymous captions in zero-
shot, 3-shot, CoT and our SC-CoQ.
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Figure 8: Performance comparison for GLM-4V across
original, synonymous and antonymous captions in zero-
shot, 3-shot, CoT and our SC-CoQ.
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Figure 9: Performance comparison for Qwen2-VL
across original, synonymous and antonymous captions
in zero-shot, 3-shot, CoT and our SC-CoQ.
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Figure 10: Performance comparison for GPT-4V across
original, synonymous and antonymous captions in zero-
shot, 3-shot, CoT and our SC-CoQ.
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Figure 11: Performance comparison for GPT-4o across
original, synonymous and antonymous captions in zero-
shot, 3-shot, CoT and our SC-CoQ.

Perfect flying weather in
April.

Which caption paired with
the caption conveys

punchline?

 Ground Truth: Caption A
 CogVLM2: Zero-shot: Caption B     3-shot: Caption B 
                      CoT: Caption B      SC-CoQ: Caption A

Matching QA

Caption A

Rainy and cloudy skies
this April."

Caption B

Figure 12: An example for qualitative analysis, where
we show the responses from CogVLM2 to the Matching
QA with different settings (i.e., zero-shot, 3-shot, CoT
and SC-CoQ).

I can draw so good

Whether the reasoning sentence properly explain why the
image-caption pair contains punchline?

 Ground Truth: Yes
 CogVLM2 Zero-shot: Yes        3-shot: Yes        CoT: Yes       SC-CoQ: Yes       

Which reasoning sentence
properly explain why the image-
caption pair contains punchline?

Yes/No QA

Matching QA
Reasoning Sentence B

The author has a unique drawing style, and while this artwork might
not fit traditional standards, it creatively conveys humor, which aligns

with the punchline's intent.

Ground Truth: A           CogVLM2    Zero-shot: B           3-shot: B           CoT: B            SC-CoQ: A

I can draw so good

Reasoning Sentence
The author isn't good at drawing actually, look at this drawing, which is far from

a good picture, thus conveying apunchline.

Reasoning Sentence A
The author isn't good at drawing actually, look at this drawing,

which is far from a good picture, thus conveying apunchline.

Image

Original Caption

Original Caption

Figure 13: An example for qualitative analysis, where
we show the responses from CogVLM2 to the Yes/No
QA and Matching QA of punchline reasoning with differ-
ent settings (i.e., zero-shot, 3-shot, CoT and SC-CoQ).

D.4 More Qualitative Results

We provide result examples for Matching QA of
punchline perception in Figure 12. As we can
see, when using SC-CoQ, the model correctly an-
swers the question, while failing when utilizing
other prompting methods. For punchline reasoning
task, we supply result examples for Yes/No QA and
Matching QA in Figure 13. In addition, we present
result examples for Generation QA in Figure 14.

E Documentation, Licensing, Potential
risk and Intended Use of PunchBench

PunchBench encompasses 6, 000 image-caption
pairs and 54, 000 question-answer pairs for mul-
timodal punchline comprehension. We evaluate
punchline comprehension in two levels: shallow-
level punchline perception and deep-level punch-
line reasoning. We introduce three question for-
mats for each task. We release the dataset without
ground truth answers, along with a validation set
that includes ground truth annotations, under the
CC BY-NC 4.0 license3. Notably, there may be
some offensive information in the images, despite
we have made efforts to exclude the potential of-

3https://creativecommons.org/licenses/by-nc/4.
0/
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She got it in the divorce.

Batman would only take the subway if he didn't have access to 

the batmobile. In this situation, the onlooking man notices that, 

and batman insecurely retorts that he lost the iconic car in a 

divorce settlement. It's funny to think that batman has 

everyday concerns like divorce settlements.

3-shot: The image-caption pair contains a punchline because it 

plays on the unexpected twist that Batman, a superhero, is not 

rich enough to afford a Batmobile, and instead, he has to rely 

on public transportation like the subway. 

CoT: The punchline of the image-caption pair arises from the 

surprising revelation that Batman, a famed crime-fighter, lacks 

the financial means to own a Batmobile, compelling him to 

utilize mundane methods of transport such as the subway.

SC-CoQ: The image-caption pair contains a punchline 

because it tells of an unexpected twist: superhero Batman 

doesn't have enough money to afford the Batmobile, and 

instead has to rely on public transportation like the subway. 

Maybe it's because he's divorced.

3-shot: The punchline of the image-caption pair stems from 

the absurdity of the situation. Divorce settlements usually 

involve the division of assets like property and belongings, yet 

here, the caption wryly indicates that the individual was 

awarded a lighthouse in the divorce proceedings, an 

unforeseen and ludicrously impractical "asset" to own.
CoT: The image-caption pair contains a punchline because 

separation agreements pertain to the allocation of tangibles 

such as real estate and personal effects; however, here, the 

caption humorously suggests that the individual received a zoo 

as part of their settlement.

SC-CoQ: The image-caption pair contains a punchline that 

juxtaposition of everyday life (two people waiting at a subway 

station) with the absurdity of one of them being dressed as 

Batman. The caption, "She got it in the divorce," sarcastically 

suggests that the man is left with a Batman costume as part of 

a divorce settlement, highlighting the unexpected and comedic 

nature of the situation.

driving home . thought the mountains . in the rain. 

with a vomiting kid . # happy vacation

The author writes happy vacation in the caption, but it's 

inconvenient driving home through the mountains in the rain 

with a vomiting kid, thus conveying a punchline

3-shot: The image-caption pair contains a punchline because 

the situation described is not happy at all, it is quite unpleasant. 

CoT: The image-caption pair conveys the punchline due to the 

ironic contrast between the expected cheerfulness and the 

depicted scenario, which is far from delightful and rather 

discomforting.

SC-CoQ: The image-caption pair contains a punchline 

because the rainy weather and vomiting kid mentioned imply 

he is not happy at all, very unpleasant..

3-shot: The image-caption pair contains a punchline because 

the caption is an example of sarcasm, as driving home through 

mountainous terrain in the rain with a sick child is a 

challenging and uncomfortable situation, which contrasts 

sharply with the notion of a 'happy vacation' typically 

associated with enjoyment and relaxation.

CoT: The image-caption pair contains a punchline as the 

caption employs irony. Traveling back home amidst a 

downpour, traversing treacherous mountain paths with a child 

in poor health, presents a daunting and distressing ordeal, 

which is diametrically opposed to the conventional concept of 

a 'happy vacation' which is generally characterized by ease and 

rejuvenation.

SC-CoQ: The image-caption pair contains a punchline 

because it describes a series of unpleasant events — driving in 

the rain through mountains with a vomiting child — yet 

concludes with the hashtag "#happy vacation," which contrasts 

the negative experience with an ostensibly positive sentiment, 

highlighting the irony.

CogVLM2

GPT-4o

Human

Figure 14: Two random samples of explanations generated by CogVLM2, GPT-4o, and human-written reasoning
sentences. Notably, we present the generated reasoning sentences by CogVLM2 and GPT-4o prompted by 3-shot,
CoT and SC-CoQ.

Benchmarks Domain Task Question
Format

Punchline
Type

#Num of
Image-caption Pairs

#Num of
Question-answer Pairs

MTSD (Cai et al., 2019) Post Sarcasm Classification Single Sarcasm 19,816 19,816
MORE (Desai et al., 2022) Post Sarcasm Explanation Single Sarcasm 3,510 3,510

HUB (Hessel et al., 2023) Cartoon
Matching,

Ranking and Explanation
Single Humor 704 5,973

PunchBech Cartoon, Post,
Comment, Meme.

Punchline Perception,
Punchline Reasoning

Yes/No QA,
Matching QA,

Multi-option QA,
Generation QA.

Humor,
Sarcasm

6,000 54,000

Table 4: Comparison between our PunchBench and previous benchmarks.
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fensive information in the collection and filtering
process. Furthermore, PunchBench should only be
used for research purpose only.

F Annotators Recruitment and
Multimedia Platforms

For human baseline, we employed three undergrad-
uates outside of the work as the annotators. For hu-
man evaluation, we asked another three undergrad-
uate students to evaluate the quality of generated
reasoning sentences. The information about the
multimedia platforms we used is listed as follows.
The social media platforms X4, Instagram5, and
YouTube6. Additionally, we include image-caption
pairs from the cartoon websites like CartoonMove-
ment7 and CartoonStock8.

4https://x.com/.
5https://www.instagram.com/.
6https://www.youtube.com/.
7https://www.cartoonmovement.com/.
8https://www.cartoonstock.com/.
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Prompt 1
Caption: {caption}. Please substitute the sentiment, action,

object words with synonymous words to generate a synonmous
caption. The generated caption is:

Caption: {caption}. Please substitute the sentiment, action,
object words with antonymous words to generate a antonymous

caption. The generated caption is:
Prompt 2

Prompt 3

Caption: {caption}. Please identify whether semantics
inconsistency exists in the caption. If yes, please isolate the two

semantics conflicting parts in the caption. Only output the
separated two parts without other additional texts.

Figure 15: Prompts used to guide gpt-3.5-turbo-0125, where Prompt1 guides the model to generate synonymous
caption, Prompt2 guides it to derive antonymous caption, and Prompt3 guides it to identify the context inconsistency.

Yes/No QA

Yes/No QA

Whether the image-caption pair contains punchline? Caption: {caption}. Please
answer with Yes or No. The answer is: {response}.

Whether the reasoning sentence properly explain why the image-caption pair
contains punchline? Caption: {caption}. Reasoning sentence: {reasoning sentence}. 

Please answer with Yes or No. The answer is:

Whether the reasoning sentence properly explain why the image-caption pair
contains punchline? Caption: {caption}. Reasoning sentence: {reasoning sentence}. 

Please answer with Yes or No. The answer is: {response}.
Whether the image-caption pair contains punchline? Caption: {caption}. Please

answer with Yes or No. The answer is:

Punchline Perception

Punchline Reasoning

Figure 16: Prompt examples for Yes/No QA of punchline perception and reasoning using SC-CoQ.

1004



Matching QA

Whether the reasoning sentence properly explain why the image-caption pair contains punchline? Caption:
{caption}. Reasoning sentence: {reasoning sentence}. 

Please answer with Yes or No. The answer is: {response}.
Whether the image-caption pair contains punchline? Caption: {caption}. Please answer with Yes or No. The

answer is: {response}.
Which option properly explain why the image-caption pair contains punchline? Caption: {caption}. Option

A: {reasoning sentence 1}. Option B: {reasoning sentence 2}. 
Please answer with Option A or Option B. The answer is: {response}.

Which caption paired with the image conveys punchline? Caption A: {caption 1}. Caption B: {caption 2}.
Please answer with Caption A or Caption B. The answer is:

Figure 17: Prompt examples for Matching QA of punchline perception using SC-CoQ.

Matching QA

Whether the image-caption pair contains punchline? Caption: {caption}. Please answer with Yes or No. The
answer is: {response}.

Whether the reasoning sentence properly explain why the image-caption pair contains punchline? Caption:
{caption}. Reasoning sentence: {reasoning sentence}. 

Please answer with Yes or No. The answer is: {response}.
Which caption paired with the image conveys punchline? Caption A: {caption 1}. Caption B: {caption 2}.

Please answer with Caption A or Caption B. The answer is: {response}.
Which option properly explain why the image-caption pair contains punchline? Caption: {caption}. Option

A: {reasoning sentence 1}. Option B: {reasoning sentence 2}. 
Please answer with Option A or Option B. The answer is:

Figure 18: Prompt examples for Matching QA of punchline reasoning using SC-CoQ.

1005



Generation QA

Multi-option
QA

Whether the image-caption pair contains punchline? Caption: {caption}. Please answer
with Yes or No. The answer is: {response}.

Which caption paired with the image conveys punchline? Caption A: {caption 1}.
Caption B: {caption 2}. Please answer with Caption A or Caption B. The answer is:

{response}.
Which option describing the image-caption pair is correct? Options: A. {option1}. B.

{option 2}. C. {option 3}. D. {option 4}.Please answer only with the option from {A, B,
C, D}. The answer is:

Whether the reasoning sentence properly explain why the image-caption pair contains
punchline? Caption: {caption}. Reasoning sentence: {reasoning sentence}. 

Please answer with Yes or No. The answer is:{response}.
Which option properly explain why the image-caption pair contains punchline? Caption:

{caption}. Option A: {reasoning sentence 1}. Option B: {reasoning sentence 2}. 
Please answer with Option A or Option B. The answer is:{response}.

Please generate a reasoning sentence to explain why the image-caption pair contains
punchline? Caption: {caption}. The reasoning sentence is:

Figure 19: Prompt examples for Multi-option QA and Generation QA using SC-CoQ.

Instruction Templates for Yes/No QA of Punchline Perception 

Template 1: Whether the image-caption pair contains punchline?  Caption: {caption}. Please answer
with Yes or No. The answer is:

Template 2: Does the image-caption pair contain punchline?  Caption: {caption}. Please respond
by Yes or No. The response is:

Template 3: Is there any punchline in the image-caption pair?  Caption: {caption}. Please output
Yes or No. The output is:

Figure 20: Instruction templates for Yes/No QA of punchline perception.

Instruction Templates for Matching QA of Punchline Perception 

Template 1: Which caption paired with the image conveys punchline?  Caption A: {caption 1}.
Caption B: {caption 2}. Please answer with Caption A or Caption B. The answer is:

Prompt used to guide GPT-4o to generate distractor caption

Prompt 1: Please generate a caption to describe the content of the input image. You cannot include any
punchline (humor or sarcasm) in your caption.

Prompt 2: Please write a caption to sunmmarize the information of the input image. Please make sure
no punchline (humor or sarcasm) in your caption.

Template 2: Which option conveys punchline when combined with the image?  Option A: {caption 1}.
Option B: {caption 2}. Please answer with Option A or Option B. The answer is:

Template 3: Which text conveys punchline when paired with the image?  Text A: {caption 1}. Text B:
{caption 2}. Please answer with Text A or Text B. The answer is:

Figure 21: Prompts used to guide GPT-4o to generate distractor caption and instruction templates for Matching QA
of punchline perception.
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Instruction Templates for Multi-option QA of Punchline Perception 

Template 1: Which option describing the image-caption pair is correct?  Options: A. {option1}. B.
{option 2}. C. {option 3}. D. {option 4}.Please answer only with the option from {A, B, C, D}. The

answer is:

Prompts used to guide ChatGPT to generate distractor options

Prompt 1: I will give you an image description and the corresponding caption. Description:
{description}. Caption: {caption}. You should generate a distractor option describing the pair 

based on the description and caption.
Prompt 2: I will give you an image description and the corresponding caption. Description:
{description}. Caption: {caption}. You should generate a correct option describing the pair

 based on the description and caption.

Template 2: Which description related to the image-caption pair is correct?  Description: A. {option1}.
B. {option 2}. C. {option 3}. D. {option 4}.Please only respond by A, B, C or D. The response is:

Template 3: Which statement describing the image-caption pair is correct?  Statements: A. {option1}.
B. {option 2}. C. {option 3}. D. {option 4}.Please only output A, B, C or D. The output is:

Figure 22: Prompts used to guide GPT-4o to generate distractor options and instruction templates for Multi-option
QA of punchline perception.

Instruction Templates for Yes/No QA of Punchline Reasoning 

Prompt used to guide ChatGPT to generate distractor reasoning sentence

Prompt 1: Please generate a new sentence to change the semantics of the following sentence. Sentence:
{reasoning sentence}. The new sentence is:

Prompt 2: Please generate a sentence that has different semantics from the following sentence.
Sentence: {reasoning sentence}. The generated sentence is:

Template 1: Whether the reasoning sentence properly explain why the image-caption pair contains
punchline? Caption: {caption}. Reasoning sentence: {reasoning sentence}. 

Please answer with Yes or No. The answer is:

Template 2: Whether the reasoning sentence properly explain why the image-caption pair contains
punchline? Caption: {caption}. Reasoning sentence: {reasoning sentence}. 

Please respond by Yes or No. The response is:

Template 3: Whether the reasoning sentence properly explain why the image-caption pair contains
punchline? Caption: {caption}. Reasoning sentence: {reasoning sentence}. 

 Please output Yes or No. The output is:

Figure 23: Prompts used to guide ChatGPT to generate distractor reasoning sentence and instruction templates for
Yes/No QA of punchline reasoning.
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Instruction Templates for Matching QA of Punchline Reasoning 

Template 1: Which reasoning sentence properly explain why the image-caption pair contains
punchline? Caption: {caption}. Reasoning sentence A: {reasoning sentence 1}. Reasoning

sentence B: {reasoning sentence 2}. Please answer with Reasoning sentence A or Reasoning
sentence B. The answer is:

Template 2: Which option properly explain why the image-caption pair contains punchline?
Caption: {caption}. Option A: {reasoning sentence 1}. Option B: {reasoning sentence 2}. 

Please answer with Option A or Option B. The answer is:

Template 2: Which text properly explain why the image-caption pair contains punchline?
Caption: {caption}. Text A: {reasoning sentence 1}. Text B: {reasoning sentence 2}. 

Please answer with Text A or Text B. The answer is:

Figure 24: Instruction templates for Matching QA of punchline reasoning.

Instruction Templates for Generation QA of Punchline Reasoning 

Template 1: Please generate a reasoning sentence to explain why the image-caption pair
contains punchline? Caption: {caption}. The reasoning sentence is:

Template 2: Please generate a reasoning sentence to interpret the reason why the image-
caption pair contains punchline? Caption: {caption}. The reasoning sentence is:

Template 3: Please generate a reasoning sentence to explain why there is a punchline in
the image-caption pair. Caption: {caption}. The reasoning sentence is:

Figure 25: Instruction templates for Generation QA of punchline reasoning.
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