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Abstract
Empirical risk minimization (ERM) incen-
tivizes models to exploit shortcuts, i.e., spu-
rious correlations between input attributes and
labels that are prevalent in the majority of
the training data but unrelated to the task at
hand. This reliance hinders generalization on
minority examples, where such correlations
do not hold. Existing shortcut mitigation ap-
proaches are model-specific, difficult to tune,
computationally expensive, and fail to improve
learned representations. To address these is-
sues, we propose InterpoLated Learning (Inter-
poLL) which interpolates the representations
of majority examples to include features from
intra-class minority examples with shortcut-
mitigating patterns. This weakens shortcut in-
fluence, enabling models to acquire features
predictive across both minority and majority
examples. Experimental results on multiple nat-
ural language understanding tasks demonstrate
that InterpoLL improves minority generaliza-
tion over both ERM and state-of-the-art short-
cut mitigation methods, without compromising
accuracy on majority examples. Notably, these
gains persist across encoder, encoder-decoder,
and decoder-only architectures, demonstrating
the method’s broad applicability.

1 Introduction

Models trained via empirical risk minimiza-
tion (ERM) are prone to using shortcuts (Geirhos
et al., 2020), i.e., superficial patterns between input
features and labels that occur in the majority of
training data due to idiosyncrasies in dataset col-
lection and annotation, yet are irrelevant to the task
at hand. For example, in MNLI (Williams et al.,
2018), most “entailment” examples exhibit high
word overlap between the premise and the hypothe-
sis (McCoy et al., 2019). As a result, ERM-trained
models achieve high in-distribution (ID) accuracy
by relying on this shortcut, but fail on minority ex-
amples where the heuristic breaks down, such as

instances where high word overlap corresponds to
“contradiction.” Reliance on shortcuts impairs out-
of-distribution (OOD) generalization, particularly
under distribution shifts, where minority examples
are underrepresented in training but more prevalent
at test time (Yang et al., 2023b). Shortcut learn-
ing is widespread across NLP tasks, including text
classification (Park et al., 2018; Dixon et al., 2018;
Borkan et al., 2019) and question answering (Jia
and Liang, 2017; Shinoda et al., 2023; Mikula et al.,
2024). This highlights a fundamental issue: ERM-
trained models often solve the dataset rather than
the underlying task.

Typical shortcut mitigation methods include syn-
thetically augmenting minority examples (Zhao
et al., 2018; Min et al., 2020; Lee et al., 2021; Wu
et al., 2022, inter alia), and learning an example
weight distribution to up-weight minority exam-
ples (Utama et al., 2020b; Sanh et al., 2021; Liu
et al., 2021; Korakakis and Vlachos, 2023). How-
ever, these techniques primarily improve the classi-
fication layer operating on top of model represen-
tations (Izmailov et al., 2022). In fact, they do not
learn representations different from those of ERM
and can even reinforce shortcut features within the
model (Mendelson and Belinkov, 2021). Addition-
ally, many shortcut mitigation methods rely on aux-
iliary models, increasing computational overhead
and hyper-parameter tuning complexity (Pezeshki
et al., 2024). The introduction of auxiliaries can
further destabilize training when their learning dy-
namics differ from those of the primary learner
model (Amirkhani and Pilehvar, 2021).

To address these limitations, we propose Interpo-
Lated Learning (InterpoLL), an interpolation-based
technique that mitigates shortcut learning and im-
proves generalization on minority examples. In
contrast to existing methods that rely on group
annotations, which are impractical to obtain in real-
world settings, InterpoLL operates without requir-
ing prior knowledge of minority or majority group
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Figure 1: Illustration of InterpoLated Learning (InterpoLL) for a majority example xi. The term “male” in xi is
over-represented in the “non-toxic” class, creating a shortcut that models exploit. Conversely, the minority example
xj , also labeled “non-toxic,” contains the under-represented term “female,” which counters this shortcut. To mitigate
shortcut reliance, during the forward pass for xi, we interpolate between the encoder representations of xi and xj as
zi = (1− λ)fenc(xi) + λfenc(xj). This interpolation reduces the influence of shortcut features while preserving the
label of xi, as xj shares the same ground-truth label. The interpolated representation zi is then used in the backward
pass for xi to compute the loss and update model parameters.

labels. InterpoLL interpolates the representations
of majority examples with those of intra-class mi-
nority examples that exhibit shortcut-mitigating
features (Figure 1). This discourages the model
from relying on shortcuts for prediction, and shifts
learning toward features that are predictive across
all examples.

We evaluate InterpoLL on six natural language
understanding datasets. Results show that Inter-
poLL achieves substantial improvements in minor-
ity generalization over ERM and state-of-the-art
methods. Notably, it outperforms approaches that
rely on prior knowledge of minority examples in
the training data. InterpoLL also enhances domain
generalization without access to domain-specific
data. These improvements are consistent across
encoder, encoder-decoder, and decoder-only archi-
tectures, as well as different model scales.

Detailed analyses demonstrate that, compared to
existing shortcut mitigation methods, InterpoLL:
(1) integrates with multiple techniques for identi-
fying minority and majority examples; (2) reduces
the presence of shortcut features in model repre-
sentations; (3) demonstrates greater robustness to
noise in the training data; (4) balances training dy-
namics between minority and majority examples;
and (5) maintains a runtime comparable to ERM.

2 Method

2.1 Preliminaries

Problem Setting We consider a supervised learn-
ing task where x ∈ X is the input and y ∈ Y is

the ground-truth label. Following Sagawa et al.
(2020), we further assume that the training dataset
contains distinct groups of examples within some
classes. Some of these groups are well-represented
and strongly associated with labels, e.g., high word
overlap and “entailment” in natural language infer-
ence (NLI) datasets (McCoy et al., 2019), while
others are not, e.g., negation words in the hypoth-
esis and “entailment” (Gururangan et al., 2018).
We refer to the examples belonging to the well-
represented groups associated with a particular
class as majority examples gmaj of said class, and
the rest as minority gmin.1

We want to train a model fθ : X → Y parame-
terized by θ. The model fθ consists of an encoder
fenc : X → Z mapping the input xi to the represen-
tation zi, and a classifier fcls : Z → Y which takes
the representation zi as input and maps it to a soft-
max probability over Y . The model fθ is typically
optimized to minimize the average training loss
through ERM. Given a loss function ℓ(fθ(xi), yi),
e.g., cross-entropy loss, ERM minimizes the fol-
lowing objective:

JERM(θ) =
1

n

n∑

i=1

ℓ(fθ(xi), yi) . (1)

Training with ERM causes the model to em-
1Note that some examples can be majority for a particular

class, and other examples exhibiting the same patterns can
be minority for another, e.g., in NLI, examples containing
negation words in the hypothesis are majority for the “contra-
diction” class, but minority for the “entailment” class.
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Algorithm 1 InterpoLated Learning (InterpoLL)

Input: Training dataset D, auxiliary model fϕ, learner model fθ = {fenc, fcls}
1: gmin, gmaj = INFERMINMAJ(fϕ,D) ▷ classify examples into minority and majority
2: Sample B1 ∼ D
3: B2 = ∅
4: for (xi, yi) ∈ B1 do
5: if (xi, yi) ∈ gmaj then
6: Sample (xj , yj) ∼ gmin s.t. yi = yj ▷ sample intra-class minority example
7: Sample λ ∼ Uniform(0, 0.5) ▷ sample interpolation ratio
8: zi ← (1− λ)fenc(xi) + λfenc(xj) ▷ add minority features to majority example
9: else

10: zi ← fenc(xi) ▷ use fenc for minority examples
11: B2 ← B2 ∪ (xi, zi, yi)

12: Update θ using B2

phasize shortcut features prevalent in majority ex-
amples (Puli et al., 2023). However, at test time,
minority examples with features contradicting the
shortcuts may become more prevalent (Koh et al.,
2021). As a result, an ERM-trained model general-
izes poorly.

Inferring Minority/Majority Examples We as-
sume no prior knowledge about the minority and
majority examples in the training dataset. To infer
them, we use an under-parameterized ERM-trained
auxiliary model fϕ, as under-parameterization
exacerbates model reliance on shortcut features
within majority examples (Sanh et al., 2021; Liu
et al., 2021). Formally, we categorize examples in
the training dataset D as minority if they are mis-
classified by fϕ, i.e., (xi, yi) ∈ gmin iff fϕ(xi) ̸=
yi, and as majority if they are correctly classified
by fϕ, i.e., (xi, yi) ∈ gmaj iff fϕ(xi) = yi.

2.2 InterpoLated Learning

Here, we address the limitation of the ERM training
objective, which fails to produce models that per-
form consistently across all examples in a dataset,
by introducing InterpoLated Learning (InterpoLL).
Our goal is to enable the learner model fθ to focus
on features that are predictive across all examples.
To achieve this, we interpolate the representations
of majority examples with those from minority ex-
amples within the same class, whose features con-
tradict the shortcuts. This process weakens the
influence of shortcuts, preventing the model from
relying on them for predictions. The overall proce-
dure of InterpoLL is detailed in Algorithm 1.

Concretely, for each majority example (xi, yi) ∈
gmaj in the current mini-batch, we randomly se-

lect a minority example (xj , yj) from the identi-
fied set of minority examples gmin, ensuring that
yi = yj (line 6). Then we interpolate their repre-
sentations (line 8):

zi = (1− λ)fenc(xi) + λfenc(xj) , (2)

where the interpolation ratio λ is sampled from
Uniform(0, 0.5). This process diminishes the
shortcut features within xi by incorporating
shortcut-mitigating representations from xj . Sam-
pling λ from Uniform(0, 0.5) ensures that the rep-
resentation of xi is minimally altered, allowing the
model to fit majority examples without exploiting
shortcuts (line 7). The label of the interpolated
majority example xi remains unchanged, as both
xi and xj belong to the same class.

Then, we train the learner fθ as in ERM (Equa-
tion 1) with the following modification: during the
forward pass for a majority example (xi, yi) ∈ gmaj,
instead of using the representation provided by
fenc, we use zi as obtained in Equation 2. The
backward pass, however, proceeds as normal, i.e.,
zi is used to compute the loss and gradients that
update all the parameters of the learner model fθ.
Conversely, for minority examples, we do not alter
their representations via Equation 2; thus, both the
forward and backward passes use the representa-
tions provided by fenc (line 10).

Intuition InterpoLL can be viewed as a form of
implicit data augmentation, as it repeatedly adds
representations from intra-class minority examples
to majority examples. This process increases the
prevalence of minority example features, leading
to a more uniform distribution of examples.
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Method MNLI FEVER QQP Avg
ID OOD Stress ID OOD Stress ID OOD Stress ID OOD Stress

ERM 84.9±0.3 62.4±1.3 62.9±0.8 88.4±0.4 55.9±1.6 62.8±2.5 90.2±0.5 33.8±0.6 63.5±1.8 87.8 50.7 63.1

Prior Minority/Majority Example Information Required

GroupDRO 84.3±0.4 72.5±0.6 63.1±1.5 87.5±0.4 64.1±0.5 64.8±1.7 89.5±0.3 52.9±0.8 66.2±1.2 87.1 63.2 64.7
PoE 83.8±0.7 69.7±1.5 61.9±0.8 86.5±0.6 61.9±1.8 63.2±2.1 89.1±0.6 51.3±1.3 64.1±1.5 86.5 61.0 63.1
Conf-reg 84.7±0.6 71.9±1.8 62.5±1.3 87.1±0.4 62.4±1.9 63.9±0.8 89.8±0.4 52.7±1.5 65.3±1.6 87.2 62.3 63.9
JTT 84.1±0.4 71.8±0.5 62.8±0.9 87.1±0.3 62.3±1.1 64.2±0.9 89.3±0.5 52.5±0.6 65.5±1.4 86.8 62.2 64.2
DFR 84.4±0.5 72.3±0.9 63.1±1.1 87.2±0.3 62.7±0.7 64.6±1.2 89.4±0.4 53.5±1.3 65.9±0.6 87.0 62.8 64.5

No Prior Minority/Majority Example Information Required

Minimax 83.5±0.4 72.4±0.6 62.6±1.4 85.3±0.5 62.6±0.5 64.5±0.8 87.9±0.7 53.8±1.6 65.8±1.4 85.6 62.9 64.3
Weak-learn 83.8±0.8 71.8±1.3 62.3±0.6 85.6±0.3 62.1±1.1 64.1±1.3 88.3±0.3 53.2±1.1 65.7±1.7 85.9 62.4 64.0
CNC 83.1±1.4 72.4±1.1 62.7±2.1 84.7±0.9 62.8±1.5 63.7±2.5 88.9±0.8 53.5±1.2 64.6±2.1 85.6 62.9 63.7
RNF 83.6±0.8 69.9±0.6 62.2±1.7 85.1±0.8 61.4±1.4 64.2±2.4 87.6±0.5 52.2±0.7 64.2±1.8 85.4 61.2 63.5
InterpoLL 84.6±0.5 75.6±0.7 66.5±0.8 87.8±0.6 68.7±0.8 69.8±1.1 89.8±0.5 56.9±1.0 70.5±0.6 87.4 67.1↑3.9 68.9↑4.2

Table 1: Accuracies on the MNLI, FEVER, and QQP datasets. We report results on in-distribution development
sets (ID), out-of-distribution test sets (OOD), and stress test sets (Stress). All numbers are averaged over five runs
(with different random seeds), and standard deviations are reported. The best-performing results are bolded, while
underlining indicates statistically significant improvements over the ERM-trained baseline (t-test, p < 0.05). Values
in blue denote improvements over the next best result.

3 Experimental Setup

Datasets We conduct experiments on six En-
glish datasets covering NLI and text classification.
For NLI, we use MNLI (Williams et al., 2018),
FEVER (Thorne et al., 2018), and QQP (Chen et al.,
2017), and evaluate minority generalization using
OOD and stress test sets (Naik et al., 2018). For
text classification, we use FDCL18 (Founta et al.,
2018), CivilComments-WILDS, and Amazon-
WILDS (Koh et al., 2021), and evaluate minority
generalization based on minority-group accuracy
on the test set.

Comparisons We compare InterpoLL against
shortcut mitigation methods that require prior
knowledge of minority and majority exam-
ples: GroupDRO (Sagawa et al., 2019),
PoE (Karimi Mahabadi et al., 2020), Conf-
reg (Utama et al., 2020a), JTT (Liu et al., 2021),
and DFR (Kirichenko et al., 2023). We also eval-
uate InterpoLL against shortcut mitigation meth-
ods that do not rely on such knowledge: Weak-
learn (Sanh et al., 2021), Minimax (Korakakis and
Vlachos, 2023), CNC (Zhang et al., 2022), and
RNF (Du et al., 2021b).

Implementation Details We use BERT-base (De-
vlin et al., 2019) from HuggingFace (Wolf et al.,
2020) as the learner model, and TinyBERT (Jiao
et al., 2020) as the auxiliary model in InterpoLL
for our main experiments. We extract sentence em-
beddings from the CLS token of the final layer to

perform interpolations. Each experiment is con-
ducted five times with different random seeds, and
results are reported as mean accuracy with standard
deviations.

4 Main Results

Natural Language Inference Based on the re-
sults in Table 1, we observe that although all short-
cut mitigation methods improve minority gener-
alization compared to ERM, no single previously
proposed method consistently outperforms the oth-
ers. Among methods that require prior knowledge
of minority and majority examples, GroupDRO
achieves the best OOD and stress test accuracy.
Methods that do not rely on such prior informa-
tion generally perform worse, except for InterpoLL,
which achieves the highest OOD and stress test ac-
curacy overall. Compared to GroupDRO, the next
best method, InterpoLL improves OOD accuracy
by 3.9% and stress test accuracy by 4.2%.

Text Classification Table 2 presents the average
and minority test set accuracies for FDCL18 and
CivilComments-WILDS, and the 10th percentile
accuracy for Amazon-WILDS, following Koh et al.
(2021). Similar to the results from NLI, the effec-
tiveness of previous approaches varies across these
datasets. However, InterpoLL consistently outper-
forms all methods, achieving the highest minority
accuracy, 4.2% higher than the next best approach,
GroupDRO.
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Method FDCL18 CivilComments-WILDS Amazon-WILDS Avg
Average Minority Average Minority 10th Percentile Average Minority

ERM 81.3±0.2 35.6±2.5 85.2±0.3 63.5±0.9 53.8±0.8 83.2 49.6

Prior Minority/Majority Example Information Required

GroupDRO 76.2±1.5 57.3±3.4 82.1±0.4 69.5±0.9 53.3±0.0 79.2 63.4
PoE 69.5±2.3 53.1±2.7 83.8±0.7 69.6±0.8 52.9±0.8 76.6 61.4
Conf-reg 76.3±1.2 55.9±1.9 84.2±0.5 67.2±1.2 53.4±0.8 80.2 61.6
JTT 76.1±1.4 55.6±1.7 83.9±0.4 69.9±0.8 52.9±0.8 80.0 62.8
DFR 76.3±1.2 56.9±1.4 83.7±0.6 69.8±0.7 53.4±0.8 80.0 63.4

No Prior Minority/Majority Example Information Required

Minimax 75.9±1.1 56.8±1.8 83.2±0.4 68.4±0.8 52.9±0.0 79.6 62.6
Weak-learn 71.6±1.3 56.5±2.0 83.1±0.5 67.9±0.7 52.4±0.0 77.4 62.2
CNC 75.6±0.7 56.7±1.3 83.5±0.9 70.1±1.4 53.4±0.0 79.6 63.4
RNF 72.3±0.8 54.9±1.6 83.8±0.4 67.1±0.9 52.9±0.8 78.0 61.0
InterpoLL 78.8±0.6 61.2±0.7 84.7±0.7 73.9±0.3 55.2±0.0 81.8 67.6↑4.2

Table 2: Model performance on the FDCL18, CivilComments-WILDS, and Amazon-WILDS datasets. For FDCL18
and CivilComments-WILDS, we report average and minority test accuracy, and for Amazon-WILDS, we report 10th
Percentile accuracy (Koh et al., 2021). All numbers are averaged over five runs (with different random seeds), and
standard deviations are reported. The best-performing results are bolded, while underlining indicates statistically
significant improvements over the ERM-trained baseline (t-test, p < 0.05). The value in blue indicates improvement
over the next best result. Amazon-WILDS is excluded from the calculations in the last two columns.

5 Domain Generalization

Experimental Setup We focus on domain gen-
eralization, where a model is applied to out-of-
domain settings without access to any additional
domain data. We hypothesize that by reducing the
model’s reliance on shortcut features for predic-
tions, InterpoLL facilitates the acquisition of task-
relevant features, thereby enhancing domain gen-
eralization. To this end, we conduct experiments
using GLUE-X (Yang et al., 2023a). We restrict
our comparison to methods that do not rely on prior
assumptions about shortcuts, as GLUE-X does not
provide information on minority or majority ex-
amples. Detailed dataset statistics are provided in
Table 11 in the Appendix.

Method SST-2 MNLI QNLI RTE MRPC QQP Avg

ERM 87.2 68.7 77.1 57.9 58.4 66.5 69.3
Minimax 88.1 70.2 77.3 57.7 58.8 67.5 69.9
Weak-learn 87.5 68.9 77.5 57.8 58.6 66.7 69.5
RNF 87.8 69.8 77.4 56.2 58.4 66.8 69.4
InterpoLL 90.1 71.5 81.2 60.6 60.9 69.8 72.4↑2.5

Table 3: Domain generalization results on GLUE-X.
The value in blue indicates an improvement over the
next best result.

Results Table 3 shows domain generalization re-
sults. We observe that Minimax, Weak-learner, and
RNF offer only minor improvements over ERM,
with average gains of 0.6%, 0.2%, and 0.1%, re-

spectively. In contrast, InterpoLL achieves average
improvements of 3.1% over ERM, 2.5% over Mini-
max, 2.9% over Weak-learner, and 3.0% over RNF.

6 Analysis

Model Method HANS PAWS Sym. RTE MRPC Avg

BERT-l ERM
InterpoLL

73.8
78.2

42.9
59.4

65.2
69.1

64.9
68.6

61.7
63.4

61.7
67.7

RoBERTa-l ERM
InterpoLL

74.7
80.1

45.4
60.5

68.1
74.5

74.4
77.3

64.6
66.9

65.4
71.9

XLNet-l ERM
InterpoLL

75.3
81.6

47.6
59.7

69.4
78.2

75.1
78.4

64.3
67.5

66.4
73.1

ELECTRA-l ERM
InterpoLL

76.2
81.8

49.3
61.6

70.5
78.4

76.3
77.9

68.4
70.3

68.1
74.0

T5-l ERM
InterpoLL

77.8
82.9

50.1
63.9

71.8
78.9

79.1
81.5

70.8
72.7

69.9
76.0

T5-3B ERM
InterpoLL

78.9
84.5

51.2
65.1

72.4
79.7

79.9
82.8

71.6
74.2

70.8
77.3

GPT2-m ERM
InterpoLL

61.2
67.8

44.9
54.3

64.7
69.2

65.8
68.7

56.1
59.5

58.5
63.9

GPT2-l ERM
InterpoLL

70.8
77.4

47.5
59.6

66.8
72.1

74.9
77.8

61.4
63.3

64.3
70.0

Table 4: Performance for large models trained with
ERM and InterpoLL. The experimental setup for MNLI,
FEVER, and QQP follows Section 3, while the setup
for RTE and MRPC follows Section 5. The best results
are bolded.

Comparison Across Model Sizes and Architec-
tures We investigate whether the generalization
improvements achieved by InterpoLL extend to
larger models and different architectures. Specifi-
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Figure 2: In-distribution (ID) accuracy on MNLI and
out-of-distribution (OOD) generalization on HANS for
different interpolation ratios λ used in InterpoLL: uni-
form distributions U(0, 0.5) and U(0, 1); beta distribu-
tions B(0.5, 0.5) and B(2, 2).

cally, we evaluate its performance on large-scale en-
coder models, including BERT-large (Devlin et al.,
2019) (≈340M params), RoBERTa-large (Liu et al.,
2019) (≈355M params), ELECTRA-large (Clark
et al., 2020) (≈340M params), and XLNet-
large (Yang et al., 2019) (≈340M params). We
also evaluate encoder-decoder models, such as
T5-large (Raffel et al., 2020) (≈770M params)
and T5-3B (Raffel et al., 2020) (≈3B params),
as well as decoder-only models, including GPT2-
medium (Radford et al., 2019) (≈350M params)
and GPT2-large (Radford et al., 2019) (≈750M
params). For T5 models, interpolations are ap-
plied in the final layers of both the encoder and
decoder, while for GPT2 models, interpolations
are applied in the final layer of the decoder. The
results in Table 4 show that InterpoLL improves
average OOD performance by 6.0 points for BERT-
large, 6.5 points for RoBERTa-large, 6.7 points for
XLNet-large, 5.9 points for ELECTRA-large, 6.1
points for T5-large, 6.5 points for T5-3B, 5.4 points
for GPT2-medium, and 5.7 points for GPT2-large.

Impact of Interpolation Ratio We investigate
the impact of the interpolation ratio λ on Inter-
poLL when it is sampled from four different distri-
butions: (1) Uniform(0, 0.5), (2) Uniform(0, 1),
(3) U-shaped Beta(0.5, 0.5), and (4) bell-shaped
Beta(2, 2). Figure 2 presents results on MNLI.
We observe that sampling λ from Uniform(0, 0.5)
achieves better performance by sufficiently weak-
ening the shortcuts, while still enabling the model
to learn majority features. Other distributions cause

a drastic drop in accuracy either by incorporating a
higher proportion of minority features into majority
examples, impairing the model’s ability to fit them,
or by failing to sufficiently weaken the shortcuts.

Method MNLI CivilComments
ID HANS Average Minority

ERM 84.9 62.4 85.2 63.5
no auxiliary 84.5 75.3 84.9 73.5
BERT-tiny 84.6 75.6 84.7 73.9
BERT-base 84.1 75.2 84.5 73.6
BERT-large 84.5 74.8 84.1 73.2
under-trained 84.3 75.1 84.6 73.8
regularized 84.4 74.9 84.4 73.7

Table 5: Accuracies on MNLI and CivilComments-
WILDS using different auxiliary models for InterpoLL.

Impact of Auxiliary To evaluate how auxiliary
model choice affects InterpoLL’s effectiveness, we
experiment with BERT models of varying sizes.
We also evaluate two additional variants: a BERT-
base model trained with ERM for 3 epochs (under-
trained) (Utama et al., 2020b), and a BERT-base
model trained with weight decay set to 1 (regular-
ized) (Liu et al., 2021). Lastly, we assess a variant
of InterpoLL that operates without an auxiliary
model, where the learner itself identifies minority
and majority examples (no auxiliary) (Korakakis
and Vlachos, 2023). In this setup, the learner is
trained for 2 epochs, and its misclassifications are
used as a proxy for identifying minority and ma-
jority examples. Results from Table 5 show that
all auxiliary variants achieve comparable general-
ization. Notably, the no-auxiliary InterpoLL vari-
ant still outperforms the other shortcut mitigation
methods on HANS and CivilComments-WILDS,
as shown in Tables 1 and 2.

InterpoLL Variants To better understand the ef-
fects of different components of InterpoLL, we con-
duct experiments with two variants: (1) inter-class
InterpoLL (inter) interpolates the representations
of majority examples with those of inter-class mi-
nority examples, in contrast to standard InterpoLL,
which involves intra-class interpolations, (2) in-
verse InterpoLL (inv) reverses the interpolation di-
rection, i.e., interpolating the representations of mi-
nority examples with those of majority examples,
thus weakening the features of the former. Fig-
ure 3 presents results for models trained on MNLI
and evaluated on HANS. We find that intra-class
interpolations outperform inter-class ones, as the
latter may introduce irrelevant features into major-
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Figure 3: In-distribution (ID) accuracy on MNLI and
out-of-distribution (OOD) generalization on HANS for
two InterpoLL variants: inter, which performs inter-
class interpolation between minority and majority exam-
ples; and inv, an inverse variant that weakens minority
representations by interpolating them with those of ma-
jority examples.

ity examples. Similarly, reversing the interpolation
direction improves accuracy on majority examples
but reduces it on minority examples.

Method Overlap↓ Subsequence↓ Negation↓
ERM 2.9±0.3 2.5±0.3 2.7±0.3

GroupDRO 3.1±0.2 2.9±0.5 2.9±0.3
PoE 3.9±0.2 4.1±0.4 3.0±0.3
Conf-reg 4.5±0.3 4.2±0.3 3.2±0.6
JTT 3.9±0.2 4.1±0.4 3.0±0.3
DFR 3.0±0.4 2.5±0.5 2.8±0.5
Minimax 3.5±0.2 3.2±0.2 3.2±0.3
Weak-learn 3.4±0.3 3.3±0.5 3.2±0.5
CNC 2.8±0.6 2.6±0.4 2.6±0.5
RNF 3.3±0.5 3.8±0.5 3.2±0.3

InterpoLL 2.7±0.3 2.5±0.3 2.5±0.2

Table 6: Probing results for Overlap, Subsequence, and
Negation shortcut categories on MNLI. Higher values
indicate greater extractability of shortcut features from
model representations.

Shortcut Extractability We evaluate the ex-
tractability of shortcut features from model repre-
sentations using minimum description length prob-
ing (Voita and Titov, 2020; Mendelson and Be-
linkov, 2021; Lyu et al., 2023). We report com-
pression, where higher values suggest increased
shortcut extractability from the model represen-
tations. Table 6 shows the probing results on
MNLI. We observe that prior methods increase
the extractability of shortcuts from model represen-
tations, as indicated by high compression values.

Method MNLI CivilComments
ID HANS Average Minority

ERM 41.8 38.1 44.3 40.1
GroupDRO 35.9 34.7 39.5 37.7
RNF 38.3 37.6 37.6 35.2
JTT 36.9 33.4 38.9 36.4
Minimax 35.1 34.3 37.9 37.3
InterpoLL 64.8 63.9 62.8 61.3

Table 7: Model performance on MNLI and
CivilComments-WILDS with 5% synthetic label noise
in the training data.

InterpoLL exhibits the lowest compression values,
while achieving the highest minority generalization
performance (Table 1). Table 14 in the Appendix
presents detailed results.

Robustness to Noise To assess InterpoLL’s ro-
bustness under noisy conditions, we introduce 5%
synthetic label noise into the training data and eval-
uate performance on MNLI and CivilComments-
WILDS. The results in Table 7 indicate that Inter-
poLL exhibits substantially greater resilience to
noise compared to ERM and other shortcut mitiga-
tion methods.

Method Time (hr)

ERM 4
DFR 4
PoE 6
Weak-learn 6
Conf-reg 7
RNF 5
JTT 8
CNC 39
Minimax 5
InterpoLL 5

Table 8: Training runtime (in hours) on MNLI.

Training Runtime We assess the efficiency of
shortcut mitigation methods by measuring training
time. As shown in Table 8, InterpoLL introduces
only a minor computational overhead compared
to ERM, while most other methods approximately
double ERM’s training time. Notably, InterpoLL
is substantially faster than CNC, which also tar-
gets the reduction of shortcut features in model
representations.

Model Training Dynamics We analyze model
training dynamics to assess InterpoLL’s ability
to balance training across minority and majority
examples, thereby counteracting the tendency of
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Figure 4: Training set accuracy over epochs for minority and majority examples on MNLI and CivilComments-
WILDS, using ERM and InterpoLL.

Dataset BERT-Tiny BERT-Large Under-trained Regularised
MNLI 95.1% 93.9% 94.6% 94.1%
FEVER 97.1% 95.4% 96.3% 96.1%
QQP 94.9% 93.7% 93.5% 92.7%
CivilComments-WILDS 96.8% 94.8% 95.9% 95.9%

Table 9: Recall of minority examples across different datasets and auxiliary model variants.

ERM-trained models to focus on fitting shortcut
features within majority examples first. Figure 4
shows the training set accuracy over epochs on the
MNLI and CivilComments-WILDS datasets. We
see that while an ERM-trained model eventually
achieves high accuracy for minority examples, this
only occurs towards the end of training. InterpoLL
demonstrates more balanced training throughout,
mitigating the model’s initial preference for fitting
majority examples.

Effectiveness of Minority Example Identifica-
tion To verify the reliability of different auxiliary
models in inferring minority examples, we com-
pute recall, defined as the proportion of ground-
truth minority examples correctly identified. We
conduct experiments on the MNLI, FEVER, QQP,
and CivilComments-WILDS datasets. Table 9 indi-
cates that all auxiliary models achieve high recall.

Weakening Shortcut Features vs Augmenting
Minority Examples We compare InterpoLL
with mixup (Zhang et al., 2018) and LISA (Yao
et al., 2022), two interpolation-based data augmen-
tation techniques. Mixup performs interpolations
between random pairs of examples, whereas LISA
interpolates examples that either have the same la-
bel but come from different example groups, or
have different labels but the same example group.
Conversely, InterpoLL targets the weakening of

shortcut features prevalent in majority examples
by interpolating their representations with those of
intra-class minority examples exhibiting shortcut-
mitigating features. To ensure that majority repre-
sentations are not substantially altered, the interpo-
lation ratio λ is sampled from a Uniform(0, 0.5)
distribution, rather than from Uniform(0, 1).

Table 10 presents the experimental results on the
MNLI and CivilComments-WILDS datasets. On
MNLI, InterpoLL achieves a 6.3% improvement
in terms of minority accuracy compared to mixup,
and a 3.4% improvement compared to LISA. Simi-
larly, on CivilComments-WILDS, InterpoLL out-
performs mixup and LISA by 7.0% and 3.2%, re-
spectively. These results underscore InterpoLL’s
effectiveness in improving minority generalization
over interpolation-based data augmentation meth-
ods.

7 Related Work

Mixup InterpoLL is inspired by mixup (Zhang
et al., 2018), a data augmentation method that
generates synthetic examples by interpolating ran-
dom pairs of examples and their labels. Recent
mixup extensions apply interpolations in represen-
tation space (Verma et al., 2019), explore alter-
native interpolation strategies (Guo et al., 2019b;
Mai et al., 2022; Yin et al., 2021; Collins et al.,
2023), and integrate mixup with regularization
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Method MNLI CivilComments-WILDS Amazon-WILDS GLUE-X
ID HANS Avg Minority 10th %

ERM 84.9±0.3 62.4±1.3 85.2±0.3 63.5±0.9 53.8±0.0 69.3

mixup 84.7±0.3 69.3±1.4 84.9±0.2 66.9±1.1 52.4±0.0 69.4
LISA 84.5±0.5 72.2±0.8 84.4±0.1 70.7±0.4 53.9±0.0 –

InterpoLL (ours) 84.6±0.5 75.6±0.7 84.7±0.7 73.9±0.3 55.2±0.0 72.4

Table 10: Model performance on MNLI, CivilComments-WILDS, Amazon-WILDS, and GLUE-X (averaged over
five runs). InterpoLL and ERM results for MNLI and CivilComments-WILDS are repeated from Tables 1 and 2.
LISA requires group annotations and is therefore not applicable to GLUE-X.

techniques (Jeong et al., 2022; Kong et al., 2022).
In NLP, Guo et al. (2019a) use mixup on word
and sentence embeddings, whereas, Yoon et al.
(2021) propose a mixup variant that conducts in-
terpolations on the input text. Several other works
leverage mixup for model calibration (Zhang and
Vaidya, 2021; Park and Caragea, 2022b,a). Zhang
et al. (2020) perform mixup to augment the unla-
beled pool in active learning, while Korakakis et al.
(2024) use it to identify informative and diverse
unlabeled instances for annotation.

Shortcut Mitigation in NLP Existing ap-
proaches for mitigating shortcuts can be catego-
rized into two main groups, model- and data-
centric (Du et al., 2022). Model-centric approaches
typically assume that examples with shortcuts are
learned more quickly than minority ones due to
ERM training. To this end, a popular approach is
ensemble an auxiliary model that relies on prior
shortcut knowledge for predictions with a learner
model during training, such that the latter is discour-
aged from using shortcuts (He et al., 2019; Clark
et al., 2019; Stacey et al., 2020; Xiong et al., 2021;
Ghaddar et al., 2021). More recently, Honda et al.
(2024) extended this setup in a post-hoc manner
by combining the predictions of multiple models
under the assumption that each model exploits dif-
ferent features for prediction. Other model-centric
methods include contrastive learning (Lyu et al.,
2023), knowledge distillation (Du et al., 2021a),
forgettable examples (Yaghoobzadeh et al., 2021),
adversarial training (Belinkov et al., 2019), and
pruning (Meissner et al., 2022). Data-centric meth-
ods aim to reduce the presence of shortcuts by mod-
ifying the training data itself, typically through data
augmentation (Wang and Culotta, 2021; Stacey and
Rei, 2024; Cheng and Amiri, 2024) or example fil-
tering (Bras et al., 2020; Swayamdipta et al., 2020).

8 Conclusion

In this work, we introduced InterpoLL, an
interpolation-based technique designed to mitigate
shortcut learning and improve minority general-
ization without compromising accuracy on major-
ity examples. The effectiveness of InterpoLL is
demonstrated across various datasets, covering a
range of natural language understanding tasks. Our
analyses show that InterpoLL enhances domain
generalization, remains effective across different
model architectures and scales, and reduces short-
cut features in model representations.

Limitations

Similar to other shortcut mitigation methods, Inter-
poLL can result in reduced ID accuracy. Moreover,
while our probing experiments demonstrate that In-
terpoLL reduces shortcut-feature extractability, our
analysis does not examine whether this suppression
inadvertently impacts other aspects of the learned
representations. Exploring such potential trade-offs
is an important direction for future work. Finally,
our experiments focus on specific English-language
natural language understanding tasks, leaving In-
terpoLL’s broader applicability to other tasks and
languages unexplored.
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A Dataset Details

Task ID OOD

Sentiment
Analysis

SST-2

IMDB
Yelp
Amazon
Flipkart

Natural
Language
Inference

MNLI-m
MNLI-mm
SNLI
SICK

Question
Answering
NLI

QNLI NewsQA

Textual
Entailment

RTE
SciTail
HANS

Paraphrase
MRPC

QQP
Twitter

QQP
MRPC
Twitter

Table 11: Dataset statistics for out-of-domain general-
ization experiments on GLUE-X.

B Additional Analysis

Method MNLI ID HANS

ERM 58.9 54.3
InterpoLL 65.3 71.9

Table 12: Performance comparison on MNLI and
HANS when the dominant shortcuts are removed from
the training data.

B.1 Hard-to-learn Shortcuts

To evaluate InterpoLL in settings where no known
easy-to-learn shortcuts are present, we removed
all MNLI training examples containing: (i) high
word overlap between premise and hypothesis with
the “entailment” label, and (ii) negation in the hy-
pothesis with the “contradiction” label. As shown
in Table 12, InterpoLL maintains its strong perfor-
mance, outperforming ERM in both ID and OOD
generalisation.

B.2 Synthetic Shortcut

We modified the MNLI training data by appending
a prefix in the hypothesis containing the ground-
truth label with probability p, or a random label

Method p = 0.2 p = 0.4 p = 0.6 p = 0.8

ERM 80.1 75.2 60.9 55.9
InterpoLL 80.3 75.1 73.5 72.9

Table 13: Performance comparison between ERM and
InterpoLL for different values of p for the synthetic
shortcut.

otherwise. The modified test set always includes
a random label in the prefix. We hypothesize that
when the shortcut prevalence is low (p < 0.5), the
shortcut becomes harder to exploit as it no longer
forms a dominant pattern. The results on the mod-
ified MNLI test set in Table 13 confirm that Inter-
poLL remains effective even when shortcuts are
less likely to be learned early on.

1 2 3 4 5 6 7 8 9 101112
60

65
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80

Encoder Layer

A
cc

ur
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y
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)
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ERM

Figure 5: Model performance on HANS for different
layers used in InterpoLL for the interpolations between
minority and majority examples for a BERT-base model.

B.3 Impact of Interpolation Layer
Figure 5 illustrates the effect of using different

encoder layers for conducting interpolations. Mod-
els are trained on MNLI and evaluated on HANS.
We observe that the most effective layers for inter-
polations are situated in the upper regions of the
model, where higher-level features are typically
processed (Jawahar et al., 2019). Notably, Inter-
poLL outperforms ERM in minority generalization,
regardless of the encoder layer used for the inter-
polations.
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Overlap Subsequence Negation
Method Compr. ↓ Acc. ↓ Compr. ↓ Acc. ↓ Compr. ↓ Acc. ↓
ERM 2.9±0.3 86.9±0.7 2.5±0.3 87.8±1.4 2.7±0.3 95.1±0.5

GroupDRO 3.1±0.2 87.1±0.6 2.9±0.5 88.5±1.3 2.9±0.3 96.1±0.6
PoE 3.9±0.2 93.2±1.4 4.1±0.4 94.3±2.1 3.0±0.3 96.3±0.7
Conf-reg 4.5±0.3 94.1±0.5 4.2±0.3 94.8±1.9 3.2±0.6 96.8±0.5
JTT 3.9±0.2 93.2±1.4 4.1±0.4 94.3±2.1 3.0±0.3 96.3±0.7
DFR 3.0±0.4 87.1±0.7 2.5±0.5 87.8±1.5 2.8±0.5 95.3±0.4
Minimax 3.5±0.2 89.1±0.8 3.2±0.2 89.3±1.9 3.2±0.3 96.5±0.6
Weak-learn 3.4±0.3 88.9±0.5 3.3±0.5 89.9±2.1 3.2±0.5 96.9±0.7
CNC 2.8±0.6 86.8±0.7 2.6±0.4 87.7±1.3 2.6±0.5 94.9±0.6
RNF 3.3±0.5 87.3±1.8 3.8±0.5 92.4±1.2 3.2±0.3 96.5±2.2

InterpoLL 2.7±0.3 86.7±0.4 2.5±0.3 87.6±1.5 2.5±0.2 94.8±0.7

Table 14: Probing results for Overlap, Subsequence, and Negation shortcut categories on the MNLI dataset. Higher
values in both compression (Compr.) and accuracy (Acc.) metrics indicate greater extractability of shortcut features
from the model’s representations.
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