
Proceedings of the 63rd Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers), pages 7561–7582
July 27 - August 1, 2025 ©2025 Association for Computational Linguistics

Evaluation Agent: Efficient and Promptable Evaluation Framework for
Visual Generative Models

Fan Zhang1∗, Shulin Tian2∗, Ziqi Huang2∗, Yu Qiao1B, Ziwei Liu2B

1Shanghai Artificial Intelligence Laboratory, 2S-Lab, Nanyang Technological University
zhangfan199903@163.com, {shulin002, ziqi002}@ntu.edu.sg

https://vchitect.github.io/Evaluation-Agent-project/

Abstract

Recent advancements in visual generative mod-
els have enabled high-quality image and video
generation, opening diverse applications. How-
ever, evaluating these models often demands
sampling hundreds or thousands of images or
videos, making the process computationally ex-
pensive, especially for diffusion-based models
with inherently slow sampling. Moreover, exist-
ing evaluation methods rely on rigid pipelines
that overlook specific user needs and provide
numerical results without clear explanations.
In contrast, humans can quickly form impres-
sions of a model’s capabilities by observing
only a few samples. To mimic this, we pro-
pose the Evaluation Agent framework, which
employs human-like strategies for efficient, dy-
namic, multi-round evaluations using only a
few samples per round, while offering detailed,
user-tailored analyses. It offers four key advan-
tages: 1) efficiency, 2) promptable evaluation
tailored to diverse user needs, 3) explainability
beyond single numerical scores, and 4) scal-
ability across various models and tools. Ex-
periments show that Evaluation Agent reduces
evaluation time to 10% of traditional methods
while delivering comparable results. The Eval-
uation Agent framework is fully open-sourced
to advance research in visual generative models
and their efficient evaluation.

1 Introduction

Visual generative models have made significant
progress in recent years, particularly driven by the
advancement of diffusion models (Ho et al., 2020)
and the availability of internet-scale datasets (Bain
et al., 2021; Chen et al., 2024b; Xue et al., 2019).
These advancements enable the generation of high-
quality images and videos, opening up a wide range
of applications in content creation, design inspira-
tion, and beyond.

∗equal contribution. Bcorresponding author. Code is available

time-consuming
VideoCrafter perform

Existing Approaches

Domain Experts

Evaluation Results 𝑦

Evaluation 
Benchmarks / 

Metrics

Evaluation Summary 
and Analysis

Evaluation Agent

Evaluation Agent (Ours)

(a) Comparison of Evaluation Paradigms

Visual 
Generative 

Models

Evaluation Results ො𝑦
+ Intermediate 

Analysis

Evaluation Summary 
and Analysis

How well does 

VideoCrafter-2.0 

generate objects and 

their attributes?

Thought: “To evaluate how well the model generates 
objects and their attributes, we start the evaluation with
simple prompts by generating specific object classes.”

Summary: "The model is highly capable of generating 
individual object classes and their color attributes, 
achieving near-perfect scores in these areas. However, it 
shows mixed performance in maintaining spatial 
relationships and struggles significantly with generating 
multiple objects in a single scene. This indicates that while 
the model can handle basic object and attribute generation 
tasks effectively, it faces challenges with more complex 
scenarios involving multiple objects and their spatial 
arrangements."

[Teaser] Main Version_small_draft

Thought: “Based on the observations of 1st round 
evaluation results, the model shows a very high ability to 
generate various object classes accurately, except for 
objects like `a car`. To further explore, we proceed to 
assess the model’s ability on how well it generates the 
color attributes of these objects.”

Thought: “Based on the observation of 2nd round 
evaluation results,

…
Next, we should evaluate the model's ability to maintain 
spatial relationships between objects as described in the 
prompts.”

Ans: 0.89

…

Existing Evaluation Approaches

Evaluation Agent (Ours)

efficient

User

fixed evaluation 
criteria no result explanation

Figure 1: An Example of Evaluation Agent. Existing
evaluation methods typically assess visual generative
models by extensively sampling from a fixed benchmark.
In contrast, our Evaluation Agent framework requires
only a small number of sampled images or videos, tai-
lored to the user’s specific evaluation request. Addi-
tionally, it goes beyond providing a simple numerical
score by offering detailed explanations to the evaluation
conclusions.

With the advancement of visual generative mod-
els, effective evaluation is crucial for understanding
their strengths, limitations, and areas for improve-
ment. Existing evaluation frameworks, such as
VBench (Huang et al., 2024a,b), EvalCrafter (Liu
et al., 2023), and T2I-CompBench (Huang et al.,
2023), assess models across multiple dimensions
using specific prompts and tailored metrics to en-
sure comprehensive performance analysis. How-
ever, these approaches often demand generating
numerous samples, resulting in long evaluation
time and high computational costs, particularly for
diffusion-based models where sampling is inher-
ently slow due to iterative sampling. Furthermore,
these evaluation frameworks are constrained by
rigid evaluation pipelines and predefined dimen-
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sions, making them less adaptable to open-ended
inputs or diverse user needs. Additionally, these
methods often produce single numerical scores as
outcomes, requiring users to invest additional effort
to extract meaningful insights.

In contrast, human evaluators can quickly gain
a general understanding of a model’s performance
by interactively testing a few prompts, forming a
sufficient impression without taking too much time.
This type of evaluation has several unique advan-
tages for assessing visual generative models. First,
it is fast, requiring only a small number of samples
to assess overall performance. Second, it is flexi-
ble, allowing intuitive evaluation of various aspects,
such as realism, creativity, prompt adherence, or
other user-defined criteria. Third, it is dynamic,
enabling deeper, hierarchical evaluations through
continuous adjustments in exploration.

To leverage the strengths of human-like eval-
uations, we introduce the Evaluation Agent, a
paradigm that mimics human strategies for as-
sessing visual generative models. The Evaluation
Agent offers four key features: 1) Efficiency: It
dynamically adjusts its evaluation pathway based
on intermediate results, uncovering subtle model
behaviors and limitations while avoiding redun-
dant test cases for efficient evaluation. 2) Prompt-
able Evaluation: Unlike existing benchmarks with
fixed prompts and evaluation metrics, it accepts
open-ended user input, allowing for flexible and
customized assessments tailored to specific user
needs. 3) Detailed and Interpretable Results: It
provides interpretable, detailed insights beyond sin-
gle numerical scores, making results accessible to
both experts and non-experts. 4) Scalability: The
framework supports seamless integration of new
metrics and evaluation tools, ensuring adaptability
and growth.

The Evaluation Agent begins by accepting open-
ended user input, specifying what to evaluate and
which model(s) to assess. Based on this input, it
identifies initial evaluation aspects and leverages
appropriate tools to conduct the assessment. It
then observes the intermediate results and dynam-
ically refines the direction of further exploration.
In the end, it generates a detailed natural language
response summarizing the evaluation results, pro-
viding a comprehensive analysis of the evaluation
process and a clear summary of the model’s capabil-
ities as specified in the user input. The Evaluation
Agent can also automate various applications, in-
cluding: 1) Model Comparison: Allowing users to

compare models based on specific criteria to de-
termine which performs better in a given aspect.
2) Model Recommendation: Suggesting the most
suitable model for the user’s needs by evaluating
models against personalized criteria.

We demonstrate the versatility of the Evalua-
tion Agent through experiments on diverse scenar-
ios, including the evaluation of image and video
generation models. The results indicate that it de-
livers performance comparable to full benchmark
pipelines while significantly reducing evaluation
time. Furthermore, we create an open-ended user
query dataset to showcase the Evaluation Agent’s
flexibility, depth, and accuracy in addressing open-
ended queries.

We summarize our contributions as follows:
• We propose the Evaluation Agent, a human-

like evaluation framework that overcomes the
limitations of existing methods in flexibility
and efficiency. Our approach will be fully
open-sourced.

• We validated our approach on several widely
adopted benchmarks, demonstrating that it
achieves evaluation accuracy comparable to
standard benchmarks while reducing evalu-
ation time by over 90%. We also built an
open-ended user query dataset to demonstrate
our method’s flexibility, depth, and accuracy
in handling open-ended evaluation queries.

• Through a comprehensive analysis of how
standard benchmarks, human evaluators, and
our Evaluation Agent perform evaluations, we
provide in-depth insights that serve as impor-
tant cornerstones for future research in evalu-
ating visual generative models.

2 Related Work

2.1 Visual Generation and Evaluation

Visual generative models have gained significant
attention in recent years. However, unlike percep-
tion tasks, which have clear evaluation metrics such
as accuracy, evaluating visual generative tasks is
more challenging due to the absence of a definitive
“ground truth” or single correct answer. Metrics
such as FID (Heusel et al., 2017) and FVD (Un-
terthiner et al., 2018) are commonly used to mea-
sure the distance between generated samples and
reference datasets. Recent benchmarks (Huang
et al., 2023, 2024a; Zheng et al., 2025; Huang
et al., 2024b; Liu et al., 2023; Lee et al., 2023; Sun
et al., 2024) provide multi-dimensional evaluations
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Benchmark Analysis Queries
Customized

Models
Supported

Samples
# Required

Request Support
Open Evaluation

Evaluation
Dynamic

Tool-Use
Open

FID / FVD (Unterthiner et al., 2018; Heusel et al., 2017) ✗ ✗ T2I / T2V 2,048 ✗ (Fixed-Form) ✗ ✗

T2I-CompBench (Huang et al., 2023) ✗ ✗ T2I 18,000 ✗ (Pre-Defined) ✗ ✗

VBench (Huang et al., 2024a) ✗ ✗ T2V 4,730 ✗ (Pre-Defined) ✗ ✗

Evaluation Agent (Ours) ✓ ✓ T2I & T2V 40̃0 ✓ (Open-Ended) ✓ ✓

Table 1: Comparison of the Evaluation Agent Framework with Traditional T2I and T2V Benchmarks. The
Evaluation Agent framework supports customized user queries in natural language and works with both T2I and
T2V models. Unlike traditional benchmarks, it dynamically updates the evaluation process using multiple tools,
providing comprehensive and explainable results with detailed textual analysis.

tailored to specific model capabilities. However,
whether relying on metrics like FID (Heusel et al.,
2017) and FVD (Unterthiner et al., 2018) or bench-
marks like VBench (Huang et al., 2024a), these
evaluations are often time-intensive and limited in
scope.

2.2 LLM as a Judge

Recently, the development of understanding and
reasoning capabilities in Large Language Models
(LLMs) demonstrates a significant advantage, en-
abling them to serve as powerful evaluators (Jain
et al., 2023; Chiang and yi Lee, 2023; Fu et al.,
2023; Zheng et al., 2023). For instance, CoEval (Li
et al., 2023b) introduces a two-stage evaluation
framework for open-ended natural language gener-
ation (NLG) tasks, offering a scalable and cost-
efficient alternative to human evaluations. Pan
et al. (2024) demonstrates how LLM-based evalua-
tions enhance downstream tasks for digital agents.
These studies showcase the ability of LLMs to rea-
son, explain, and comprehend evaluation processes.
Despite these advancements, prior work primarily
focuses on improving general reasoning or mini-
mizing hallucination, leaving the use of LLMs for
evaluating visual generative models largely unex-
plored. Furthermore, though LLMs demonstrate
considerable proficiency in zero-shot reasoning and
planning, devising effective strategies for domain-
specific problems remains challenging (Wang et al.,
2024b), complicating their role as evaluators for
visual generative tasks.

2.3 Agent in Planning & Reasoning

Agents and agentic systems are gaining attention
for their ability to automate complex tasks and de-
sign customized trajectories based on user queries.
They have been explored across various domains,
including web, mobile, desktop, and operating sys-
tems (OS) (Zhou et al., 2023; Xie et al., 2024;
Wang et al., 2024a; Kapoor et al., 2024; Zhang
et al., 2024b), showing effectiveness in improv-

ing long-horizon task completion. For example,
Chain-of-Thought (CoT) (Wei et al., 2022) and
Zero-shot-CoT (Kojima et al., 2022) use prompting
techniques to enable step-by-step reasoning. Simi-
larly, ReAct (Yao et al., 2022) introduces a general
paradigm for agent prompting by integrating rea-
soning traces with task-specific actions through
interleaved triplets of “thought-action-observation,”
thereby incorporating environmental feedback. De-
spite the broad applicability of agents in task au-
tomation, their potential to automate the evaluation
process of visual generative models remains largely
unexplored.

3 Methods

3.1 Preliminaries: Evaluation of Visual
Generative Models

Evaluation Benchmark. C = {cj |j ∈
{1, 2, 3, ...., N}}, where the conditions (i.e., test
cases) C is a set of text prompts, input images, class
labels, or conditionals in other formats. In the case
of unconditional generation, C is empty or consists
of random seeds for unconditional generation. In
existing evaluation approaches, C is pre-defined
and usually contains at least hundreds or thousands
of items, which require intensive computation and
time cost for sampling. In our Evaluation Agent
framework, the test case set C is dynamically deter-
mined during the evaluation process, and usually
only contains a few cases towards the end.
Sampling. vj = G(cj) where G is the visual
generative model, which generates the visual out-
put vj (i.e., images or videos) given an optional
condition cj . V = G(C) where V = {vj |j ∈
{1, 2, 3, ...., N}} represents the set of generated
visuals for the entire condition set C.
Evaluation Pipeline. Existing evaluation methods
usually follow a fixed pipeline to evaluate all the
images or videos V sampled from the pre-defined
benchmark C.

yj = ek(vj , cj) (1)
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Figure 2: Overview of Evaluation Agent Framework. This framework leverages LLM-powered agents for
efficient and flexible visual model assessments. As shown, it consists of two stages: (a) the Proposal Stage, where
user queries are decomposed into sub-aspects, and prompts are generated, and (b) the Execution Stage, where visual
content is generated and evaluated using an Evaluation Toolkit. The two stages interact iteratively to dynamically
assess models based on user queries.

where ek ∈ E is an evaluation function of some
aspects such as aesthetic, compositionality etc..
Given the generated visual vj , and the optional
condition cj , it produces the evaluation result yj .

Some reference/statistics-based evaluation
frameworks like FID and FVD also use reference
datasets Vr for calculating the results.

Y = E(V, Vr, C) (2)

In existing evaluation approaches, E is a pre-
defined set of evaluation dimensions, or a single
evaluation metric, which limits the possible evalu-
ation aspects from the beginning, and requires as-
sessing all the aspects even if some are not needed
in some cases. In our Evaluation Agent framework,
the evaluation tool ek is dynamically determined
during the evaluation process.

3.2 The Evaluation Agent Framework
Our Evaluation Agent framework is powered by
LLM-based agents, leveraging their advanced plan-
ning capabilities to simulate human-like behaviors
for efficient and flexible visual model assessments.
As illustrated in Figure 2, the framework operates
in two stages: the proposal stage and the execu-
tion stage. By iteratively interacting and looping
between these stages, the framework dynamically
evaluates models based on user queries.

3.2.1 Proposal Stage
The Proposal Stage consists of two agents: the
Plan Agent and the PromptGen Agent. The Plan
Agent is responsible for planning, observing, and
summarizing the evaluation process based on the
user’s query, while the PromptGen Agent focuses
specifically on the design aspects.
Plan Agent. We design the Plan Agent to simu-
late human behavior during the evaluation process,

including planning and adjusting the evaluation
direction, observing intermediate results, and sum-
marizing the final outcomes. As the core compo-
nent of the framework, the Plan Agent not only
interacts with the user but also drives the entire
evaluation process. Specifically, upon receiving
a user query, the Plan Agent identifies an initial
sub-aspect for evaluation and iteratively refines it
based on feedback from intermediate results. This
process continues until sufficient information is
collected, after which the agent provides a detailed
analysis and summary. Additional details can be
found in Appendix A.
PromptGen Agent. The PromptGen Agent mim-
ics human behavior in designing prompts for visual
generative models based on the plan developed dur-
ing the evaluation process. Specifically, it generates
tailored prompts for each sub-aspect identified by
the Plan Agent, enabling focused content genera-
tion and evaluation. Additionally, the PromptGen
Agent can reference and utilize well-established
prompts from existing benchmarks. Further details
are provided in Appendix A.

3.2.2 Execution Stage

The Execution Stage is responsible for sampling
and evaluating the model using the appropriate
tools, as specified in the Proposal Stage, and for
returning the final evaluation results.
Visual Generative Models. This component takes
prompts designed by the PromptGen Agent as input
and generates corresponding visual content, which
is then used for subsequent evaluation.
Evaluation Toolkit. The Evaluation Toolkit con-
sists of a set of elementary evaluation tools for
visual generative models. This module is open and
extensible, allowing for continuous expansion. We
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Table 2: Evaluation Results Comparison with VBench (Huang et al., 2024a). We evaluated 15 specific ability
dimensions in VBench using our Evaluation Agent and compared its results against VBench in terms of conclusion
accuracy. The numerical results show the percentages of the Evaluation Agent’s correct predictions falling either
within the exact range (left) or within an error margin of one range (right) across ten trials.

Models Consistency
Subject

Consistency
Background

Smoothness
Motion

Degree
Dynamic

Quality
Aesthetic

Quality
Imaging

Class
Object

Latte-1 (Ma et al., 2024) 50% / 80% 0% / 30% 40% / 70% 30% / 70% 60% / 100% 70% / 100% 40% / 50%
ModelScope (Wang et al., 2023) 80% / 80% 80% / 90% 60% / 80% 60% / 100% 60% / 100% 100% / 100% 0% / 50%

VideoCrafter-0.9 (He et al., 2022) 100% / 100% 80% / 100% 70% / 100% 80% / 100% 90% / 100% 20% / 100% 20% / 60%
VideoCrafter-2 (Chen et al., 2024a) 10% / 100% 60% / 100% 30% / 90% 30% / 80% 80% / 100% 50% / 100% 70% / 100%

Objects
Multiple

Action
Human Color Relationship

Spatial Scene Style
Appearance

Style
Temporal

Consistency
Overall

40% / 100% 10% / 10% 30% / 70% 10% / 80% 20% / 40% 70% / 90% 40% / 100% 70% / 100%
50% / 100% 10% / 40% 0% / 20% 10% / 30% 20% / 100% 90% / 100% 50% / 90% 20% / 100%
80% / 100% 10% / 30% 10% / 40% 20% / 100% 30% / 100% 60% / 100% 80% / 100% 0% / 80%
20% / 60% 10% / 90% 90% / 100% 0% / 70% 0% / 10% 80% / 100% 80% / 100% 60% / 100%

Table 3: Evaluation Results Comparison with T2I-CompBench (Huang et al., 2023). We evaluated four ability
dimensions in T2I-CompBench using our Evaluation Agent and compared its results with those of T2I-CompBench
in terms of conclusion accuracy. The numerical results show the percentages of the Evaluation Agent’s correct
predictions falling either within the exact range (left) or within an error margin of one range (right) across ten trials.

Models Binding
Color

Binding
Shape

Binding
Texture

Relationships
Non-Spatial

SD1.4 (Rombach et al., 2022) 50% / 100% 100% / 100% 0% / 100% 50% / 100%
SD2.1 (Rombach et al., 2022) 100% / 100% 60% / 100% 80% / 100% 60% / 100%

SDXL (Podell et al., 2023) 100% / 100% 20% / 100% 80% / 100% 60% / 100%
SD3.0 (Esser et al., 2024) 20% / 90% 0% / 90% 0% / 70% 80% / 90%

have integrated several existing evaluation tools
from well-known benchmarks for different modal-
ities of visual generation models. To support the
evaluation of open-ended user queries, we have
introduced a paradigm based on vision-language
models (VLMs), leveraging the Visual Question
Answering (VQA) format to enable flexible assess-
ments across various aspects of the models. Upon
receiving the generated samples from visual gener-
ative models along with the corresponding prompts,
the module utilizes the appropriate tools to eval-
uate each sample. All evaluation results are then
compiled and returned to the Plan Agent for further
proposals or summarization. For detailed informa-
tion, please refer to the Appendix A.

3.2.3 Overall Pipeline
The Evaluation Agent’s process is dynamic and
multi-round, with each round comprising a pro-
posal stage and an execution stage. By interact-
ing and looping through these stages, we achieve
dynamic evaluation, where the evaluation process
adapts based on intermediate observations and ini-
tial user query. This dynamic approach allows the
Evaluation Agent to refine its focus iteratively, ad-
justing its exploration direction and prompt design
based on an evolving understanding of the model’s
capabilities. Consequently, the evaluation process

becomes more efficient and targeted, systemati-
cally identifying the strengths and limitations of
generative models.

4 Experiments

We first validate the efficiency of our Evaluation
Agent on established benchmarks for visual gener-
ative models and then demonstrate the flexibility,
depth, and accuracy of our approach in handling
open-ended user queries on our self-constructed
dataset.

4.1 Experiments on Existing Benchmarks
We validate the effectiveness of our framework on
both the Text-to-Video (T2V) and Text-to-Image
(T2I) tasks. For detailed settings and implementa-
tions, please refer to Appendix B.

4.1.1 Experimental Setup
Visual Generative Models. For the T2V task,
we select four open-source models: VideoCrafter-
0.9 (He et al., 2022), VideoCrafter-2 (Chen et al.,
2024a), Latte-1 (Ma et al., 2024), and Mod-
elScope (Wang et al., 2023). Similarly, for
the T2I task, we choose four well-known open-
source models: SD(Stable Diffusion)1.4 (Rom-
bach et al., 2022), SD2.1 (Rombach et al., 2022),
SDXL (Podell et al., 2023), and SD3.0 (Esser et al.,

7565



Table 4: Time Cost Comparison across Models for VBench Dimensions. This table compares the evaluation time
of four different models using the original VBench pipelines versus the Evaluation Agent. The Evaluation Agent
significantly reduces the overall evaluation time.

Models VBench (Total Cost) ↓ VBench (Avg. Cost per Dimension) ↓ Evaluation Agent (Ours) ↓
Latte-1 (Ma et al., 2024) 2557 min, 4355 samples 170 min, 290 samples 15 min, 25 samples

ModelScope (Wang et al., 2023) 1160 min, 4355 samples 77 min, 290 samples 6 min, 23 samples
VideoCrafter-0.9 (He et al., 2022) 1459 min, 4355 samples 97 min, 290 samples 9 min, 24 samples

VideoCrafter-2 (Chen et al., 2024a) 4261 min, 4355 samples 284 min, 290 samples 24 min, 23 samples

Table 5: Time Cost Comparison across Models for T2I-CompBench Dimensions. This table compares the evalu-
ation costs for assessing four models across T2I-CompBench dimensions using both the original T2I-CompBench
pipelines and our Evaluation Agent. The Evaluation Agent achieves a substantial reduction in evaluation time
compared to the traditional pipelines.

Models T2I-Comp (Total Cost) ↓ T2I-Comp (Avg. Cost per Dimension) ↓ Evaluation Agent (Ours) ↓
SD1.4 (Rombach et al., 2022) 563 min, 12000 samples 141 min, 3000 samples 5 min, 26 samples
SD2.1 (Rombach et al., 2022) 782 min, 12000 samples 196 min, 3000 samples 6 min, 26 samples

SDXL (Podell et al., 2023) 1543 min, 12000 samples 386 min, 3000 samples 8 min, 26 samples
SD3.0 (Esser et al., 2024) 1410 min, 12000 samples 353 min, 3000 samples 7 min, 25 samples

2024). We validate the efficiency and accuracy of
our method using these models within the evalua-
tion frameworks for both T2I and T2V tasks.
Visual Generation Benchmarks. For the T2V
and T2I tasks, we adopt well-established and com-
prehensive evaluation frameworks tailored to their
respective domains. Specifically, for the T2V task,
we use VBench (Huang et al., 2024a), a compre-
hensive and fine-grained evaluation framework for
video generation. For the T2I task, we select T2I-
CompBench (Huang et al., 2023), which assesses
the compositional generation capabilities of T2I
models across multiple dimensions. We validate
the effectiveness of our method using these evalua-
tion frameworks.
Comparison Setup. To ensure comparability and
fairness in our experiments, we restrict the evalua-
tion tools and prompts available to the Evaluation
Agent. For T2V tasks, we used only the metrics
and prompt lists from VBench, and for T2I tasks,
only those from T2I-CompBench. For comparison,
we categorize performance into five levels based
on the performance density distribution. For more
details, see Appendix B.

4.1.2 Results Analysis
Validation on VBench. To highlight the efficiency
of our proposed methods, we compare the time
consumption and sample counts between VBench
and our approach. As shown in Table 4, our method
reduces evaluation time by over 10X. Additionally,
Table 2 confirms the consistency of our evaluation
results with VBench across various dimensions.
The quantitative results show that the Evaluation
Agent achieves high prediction accuracy across

Figure 3: Validation on VBench Percentage Dimen-
sions. We conducted additional validation experiments
on VBench by increasing the number of prompts in each
evaluation. For each model and dimension, lighter bars
represent results with the original settings, darker bars
with increased sample size. Hatched portions indicate
predictions within the exact range, and solid portions
within an error margin of one range. Specific numerical
results are provided in Table 6

most dimensions, demonstrating that our approach
maintains accuracy while significantly reducing
evaluation time.
Validation on T2I-CompBench. We evaluate the
Evaluation Agent’s performance on T2I tasks, as
shown in Table 5. Instead of requiring thousands
of samples and several hours, the Evaluation Agent
completes evaluations with just about 26 samples
in five to eight minutes per dimension. Table 3
compares the evaluation results, showcasing high
accuracy within an error margin of one range.
Analysis of Percentage-Based Dimensions. In
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Table 6: Validation on VBench Percentage Dimensions. The numerical results show the percentages of the
Evaluation Agent’s correct predictions falling either within the exact range (left) or within an error margin of one
range (right) across ten trials.

Models Action
Human Scene Color Class

Object

Latte-1 (default) (Ma et al., 2024) 10% / 10% 20% / 40% 30% / 70% 40% / 50%
Latte-1 (30 prompts) (Ma et al., 2024) 10% / 60% 30% / 50% 30% / 70% 40% / 80%

ModelScope (default) (Wang et al., 2023) 10% / 40% 20% / 100% 0% / 20% 0% / 50%
ModelScope (30 prompts) (Wang et al., 2023) 30% / 50% 30% / 100% 10% / 30% 10% / 60%

Evaluation 
Agent

User

Can the model generate variations of existing artwork
while maintaining the original style?

Sub-aspect: "Replicating Basic Art Styles"
Thought: To begin assessing the model's capabilities, I will first explore...

Sub-aspect: "Style Consistency in Detail-Oriented Artworks"
Thought: Having established that the model can replicate well-known art styles 
effectively, the next step is…

Sampled 
Images

Prompt：Create a new landscape painting in the style of Impressionism, focusing on light and color play typical of Monet's work.

Question A: "Does the artwork reflect the 
Impressionism style with emphasis on light 

and color?"

Question B: "Are the brushstrokes and 
overall texture similar to Monet's work?"

Answer: "Yes. The artwork reflects the 
Impressionism style with its emphasis on 

light and color…"

Answer: "Yes. The brushstrokes and overall 
texture in this painting closely resemble the 

style typical of Claude Monet's work…"

Analysis: During the exploration process…
Summary: The model can effectively generate variations of existing artwork while 
maintaining the original style when working within a single artistic tradition. 
However, it encounters challenges when tasked with blending multiple diverse art 
styles into a cohesive piece. This limitation is evident in its inability to consistently 
integrate secondary styles, suggesting a boundary in its ability to synthesize 
complex, cross-cultural artistic elements. Thus, while the model is adept at style 
replication within a single tradition, its capability to merge and innovate across 
disparate styles remains constrained.

SD3

This Round’s Results

…
Evaluation 

Agent

Evaluation 
Agent

Figure 4: A Case of Open-Ended User Query Eval-
uation. For open-ended user queries, the Evaluation
Agent systematically explores the model’s capabilities
in specific areas, starting from basic aspects and gradu-
ally delving deeper, culminating in a detailed analysis
and summary. Please refer to the Appendix E.3 for the
complete results.

the validation experiments on VBench, we observe
lower evaluation results in dimensions like “Human
Action”, “Scene”, “Color”, and “Object Class”.
Further analysis reveals that these dimensions rely
on statistical evaluations, where sample-level re-
sults are binary (0 or 1), making them highly sensi-
tive to sample size. Since the Evaluation Agent lim-
its samples per round to three to nine, we test this
sensitivity by increasing the sample size to 30 us-
ing the ModelScope (Wang et al., 2023) and Latte-
1 (Ma et al., 2024) models. The results, shown in
Figure 3, indicate that as the sample size increases,
the performance of both models in each dimension
steadily improves.

More Results. The experiments described above
were conducted using the GPT model as the back-
bone. To further validate the effectiveness and ver-
satility of our framework, we extended this set of
experiments to other models, including Claude and
Gemini. Detailed results and analyses can be found
in Appendix E.1.

4.2 Experiments on Open-Ended User Query

We demonstrate the flexibility of our framework
and the benefits of its dynamic evaluation through
experiments on an open-ended user query dataset
that we collect and construct.

4.2.1 Open-Ended User Query Dataset
We create an open-ended user query dataset com-
prising 100 user queries focused on evaluating gen-
erative model capabilities. Each query is man-
ually labeled with Ability, General/Specific,
and Specific Domain tags. For detailed statistics,
please refer to the Appendix C.

4.2.2 Experimental Setup
The Evaluation Agent demonstrates strong plan-
ning capabilities and accepts any input, but its
effectiveness is limited by restrictive evaluation
tools, which hinder its ability to handle open-ended
queries. To overcome this limitation, we propose
a simple yet intuitive solution: leveraging a VLM
as an evaluation tool in the form of VQA. During
each evaluation round, the PromptGen Agent not
only designs prompts for specific sub-aspects but
also generates corresponding questions based on
the content of each prompt and the aspects to be
evaluated. The generated sample and questions
are input into the VLM, which provides answers
that are then fed back to the Plan Agent for further
analysis and planning.

4.2.3 Open-Ended User Query Evaluation
Most visual generation benchmarks use predefined
dimensions and prompts to evaluate models, but
this fixed approach often overlooks users’ specific
needs, such as handling unique scenarios or ob-
jects. A user study found that 67.44% (29 of 43)
participants prioritized models meeting their spe-
cific needs over general performance. Additionally,
fixed prompts can lead to targeted optimization,
resulting in misleading evaluations.

We address these issues using the Evaluation
Agent, which conducts dynamic, multi-round as-
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sessments of a model’s capabilities for open-ended
queries, with flexible prompt design at each stage.
Figure 4 provides an example where a user asks:
“Can the model generate variations of existing art-
work while maintaining the original style?” The
agent begins by evaluating the model’s ability to
replicate basic artistic styles, confirming its com-
petence. It then narrows its focus to determine
whether the model can preserve the original style
while modifying specific artwork details. Through
iterative evaluations, the agent analyzes and syn-
thesizes the results to provide comprehensive feed-
back. For the full example, please refer to Ap-
pendix E.3. As shown, our Evaluation Agent frame-
work provides precise, detailed, and user-focused
evaluations for open-ended queries.

5 Further Discussions

In this section, we discuss the unique aspects of the
Evaluation Agent compared to traditional bench-
marks, as well as its potential broader applications.
Dynamic and Multi-Step Evaluation. One of
the core features of the Evaluation Agent is its
dynamic, multi-step evaluation process. This struc-
tured evaluation paradigm enables the discovery
of nuanced differences in model capabilities and
provides a more detailed analysis of a model’s
strengths and weaknesses. Specifically, it allows
for a hierarchical, step-by-step evaluation, pro-
gressing from simple to complex tasks, as well
as category-based assessments that measure per-
formance across different content types within the
same dimension. In contrast, traditional visual gen-
eration evaluation benchmarks, while incorporating
diverse prompts carefully designed for each dimen-
sion, suffer from limitations such as fixed prompts
and a lack of fine-grained prompt categorization.
These constraints reduce flexibility, make it harder
to draw valuable insights, and increase the risk of
models being over-optimized for specific prompts.
Furthermore, dynamic evaluations help avoid re-
dundant testing, significantly enhancing efficiency.
Open-Ended Evaluation Toolkit. Our framework
for evaluating open-ended queries relies on two
key aspects: the planning and reasoning capabil-
ities of LLM Agents and the evaluation toolkit’s
ability to assess diverse dimensions. One approach
to building the evaluation toolkit is integrating var-
ious tools, allowing the agent to select the most
suitable one for each task. However, current eval-
uation tools are limited, often focusing only on

general evaluations and lacking sensitivity to fine-
grained details. For instance, CLIPScore (Hes-
sel et al., 2021) captures the general similarity
between an image and a caption but fails to de-
tect subtle changes, such as variations in object
counts, limiting its effectiveness in specific eval-
uations. An alternative approach is to design a
versatile evaluation tool capable of assessing multi-
ple aspects. A VQA-based format using VLMs is
particularly promising, enabling fine-grained eval-
uation through targeted questions and providing
detailed textual outputs that integrate well with
LLM Agents. While this method’s effectiveness
depends on the VLM’s capabilities, current VLMs
already demonstrate impressive results, with fu-
ture advancements poised to further enhance per-
formance.
Broader Applications. The Evaluation Agent not
only evaluates the performance of a single model
but also facilitates the direct comparison of two
models’ strengths and weaknesses in specific di-
mensions by assessing them simultaneously during
execution. This feature enables users to determine
which model excels in particular areas. Moreover,
by accumulating evaluation results across various
capabilities, a database can be constructed. Once
sufficient information about multiple models is col-
lected, this database can serve as the foundation
for building a recommendation system, capable of
suggesting the most suitable model based on the
user’s specific needs.

6 Conclusion

As the first of its kind, our Evaluation Agent rede-
fines how visual generative models can be assessed,
moving beyond rigid evaluation pipelines to of-
fer an efficient and promptable approach. Unlike
traditional methods that rely on fixed benchmarks
and time-consuming sampling processes, the Eval-
uation Agent mimics human evaluation strategies.
This allows for significant reduction in evaluation
time while providing flexibility and adaptability to
user-specified criteria. Our framework dynamically
adjusts the evaluation process, enabling efficient
assessments with fewer samples and offering scal-
able, customizable integration for a wide range
of evaluation tools and visual generative models.
By open-sourcing this framework, we aim to in-
spire further research in the development of more
flexible and efficient evaluation methods for visual
generative models.
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7 Limitations

The performance of our Evaluation Agent frame-
work is influenced by two orthogonal factors: 1)
the reliability of the Evaluation Toolkit, and 2) the
capability of the LLMs used to develop the agentic
systems.
Evaluation Toolkit. While we can integrate state-
of-the-art (SOTA) toolkits, they may not always
perfectly align with human perception, particularly
when evaluating visual generative models. This
misalignment can negatively impact the accuracy
of evaluation results when the Evaluation Agent
relies on these tools. Furthermore, although the
Evaluation Agent is designed as an open frame-
work capable of handling arbitrary open-form user
queries, existing evaluation tools are still limited in
covering certain edge cases or specific criteria that
users may want to assess.
LLMs. We found that even the most advanced
LLMs occasionally fall short, such as producing
inconsistent output formats or struggling with nu-
merical comparisons. Possible solutions include
employing post-processing techniques to refine the
outputs and using external tools to handle numeri-
cal evaluations. With the release of more powerful
models, such as o1, we believe these issues can be
largely mitigated.

Our primary contribution is introducing a new
evaluation paradigm. We are confident that the
utility of the Evaluation Agent framework will
continue to improve as stronger LLMs and more
human-aligned evaluation toolkits are developed.

8 Ethical Considerations

The Evaluation Agent could potentially be used
to prompt visual generative models to synthesize
unsafe or harmful visual content, such as deepfakes
or offensive images and videos. This raises ethi-
cal concerns regarding the misuse of these visual
generative models. We strongly advise users to
approach any system involving visual generative
models with caution, as improper use could lead to
the creation and spread of harmful content.
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Supplementary

In this supplementary file, we provide a detailed
explanation of the pipeline in Section A. Next, we
present additional experimental details in Section B
and elaborate on the open-ended user query dataset
in Section C. Furthermore, we discuss additional
related work in Section D. Finally, in Section E, we
present further experimental results and analyses
using different base models, along with a variety of
comprehensive evaluation results for open-ended
user queries.

A Detailed Explanation of Pipeline

Our dynamic evaluation pipeline consists of two
stages: the Proposal Stage and the Execution Stage.
By iteratively interacting and looping between
these stages, the framework dynamically evaluates
models in response to user queries.

A.1 Proposal Stage

The Proposal Stage consists of two agents: the
Plan Agent and the PromptGen Agent. The Plan
Agent is responsible for planning each step and
providing the final summary and analysis, while the
PromptGen Agent specializes in designing prompts
for the process.
Plan Agent. When humans are interested in a
specific aspect of a model’s capabilities, they of-
ten generate content to observe its performance.
Through several rounds of iterative generation and
observation, they can form a preliminary evalua-
tion of the model’s ability in that aspect. During
this process, before each round of generation, hu-
mans typically consider which direction to focus
on. We designed the Plan Agent to simulate this
decision-making behavior.

The Plan Agent primarily simulates the decision-
making process in human evaluations. It is respon-
sible for determining the direction of exploration
at each step and for summarizing and analyzing
the results. Specifically, at the beginning, the Plan
Agent receives a user query related to the model’s
capabilities. We require the Plan Agent to first pro-
pose an initial aspect to explore based on this query.
In each subsequent step, it needs to consider both
the user’s original query and the observations from
intermediate results to suggest further directions
for exploration, until sufficient information is gath-
ered to evaluate the model’s capability in relation
to the query. When the Plan Agent believes it has
gathered sufficient information, it will analyze and

summarize all the observed results from the explo-
ration process, and then return the final evaluation
results to the human.

In this process, we require the Plan Agent to pro-
vide an explanation (thought) for why it chooses a
particular direction to explore at each step. When it
chooses to respond to the human, it is also required
to explain why it believes sufficient information
has been gathered to stop further exploration.

For tool usage, in the case of closed-domain
queries that involve experiments on existing bench-
marks, the Plan Agent is required to not only pro-
pose the direction to explore at each step but also
specify the appropriate evaluation tool for that di-
rection. For open-ended queries, we employ a
Vision-Language Model (VLM) for evaluation, us-
ing the Visual Question Answering (VQA) format.
PromptGen Agent. Once the human determines
the direction to focus on, corresponding prompts
must be designed based on that focus for model
sampling and generation. To simulate this behav-
ior, we developed the PromptGen Agent. Specifi-
cally, at each step, the PromptGen Agent receives
the “aspect to explore” proposed by the Plan Agent
and designs prompts aligned with the specified ex-
ploration direction. Additionally, while crafting
each prompt, the PromptGen Agent provides an
explanation of the reasoning behind its design.

A.2 Execution Stage
The Execution Stage is responsible for sampling
and evaluating the visual generation model based
on the evaluation tools selected by the Plan Agent
and the prompts designed by the PromptGen Agent.
Sampling and Evaluation. For the designed
prompts, we use a visual generation model to sam-
ple and generate corresponding images or videos,
and then we need to evaluate the quality of the gen-
erated content. For humans, the evaluation process
is essentially an observation of the generated con-
tent. In our pipeline, for closed-domain questions,
we evaluate specific dimensions by invoking ex-
isting evaluation tools within the closed domain.
For open-ended queries, we use a VLM to simulate
human evaluation of the generated content in the
form of VQA. Finally, we integrate the evaluation
results of each generated piece and return them to
the Plan Agent for observation and analysis.

A.3 Dynamic Looping.
Dynamic evaluation refers to initially providing a
preliminary focus based on the user’s query, and
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then continuously adjusting what aspects to focus
on according to the intermediate evaluation results.
This can involve adjustments in terms of a wider
variety of scenarios, more complex situations, or
more intricate prompts, among other factors, until
the Plan Agent believe it have gathered enough
information to answer the user’s original query.

B Experiment Implementation Details

All experiments in the main text were imple-
mented using LLMs as the backbone, with
gpt-4o-2024-08-06 as the core model set to a
temperature of 0.7. The system prompt design
was inspired by the CoT (Wei et al., 2022) and
ReAct (Yao et al., 2022) frameworks, guiding the
agent to solve problems step-by-step and provide
explanations at each stage.

For T2V tasks, we validate our evaluation ap-
proach by comparing the consistency of our Eval-
uation Agent with VBench’s original evaluation
scheme across multiple dimensions, with respect
to evaluation time, sample count, and final assess-
ment results on four open-source T2V models. For
VBench, we selected 15 evaluation dimensions,
including Subject Consistency, Background
Consistency, and Motion Smoothness, among
others. Details could be referred to in Table 2. We
used VBench’s original scheme to sample and eval-
uate four models on these dimensions, recording
generation time, evaluation time, and results. To
support a structured evaluation, we implemented
a unified scoring pipeline aligned with VBench’s
benchmark standards. Specifically, for each eval-
uation dimension, we first used the official metric
tools to score a large number of video samples and
partitioned the resulting sample-level scores into
five predefined tiers: Very High, High, Moderate,
Low, and Very Low, based on the score density
distributions. For dimensions scored by propor-
tions, such as Dynamic Degree, we constructed
tiering thresholds based on results from 42 models
on VBench’s leaderboard. To ensure fairness, the
Evaluation Agent was restricted to the tools and
prompts provided by VBench. During evaluation,
the agent answered targeted questions, invoked ap-
propriate tools, and selected prompts accordingly.
For each sampled video, it executed the relevant
metric function to obtain a numerical score, which
was then mapped into one of the five tiers using the
predefined criteria. Over multiple rounds of evalu-
ation, the agent aggregated these tiered results and

determined the model’s overall performance level
for each dimension. This process effectively trans-
lates intermediate quantitative observations into a
final categorical assessment.

For T2I tasks, we conducted the experiment
following the similar settings used for T2V mod-
els. For T2I-CompBench, we selected 4 di-
mensions for the experiment, which are: Color
Binding, Shape Binding, Texture Binding,
Non-Spatial Relationships. Using T2I-
CompBench’s original evaluation scheme and
prompt list, we evaluated the 4 models and cat-
egorized scores into 5 tiers, as in the T2V experi-
ment. We excluded the Spatial Relationships
dimension due to its reliance on statistical values
and limited sample distribution, along with the ab-
sence of leaderboard-based references for tiering.
The Evaluation Agent was restricted to using the
evaluation tools and prompts for these four dimen-
sions and was provided with detailed definitions
and tiered results for accurate assessment.

C Open-Ended User Query Dataset

C.1 Building an Open-Ended User Query
Dataset.

To create a dataset of user queries focused on eval-
uating generative model capabilities, we conducted
a user study, gathering user queries from various
sources about the aspects users find most impor-
tant when assessing new models. After cleaning,
filtering, and expanding the initial collection, we
compiled a dataset of 100 open-ended user queries.

C.2 Dataset Statistics.

We manually annotated each query with labels
for Ability, General/Specific, and Specific
Domain for analysis. The Ability label catego-
rizes the model capabilities targeted by the ques-
tion into five types: Prompt Following, Visual
Quality, Creativity, Knowledge, and Others.
For the General/Specific label, high-level ques-
tions like "How well can it visualize my idea from
my words?" are classified as General, while ques-
tions focused on specific applications, such as
"How well can the model generate game charac-
ters with intricate details, like armor or facial ex-
pressions?" are labeled as Specific Domain. The
Specific Domain label further identifies the fo-
cus area for these questions, covering fields like
Law, Film and Entertainment, Fashion, Game
Design, Architecture and Interior Design,
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Figure 5: Data Distribution of Open-Ended User Query Dataset. We analyze the constructed open-ended user
query dataset from three aspects: General/Specific, Ability, and Specific Domain. The results indicate that our
dataset exhibits a relatively balanced distribution across these dimensions.

Table 7: Evaluation Results Comparison with VBench (Huang et al., 2024a) using Claude as Base Model. We
adhere to the same experimental settings and parameters as in the main experiments, but we replace the planning
and reasoning agents’ backbones with claude-3-5-sonnet-20241022 as the base model.

Models Consistency
Subject

Consistency
Background

Smoothness
Motion

Degree
Dynamic

Quality
Aesthetic

Quality
Imaging

Class
Object

Latte-1 (Ma et al., 2024) 0% / 10% 0% / 10% 0% / 30% 0% / 40% 100% / 100% 90% / 100% 0% / 30%
ModelScope (Wang et al., 2023) 0% / 10% 30% / 40% 10% / 80% 30% / 100% 40% / 100% 60% / 100% 20% / 50%

VideoCrafter-0.9 (He et al., 2022) 40% / 100% 30% / 80% 40% / 90% 90% / 100% 90% / 100% 20% / 100% 10% / 40%
VideoCrafter-2 (Chen et al., 2024a) 50% / 100% 0% / 100% 0% / 10% 60% / 100% 100% / 100% 80% / 100% 60% / 90%

Objects
Multiple

Action
Human Color Relationship

Spatial Scene Style
Appearance

Style
Temporal

Consistency
Overall

10% / 60% 60% / 70% 10% / 60% 30% / 80% 0% / 40% 30% / 100% 80% / 100% 80% / 100%
90% / 100% 40% / 90% 10% / 20% 50% / 80% 40% / 100% 70% / 100% 90% / 100% 40% / 100%

0% / 40% 20% / 40% 10% / 40% 40% / 100% 10% / 80% 100% / 100% 90% / 100% 60% / 100%
50% / 100% 50% / 80% 60% / 90% 50% / 100% 0% / 50% 10% / 100% 80% / 100% 80% / 100%

Table 8: Evaluation Results Comparison with T2I-CompBench (Huang et al., 2023) using Claude as Base
Model. We follow the same experimental setting and the parameters in the main experiments but changing the
planning and reasoning agent’s backbones with claude-3-5-sonnet-20241022 as the base model.

Models Binding
Color

Binding
Shape

Binding
Texture

Relationships
Non-Spatial

SD1.4 (Rombach et al., 2022) 80% / 100% 70% / 100% 80% / 100% 70% / 100%
SD2.1 (Rombach et al., 2022) 80% / 100% 30% / 100% 60% / 100% 70% / 100%

SDXL (Podell et al., 2023) 90% / 100% 60% / 100% 70% / 100% 30% / 100%
SD3.0 (Esser et al., 2024) 10% / 100% 20% / 100% 30% / 100% 20% / 100%

Table 9: Time Cost Comparison across Models for VBench (Huang et al., 2024a) Dimensions using Claude as
Base Model. This table compares the evaluation time of four different models using the original VBench pipelines
versus the Evaluation Agent. The Evaluation Agent significantly reduces the overall evaluation time.

Models VBench (Total Cost) ↓ VBench (Avg. Cost per Dimension) ↓ Evaluation Agent (Ours) ↓
Latte-1 (Ma et al., 2024) 2557 min, 4355 samples 170 min, 290 samples 12 min, 15 samples

ModelScope (Wang et al., 2023) 1160 min, 4355 samples 77 min, 290 samples 9 min, 16 samples
VideoCrafter-0.9 (He et al., 2022) 1459 min, 4355 samples 97 min, 290 samples 9 min, 12 samples

VideoCrafter-2 (Chen et al., 2024a) 4261 min, 4355 samples 284 min, 290 samples 26 min, 11 samples

Table 10: Time Cost Comparison across Models for T2I-CompBench (Huang et al., 2023) Dimensions using
Claude as Base Model. This table compares the evaluation costs for assessing four models across T2I-CompBench
dimensions using both the original T2I-CompBench pipelines and our Evaluation Agent. The Evaluation Agent
achieves a substantial reduction in evaluation time compared to the traditional pipelines.

Models T2I-Comp (Total Cost) ↓ T2I-Comp (Avg. Cost per Dimension) ↓ Evaluation Agent (Ours) ↓
SD1.4 (Rombach et al., 2022) 563 min, 12000 samples 141 min, 3000 samples 6 min, 18 samples
SD2.1 (Rombach et al., 2022) 782 min, 12000 samples 196 min, 3000 samples 7 min, 17 samples

SDXL (Podell et al., 2023) 1543 min, 12000 samples 386 min, 3000 samples 12 min, 14 samples
SD3.0 (Esser et al., 2024) 1410 min, 12000 samples 353 min, 3000 samples 16 min, 13 samples
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Medical, Science and Education, and History
and Culture. We visualize the statistical distribu-
tion of the dataset across these categories in Fig-
ure 5.

D More Related Work

D.1 Agents Planning & Reasoning Methods

The Agent is designed to match human intelli-
gence in decision-making and reasoning, leverag-
ing the core capabilities of LLMs. Several design
paradigms in agent designed to boost the perfor-
mance in agentic systems have been explored. Tree
of Thoughts (ToT) (Yao et al., 2024) advances
the process by constructing a tree-like reasoning
structure, where each node represents a reasoning
thought, and the final plan is derived through either
a breadth-first search (BFS) or depth-first search
(DFS) strategy. Algorithm of Thoughts (AoT) (Sel
et al., 2023) and Graph of Thoughts (GoT) (Besta
et al., 2024) are the descending works which pro-
pel LLMs through algorithmic reasoning pathways
and expand the tree-like reasoning structure to a
graph-like one respectively. Diagram of Thoughts
(DoT) (Zhang et al., 2024a) is a recently proposed
approach that models the reasoning process as a di-
rected acyclic graph (DAG) within a single model,
effectively reducing circular dependencies and re-
flecting well-founded logical deduction.

The general idea of the agent is to take the free-
form natural language inputs from the users, plan
accordingly, and take action, where LLMs are com-
monly used as the reasoning and planning back-
bones.

To enhance the capability of agents in long-chain
reasoning tasks, or a generally defined task with
compositionality, humans tend to decompose it
into simpler subtasks and solve them procedurally,
which also triggers the development of a series of
works that mimic the reasoning chain from humans.

Chain-of-Thought (CoT) (Wei et al., 2022) and
Zero-shot-CoT (Kojima et al., 2022) both leverage
prompting to trigger them reasoning "step by step",
while HuggingGPT (Shen et al., 2024) decomposes
the tasks into sub-tasks first and solves them inde-
pendently with Huggingface. However, although
those methods attempted to mimic the human think-
ing process by decomposing tasks and solving each
independently, they are still connected in a cascad-
ing format, producing only a single-path reasoning
chain. Self-Consistent CoT (CoT-SC) (Wang et al.,
2022) enhances the original CoT approach by gen-

erating multiple reasoning paths and selecting the
final answer based on majority voting. Given the
trade-off between time and performance, we found
that the CoT framework is particularly well-suited
for evaluation tasks, as its reasoning process aligns
closely with the nature of these tasks.

The reasonings are purely defined by the reason-
ing backbone of the core LLMs, without incorpo-
rating the feedback from either environments or
agents themselves. Under this setting, agents’ rea-
soning is straightforward but less effective for long-
horizon tasks as it requires the agent to generate
flawless plan at the initial stage and it cannot tackle
the intermediate failures properly. ReAct (Yao
et al., 2022) proposed a general paradigm for an
agent prompting design by integrating the reason-
ing traces and task-specific actions in an interleaved
triplets “thought-action-observation" to involve the
environmental feedback; SelfCheck (Miao et al.,
2023) allows agents to review and assess their rea-
soning steps at different stages, allowing them to
identify and correct errors by comparing the inter-
mediate results; Reflexion (Shinn et al., 2024) uti-
lizes “verbal” reinforcement learning to augment
LLMs with memory encodings. By introducing
the feedback into the reasoning steps, agents are
equipped with additional knowledge from the feed-
back to do the correction.

D.2 Agent in Action Modelling with Tool-Use

An important factor that differentiates the assistant
and agent could be the action modeling capabil-
ity. Agents should inherently possess the ability to
perceive from the environment and interact with
the environment via proposed actions (Xi et al.,
2023; Wang et al., 2024b). A trending approach to
model the action goal of an agent is the tool-use
functionality. (Li et al., 2023a; Qin et al., 2023)
proposed benchmarks that can be used to evaluate
the tool-use capabilities from the perspectives of
API calling functions, requiring the agents to gen-
erate or select the appropriate API calls for various
tasks and domains based on the natural language
inputs. A lot of model-based works also highlights
the tool-use functionality, Toolformer (Schick et al.,
2024) trained a model in a self-supervised manner
to enhance the token prediction while maintain-
ing the generality. Gorilla (Patil et al., 2023) is a
finetuned LLaMA-based model that surpasses the
performance of GPT-4 on writing API calls.
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D.3 Recent Works on LLM-based Evaluation
for Visual Generation

Recent works explore LLM-based agents for evalu-
ating visual generative models. (Qin et al., 2024)
propose a question-answering agent that uses scene
graphs to detect hallucinations in text-to-image
diffusion models. (Yang et al., 2025) introduce
VideoGen-Eval, a benchmark for text-to-video gen-
eration that evaluates different aspects of video
quality using LLM-guided reasoning. These stud-
ies reflect a growing interest in agent-based, inter-
pretable evaluation frameworks for visual genera-
tion tasks.

E More Results

E.1 Experiments on Different Base Models

We conducted additional experiments using various
base models, including API-based models such
as Claude and Gemini, to demonstrate the high
extensibility of our framework.
Claude. We conducted validation experiments
using the same setup as described in Sec-
tion 4.1, but replaced the base model from GPT-4o
to Claude-3.5-Sonnet, specifically using the
claude-3-5-sonnet-20241022 version. Table 9
and Table 10 respectively present the time cost
and the number of samples required for evalua-
tions across VBench (Huang et al., 2024a) and
T2I-CompBench (Huang et al., 2023) dimensions
when the base model is replaced with Claude. Fur-
thermore, Table 7 and Table 8 provide the evalu-
ation accuracy results corresponding to these ex-
periments. Notably, even with Claude as the base
model, only a small number of samples and a few
minutes are needed to achieve high-quality eval-
uation results. Figure 6 illustrates the evaluation
outcomes using bar charts, comparing Claude and
GPT as the base model.
Gemini. In addition to using Claude, we
also experimented with the current state-of-the-
art model from the Gemini family, specifically
gemini-1.5-pro. However, we found that the
evaluation results using Gemini were not ideal,
as Gemini often failed to conduct complete and
meaningful assessments. Through observation and
analysis of the encountered issues, we identified
the following common problems: 1) Incorrect Tool
Selection: During the evaluation process, Gemini
frequently selected the wrong tool for assessment,
despite our detailed and accurate descriptions of
each tool provided in the system prompt. For exam-

ple, as shown in Figure 7, when asked, “How does
the model perform in terms of aesthetics?”, the
evaluation should have used the tool corresponding
to the “Aesthetic Quality” dimension. However,
Gemini incorrectly chose the tool for the “Subject
Consistency” dimension. 2) Repetitive and Inef-
fective Loops: We observed that Gemini often gen-
erated repetitive or nearly identical proposals (sub-
aspects and corresponding thoughts for each round)
without adjusting the evaluation direction based on
intermediate results. This led to meaningless as-
sessments. For instance, the example in Figure 8
demonstrates that the sub-aspect and thought pro-
posed in the second round were identical to those
in the first round. 3) Failure to Generate Final
Results: The repetitive behavior mentioned in the
second issue frequently resulted in a non-stopping
loop, ultimately failing to generate a meaningful
final response to the user’s query. These issues
significantly hinder Gemini’s ability to produce
meaningful evaluation results when used as the
base model.

Evaluation 
Agent

User
How does the model perform in terms of aesthetics?

Sub-aspect: "Generating a simple static video of a single object, a red 
apple, placed on a table.”
Tool: “Subject Consistency”.  # “Aesthetic Quality”
Thought: "Starting with a basic scenario to evaluate the model's ability 
to maintain the appearance of a simple object in a static scene. This will 
serve as a baseline for further exploration."

Eval Agent

Sub-aspect: "Style Consistency in Detail-Oriented Artworks"
Thought: Having established that the model can replicate well-known art styles 
effectively, the next step is…

Sampled 
Images

Prompt：Create a new landscape painting in the style of Impressionism, focusing on light and color play typical of Monet's work.

Question A: "Does the artwork reflect the 
Impressionism style with emphasis on light 

and color?"

Question B: "Are the brushstrokes and 
overall texture similar to Monet's work?"

Answer: "Yes. The artwork reflects the 
Impressionism style with its emphasis on 

light and color…"

Answer: "Yes. The brushstrokes and overall 
texture in this painting closely resemble the 

style typical of Claude Monet's work…"

Analysis: During the exploration process…
Summary: The model can effectively generate variations of existing artwork while 
maintaining the original style when working within a single artistic tradition. 
However, it encounters challenges when tasked with blending multiple diverse art 
styles into a cohesive piece. This limitation is evident in its inability to consistently 
integrate secondary styles, suggesting a boundary in its ability to synthesize 
complex, cross-cultural artistic elements. Thus, while the model is adept at style 
replication within a single tradition, its capability to merge and innovate across 
disparate styles remains constrained.

This Round’s Results

…
Eval Agent

Wrong Answer

Correct Answer

Evaluation 
Agent

User

How well does the model ensure that the subject
maintains a consistent appearance throughout the video?

Sub-aspect: “Generating a simple static video of a single object, like a 
red apple sitting on a table.”
Tool: “Subject Consistency”.
Thought: “Starting with the most basic scenario to assess the model's 
fundamental capability in maintaining object consistency in a simple, 
static scene. This will establish a baseline for further evaluation.”

Wrong Answer

Correct Answer

Sub-aspect: “Generating a simple static video of a single object, like a 
red apple sitting on a table.”
Tool: “Subject Consistency”.
Thought: “Starting with the most basic scenario to assess the model's 
fundamental capability in maintaining object consistency in a simple, 
static scene. This will establish a baseline for further evaluation.”

…
(Stopped by Framework Protocol)

Eval Agent

User

How effectively does the model generate multiple
distinct objects in a single scene?

Sub-aspect: “Generating a video of a single, stationary object (e.g., a 
red apple on a table).”
Tool: “Overall Consistency”.  # “Scene”
Thought: "Starting with the most basic scenario to establish a baseline 
for the model's capabilities.  This will help determine if the model can 
generate the simplest possible video before moving on to more complex 
tasks."

Wrong Answer

Correct Answer

Summary: “Based on the observed performance across different 
scenarios, the model receives an overall score of 'Fair' #'Moderate'. 
While it demonstrated competence in generating basic videos, its 
limitations in handling complex actions, interactions, and scene 
coherence prevent it from achieving a higher rating.  The model 
requires further development to improve its ability to generate realistic 
and complex videos.”

…

Evaluation 
Agent

Figure 7: A Common Failure Pattern in Tool Selec-
tion. As shown in the figure, Gemini frequently selected
an incorrect tool for evaluation. In this case, the model
should have selected the “Aesthetic Quality” tool, but
it incorrectly chose “Subject Consistency,” leading to
inaccuracies in subsequent assessments.

We try to analyze the failure modes here for the
failure patterns. Although the Gemini model, de-
signed with a context window capable of handling
up to 2 million tokens, certain input prompts might
still be inadequately comprehended, particularly
in complex evaluation tasks. Theoretically, Gem-
ini’s extensive context window allows it to process
lengthy inputs effectively. However, empirical evi-
dence suggests that even models with large context
windows may experience performance degradation
when presented with extremely long prompts. This
phenomenon is not solely attributable to the abso-
lute length of the input but is also linked to the
distribution of critical information across the con-
text. Most transformer-based models, including
Gemini, rely on positional encodings to maintain
the sequential order of tokens. These encodings
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Figure 6: Performance Comparison across VBench Dimensions for Different Base Models. This visualization
highlights the performance of all backbone models, including GPT-4o and Claude models, providing a comprehen-
sive comparison in each dimension for different backbone models. Hatched portions indicate predictions within
the exact range, and solid portions within an error margin of one range. Specific numerical results are provided in
Table 7 and Table 8

inherently influence how the model prioritizes and
retrieves information. When key information is
placed at the beginning of a prompt, it benefits from
being processed early in the attention mechanism.
Conversely, information buried deep within a long
input might receive attenuated attention, despite the
model’s theoretical capacity to consider the entire
input. In evaluation agent tasks, the agent perceives
the instructions with all rules and references set at
the beginning by the system prompt, which means
some of the essential details are positioned at the
beginning of the prompt. Gemini might deprioritize
them during the attention allocation process, which
could lead to incomplete comprehension, affecting
the quality of the evaluation.

In summary, given these findings, we recom-
mend using GPT-4o as the base model for tasks re-
quiring high precision and alignment, particularly
for generating prompts that effectively sample from
generative models. Its superior performance in
producing accurate, contextually aligned prompts
contributes to better overall results. Nevertheless,
the flexibility of our framework allows for seam-
less integration with other advanced models like
Claude, ensuring its applicability across diverse

scenarios and system configurations. This adapt-
ability makes it a valuable tool in environments
where model availability or performance priorities
may vary.
Evaluation 

Agent

User
How does the model perform in terms of aesthetics?

Sub-aspect: "Generating a simple static video of a single object, a red 
apple, placed on a table.”
Tool: “Subject Consistency”.  # “Aesthetic Quality”
Thought: "Starting with a basic scenario to evaluate the model's ability 
to maintain the appearance of a simple object in a static scene. This will 
serve as a baseline for further exploration."

Eval Agent

Sub-aspect: "Style Consistency in Detail-Oriented Artworks"
Thought: Having established that the model can replicate well-known art styles 
effectively, the next step is…

Sampled 
Images

Prompt：Create a new landscape painting in the style of Impressionism, focusing on light and color play typical of Monet's work.

Question A: "Does the artwork reflect the 
Impressionism style with emphasis on light 

and color?"

Question B: "Are the brushstrokes and 
overall texture similar to Monet's work?"

Answer: "Yes. The artwork reflects the 
Impressionism style with its emphasis on 

light and color…"

Answer: "Yes. The brushstrokes and overall 
texture in this painting closely resemble the 

style typical of Claude Monet's work…"

Analysis: During the exploration process…
Summary: The model can effectively generate variations of existing artwork while 
maintaining the original style when working within a single artistic tradition. 
However, it encounters challenges when tasked with blending multiple diverse art 
styles into a cohesive piece. This limitation is evident in its inability to consistently 
integrate secondary styles, suggesting a boundary in its ability to synthesize 
complex, cross-cultural artistic elements. Thus, while the model is adept at style 
replication within a single tradition, its capability to merge and innovate across 
disparate styles remains constrained.

This Round’s Results

…
Eval Agent

Wrong Answer

Correct Answer

Evaluation 
Agent

User

How well does the model ensure that the subject
maintains a consistent appearance throughout the video?

Sub-aspect: “Generating a simple static video of a single object, like a 
red apple sitting on a table.”
Tool: “Subject Consistency”.
Thought: “Starting with the most basic scenario to assess the model's 
fundamental capability in maintaining object consistency in a simple, 
static scene. This will establish a baseline for further evaluation.”

Wrong Answer

Correct Answer

Sub-aspect: “Generating a simple static video of a single object, like a 
red apple sitting on a table.”
Tool: “Subject Consistency”.
Thought: “Starting with the most basic scenario to assess the model's 
fundamental capability in maintaining object consistency in a simple, 
static scene. This will establish a baseline for further evaluation.”

…
(Stopped by Framework Protocol)

Eval Agent

User

How effectively does the model generate multiple
distinct objects in a single scene?

Sub-aspect: “Generating a video of a single, stationary object (e.g., a 
red apple on a table).”
Tool: “Overall Consistency”.  # “Scene”
Thought: "Starting with the most basic scenario to establish a baseline 
for the model's capabilities.  This will help determine if the model can 
generate the simplest possible video before moving on to more complex 
tasks."

Wrong Answer

Correct Answer

Summary: “Based on the observed performance across different 
scenarios, the model receives an overall score of 'Fair' #'Moderate'. 
While it demonstrated competence in generating basic videos, its 
limitations in handling complex actions, interactions, and scene 
coherence prevent it from achieving a higher rating.  The model 
requires further development to improve its ability to generate realistic 
and complex videos.”

…

Evaluation 
Agent

Figure 8: Common Failures in Generating Sub-
Aspects and Finalizing Responses. The figure high-
lights two critical failures: first, Gemini fails to propose
new sub-aspects based on observations from previous
rounds, instead engaging in repetitive and meaningless
loops without strictly adhering to the provided instruc-
tions. Second, this repetitive behavior leads to a non-
stopping loop, ultimately failing to generate a meaning-
ful final response to the user’s query.
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E.2 Agent Reliability and Error Handling
While the Plan Agent is designed to reason in a
structured, multi-step manner, agentic reasoning
processes can still encounter failure modes, such as
making unreasonable decisions, entering repetitive
loops, or failing to converge on a clear evaluation.
To mitigate these risks, our framework integrates
several safeguards at both the agent and system lev-
els. At the agent level, we adopt a ReAct-style
prompting strategy, which encourages the Plan
Agent to reason step-by-step and to explicitly artic-
ulate its thought process before each action. In par-
ticular, the agent is required to provide a justifica-
tion (“thought”) before terminating the evaluation,
helping ensure that such decisions are based on
collected evidence rather than arbitrary heuristics.
At the system level, we implement hard constraints
such as a maximum number of evaluation rounds
to prevent infinite loops and control evaluation cost.
This has shown practical effectiveness, for example,
as illustrated in Figure 8, where a repetitive loop
triggered by Gemini was successfully halted by the
framework protocol. Looking ahead, we believe
it is valuable to further explore safeguard strate-
gies for agent-based evaluation. While our current
mechanisms offer basic robustness, improving fall-
back design and reliability remains an important
direction for future work, especially as agent-based
reasoning becomes more widely adopted.

E.3 Evaluation Results of Open-Ended User
Queries

In Figures 9-11, we present multiple comprehen-
sive evaluation results for open-ended user queries,
including the sub-aspects raised by the Evaluation
Agent in each evaluation round, the corresponding
thoughts, the step-by-step evaluation process for
each round, and the final comprehensive conclu-
sion.
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Evaluation 
Agent

Evaluation 
Agent

Evaluation 
Agent

Evaluation 
Agent

Evaluation 
Agent

User

Can the model generate variations of existing artwork while maintaining the original style?

Sub-aspect: "Replicating Basic Art Styles"
Thought: To begin assessing the model's capabilities, I will first explore its ability to generate artwork that replicates 
foundational or well-known art styles, such as Impressionism, Cubism, or Surrealism. This will provide a baseline 
understanding of how well the model can maintain stylistic elements when generating new artwork.

Sub-aspect: "Style Consistency in Detail-Oriented Artworks"
Thought: Having established that the model can replicate well-known art styles effectively, the next step is to explore if 
it can maintain style consistency in more detail-oriented artworks. This will involve testing the model's ability to 
introduce variations while preserving intricate stylistic details, which is crucial for generating authentic variations of 
existing artworks.

Sub-aspect: "Blending Styles: Introducing New Elements While Preserving Original Aesthetic"
Thought: The model demonstrates a strong ability to replicate foundational styles and introduce variations while 
preserving stylistic elements. To push the boundaries further, I will evaluate the model's ability to blend styles by 
incorporating elements from different periods or cultures into existing artworks while maintaining the core aesthetic. 
This will test the model's flexibility and creativity in maintaining stylistic integrity when merging diverse artistic elements.

Sub-aspect: "Complex Style Integration: Merging Multiple Cultural Art Styles”
Thought: The model has shown potential in maintaining stylistic elements while introducing new cultural motifs. The 
next step is to test its ability to integrate multiple cultural art styles in a single piece, maintaining the core elements of 
each style. This will assess the model's proficiency in complex style synthesis and its ability to create cohesive artworks 
that respect and reflect diverse artistic traditions.

sampled images

Prompt：Create a new landscape painting in the style of Impressionism, focusing on light and color play typical of Monet's work.

Question A: "Does the artwork reflect the 
Impressionism style with emphasis on light and color?"

Question B: "Are the brushstrokes and overall texture 
similar to Monet's work?"

Answer: "Yes. The artwork reflects the Impressionism style 
with its emphasis on light and color. The depiction of the 

landscape, with bright greens, blues, and yellows, along with 
the visible brush strokes, creates an impression of a moment in 

time, typical of Impressionism."

Answer: "Yes. The brushstrokes and overall texture in this painting 
closely resemble the style typical of Claude Monet's work. Monet, 
a leading figure in the Impressionist movement, was known for his 
short, visible brushstrokes that captured the changing qualities of 

light. In this image, the brushstrokes are loose and textured, 
creating a sense of movement and capturing the light in a way 

that is reminiscent of Monet's landscapes."

Evaluation 
Process

sampled images

Prompt：Create an artwork that combines Japanese ukiyo-e style with traditional African tribal patterns.

Question A: "Does this image maintain the key 
characteristics of Japanese ukiyo-e style?"

Question B: "Are traditional African tribal patterns 
clearly integrated into the artwork?"

Answer: "Yes. The image maintains key characteristics of the Japanese 
ukiyo-e style: 1. Bold Lines and Flat Colors. 2. Simplified Forms. 3. 

Decorative Patterns. 4. Natural Themes. 5. Focus on Beauty. These aspects 
collectively show a strong adherence to classic ukiyo-e characteristics."

Answer: "No. The artwork does not incorporate traditional African 
tribal patterns. Instead, it features elements typical of Japanese art, 

such as a focus on natural scenes with leaves and flowers, and 
detailed, colorful clothing reminiscent of kimonos. The style is more in 

line with traditional East Asian artistic influences."

Evaluation 
Process

Analysis: During the exploration process, the model showed proficiency in maintaining the core elements of individual 
art styles when tasked with generating variations. For instance, the model effectively replicated the Impressionist style 
by capturing the interplay of light and movement, and it maintained the distinct swirling skies and color palette of Van 
Gogh's 'Starry Night'. However, when the task involved blending multiple styles, such as combining ukiyo-e with African 
tribal motifs or Renaissance art with Aboriginal dot paintings, the model struggled to integrate both styles meaningfully. 
In several cases, it defaulted to predominantly representing only one style. For instance, in attempting to merge ukiyo-e 
with African tribal patterns, the model successfully maintained ukiyo-e characteristics but failed to incorporate African 
motifs. Similarly, when synthesizing Renaissance with Aboriginal dot painting, the resulting image lacked Renaissance 
characteristics and primarily displayed elements of dot painting. These results demonstrate the model's current 
limitation in capturing and blending the essence of multiple distinct styles, especially when they differ significantly in 
form, color, and thematic elements.
Summary: The model can effectively generate variations of existing artwork while maintaining the original style when 
working within a single artistic tradition. However, it encounters challenges when tasked with blending multiple diverse 
art styles into a cohesive piece. This limitation is evident in its inability to consistently integrate secondary styles, 
suggesting a boundary in its ability to synthesize complex, cross-cultural artistic elements. Thus, while the model is 
adept at style replication within a single tradition, its capability to merge and innovate across disparate styles remains 
constrained.

sampled images

Prompt：Integrate elements of indigenous Australian dot painting into the Impressionist style of 
Claude Monet's 'Water Lilies', while keeping the focus on the interplay of light and color.

Question A: "Does the image preserve the interplay of 
light and color typical of Monet's 'Water Lilies'?

Question B: "How are indigenous Australian dot painting 
techniques reflected in the image?"

Answer: "No. The image does not preserve the interplay of light and 
color typical of Monet's 'Water Lilies'. Monet's work is known for its soft, 
impressionistic style, often featuring subtle shifts in light and color that 
create a dreamy, atmospheric effect. In contrast, this image uses bright, 
bold colors and has a more digital or stylized appearance, with distinct 
lines and defined edges. The light is vivid and direct, rather than the 

diffused, nuanced lighting typical of Monet's paintings."

Answer: "The image does not reflect traditional Indigenous Australian dot 
painting techniques. The painting primarily features impressionistic techniques 
to depict a vibrant water lily scene. It uses small dabs and strokes of color 

rather than the systematically arranged dots common in Indigenous 
Australian dot paintings."

Evaluation 
Process

sampled images

Prompt：Create a variation of Vincent van Gogh's 'Starry Night' that includes a city skyline while maintaining the original style.

Question A: "Does the image include a city skyline?"

Question B: "Are the brush strokes and color palette 
consistent with van Gogh's style?"

Answer: "Yes. The image includes a city skyline. It features a series 
of tall buildings with various architectural designs set against a 

stylized sky, reminiscent of Vincent van Gogh's style.

Answer: "Yes. The brush strokes and color palette in the image are 
consistent with Vincent van Gogh's style. The swirling, dynamic brush 
strokes are reminiscent of his famous works such as "Starry Night." 

The bold, vibrant colors, especially the blues and yellows, are signature 
elements of van Gogh's approach to painting."

Evaluation 
Process

SD3

Figure 9: A Case of Open-Ended User Query Evaluation. This figure illustrates the Evaluation Agent’s response
to the user query, “Can the model generate variations of existing artwork while maintaining the original style?”
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How precisely can the user specify object relationships?

Sub-aspect: Simple spatial relationships between two objects, such as 'A cat sitting on a mat.’
Thought: Starting with basic spatial relationships will help establish a baseline understanding of the model's ability to 
interpret straightforward object arrangements. This step is essential for identifying whether the model can correctly 
place one object in relation to another, which is fundamental for more complex relationships.

Sub-aspect: Complex spatial relationships involving three or more objects, such as 'A cat sitting on a mat next to a dog 
lying under a table.’
Thought: Having established that the model handles simple two-object spatial relationships well, the next step is to test 
its capabilities with more complex arrangements involving multiple objects. This will help determine if the model can 
accurately maintain these relationships simultaneously and if the presence of additional objects affects its 
understanding and rendering of the scene.

Sub-aspect: Abstract or less common spatial relationships, such as 'A cat sitting inside a transparent cube with a dog 
circling around it.’
Thought: The model appears to struggle with maintaining multiple complex relationships accurately, as evidenced by 
the misplacement of objects in previous prompts. Testing abstract relationships will further probe its ability to represent 
less conventional scenes, which require a more nuanced understanding of spatial dynamics and object interaction.

Sub-aspect: Testing the model's ability to handle object relationships involving non-standard or imaginative scenarios, 
such as 'A tree growing upside down with a cat lying on the top (bottom) of the tree.’
Thought: The model seems to have some challenges with abstract relationships, yet manages to convey basic 
interactions within simple or partially abstract scenes. By introducing imaginative scenarios that defy normal 
expectations, we can further assess its limitations in interpreting surreal or non-standard object relationships. This will 
help determine if the model can handle creative prompts that require an unconventional understanding of spatial and 
relational dynamics.

sampled images

Prompt：A cup positioned next to a laptop on a desk.

Question A: "Is the cup placed next to the laptop?"

Question B: "Is the cup placed next to the laptop?"

Answer: "Yes. The cup is placed near the laptop on the same 
wooden surface, indicating it's next to the laptop."

Answer: "Yes. The image shows a wooden surface that functions 
as a desk. It has various items placed on it, including a laptop, a 
mug, documents, and a small plant, which indicates that it's being 

used as a workspace."

Evaluation 
Process

sampled images

Prompt：A group of three birds perched on different branches of a tree, 
with one bird holding a leaf in its beak and another bird looking upwards.

Question A: "Are there three birds shown perched on 
different branches?"

Question B: "Is one bird depicted holding a leaf in its 
beak?"

Answer: "Yes. There are three birds shown perched on 
different branches. Each bird is sitting on a separate branch, 

indicating they are not sharing the same space."

Answer: "No. None of the birds are holding a leaf in their beak. 
The leaf appears to be attached to a branch and none of the 

birds have it in their beak."

Evaluation 
Process

Question C: "Is there a bird shown looking upwards?"
Answer: "Yes. All three birds in the image are shown looking 
upwards. They are sitting on branches and have their heads 

tilted back, with open beaks facing upwards."

sampled images

Prompt：A rabbit inside a clear cylinder with a fox pacing around it in a counter-clockwise direction.

Question A: "Is the rabbit shown inside a clear cylinder?"

Question B: "Is the fox shown pacing in a counter-
clockwise direction around the cylinder?"

Answer: "Yes. The rabbit is shown inside a clear spherical object, 
which appears to be made of glass or a similar transparent material. 

The shape is more of a spherical dome rather than a cylinder, as 
indicated by its round form and even curvature."

Answer: "Yes. The fox is shown moving in a counter-clockwise direction 
around the inside of the glass cylinder. Its position and orientation, moving 

from left to right within the cylinder, indicate this direction."

Evaluation 
Process

sampled images

Prompt：A house built on top of a moving cloud, with a ladder connecting to the ground.

Question A: "Is there a house depicted on top 
of a moving cloud?"

Question B: "Is a ladder shown connecting the 
house to the ground?"

Answer: "Yes. The image depicts a house on top of a cloud. The 
house is depicted as sitting on the cloud with a ladder 

extending downwards. The surreal nature of the image suggests 
a whimsical or imaginative scene, as it's not possible for a house 

to physically sit on a cloud in reality."

Answer: "No. There is a ladder shown in the image, but it is not 
connecting the house to the ground directly. The house is 
situated on a cloud, and the ladder extends down from the 

cloud, but it doesn't reach the ground."

Evaluation 
Process

Analysis: Through a series of explorations, the model demonstrated a robust ability to interpret simple spatial 
relationships, such as positioning objects in a familiar setting (e.g., a cat on a mat in a living room). It maintained this 
accuracy with some complexity, as seen in scenarios involving multiple objects, but occasionally struggled with 
maintaining precise details (e.g., a dog lying under a table). In abstract scenarios, the model showed creativity and 
partial accuracy, as seen with a tree growing upside down or a fish swimming in the sky. However, it sometimes failed to 
capture intricate details, such as the exact positioning or motion of objects in less conventional scenes. The model's 
boundaries are most evident when prompts require a nuanced understanding of imaginative or highly specific 
relationships that deviate from typical expectations.
Summary: The model effectively handles simple and moderately complex object relationships, demonstrating 
competence in generating realistic and even some surreal images. However, its limitations become apparent in 
scenarios that demand precise, complex, or highly abstract interpretations, where it may misinterpret or simplify details. 
This boundary suggests that while the model is versatile, there is room for improvement in managing highly detailed or 
unconventional scenarios.

SD3

Figure 10: A Case of Open-Ended User Query Evaluation. This figure illustrates the Evaluation Agent’s response
to the user query, “How precisely can the user specify object relationships?”
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How well the model can generate a specific number of objects?

Sub-aspect: "Generating a small number of identical objects (e.g., 2-3 apples)."
Thought: Starting with a small number of identical objects will provide baseline data on the model's ability to generate 
precise object counts. It's a fundamental test that should be manageable for most models, serving as a starting point to 
gauge basic competency before moving on to more complex scenarios.

Sub-aspect: "Generating a larger number of identical objects (e.g., 5-6 apples)."
Thought: The model struggles with accurately generating small numbers of objects, often producing more than 
requested. Testing with a larger number might reveal whether this issue persists or if the model shows improvement 
with higher counts. This helps to assess whether the problem is consistent across different scales or specific to smaller 
numbers.

Sub-aspect: "Generating a mix of different objects in a specific count (e.g., 2 apples and 3 bananas)."
Thought: The model consistently fails to generate the exact number of identical objects requested, often producing more 
than specified. Testing with a mix of different objects will help determine if the model also struggles with counts when 
multiple types of objects are involved, providing insight into whether the issue is specific to identical objects or extends 
to mixed object scenarios.

Sub-aspect: "Generating a specific arrangement and count of objects in a complex environment (e.g., a garden with 3 
roses and 2 lilies)."
Thought: Since the model struggles with generating exact counts in both identical and mixed object scenarios, testing in 
a more complex environment with specific arrangements will further challenge its ability to adhere to specific object 
counts and arrangements. This will help identify if the issue is related to object complexity or environmental context.

sampled images

Prompt：A close-up of two green apples resting on a blue napkin.

Question A: "Are there exactly two green apples in 
this image?"

Question B: "Is the blue napkin clearly visible 
beneath the apples?"

Answer: "No. There are three green apples in the image, 
placed on a blue cloth."

Answer: "Yes. The blue napkin is clearly visible beneath the 
apples. It is spread out on the surface with the apples placed on 
top, clearly contrasting with the green of the apples, making it 

easily distinguishable."

Evaluation 
Process

sampled images

Prompt：A pile of five apples on a picnic blanket in a park setting.

Question A: "Is there exactly a pile of five apples?"

Question B: "Does the setting appear to be a park?"

Answer: "No. The image shows a group of apples scattered on 
a red plaid cloth, but they are not in a pile of five. Instead, 

the apples are spread out individually across the cloth."

Answer: "Yes. The presence of a grassy surface and a picnic 
blanket suggests that the setting could be a park. These are 
common elements found in park settings where people might 

relax or have picnics."

Evaluation 
Process

sampled images

Prompt：A fruit basket with 4 oranges and 1 pineapple placed on a kitchen counter.

Question A: "Are there exactly 4 oranges in the image?"

Question B: "Is there exactly 1 pineapple in the image?"

Answer: "No. There are more than four oranges in the image. I 
counted six oranges: four in the basket and two on the counter."

Answer: "No. There are two pineapples in the image. One is in the 
basket, and the other is on the countertop next to the sink."

Evaluation 
Process

sampled images

Prompt：In a garden, there are 3 roses and 2 lilies, with the roses surrounded by small pebbles.

Question A: "Are the roses surrounded by small 
pebbles as described?"

Question B: "Does the image show exactly 3 roses?"

Answer: "Yes. The roses in the image are indeed surrounded by small 
pebbles. The ground is covered with variously sized smooth pebbles that 
are arranged around the base of the roses and other flowers, creating a 

decorative and naturalized garden appearance."

Answer: "No. The image shows two roses, not three. There are two pink 
roses visible, along with other types of flowers."

Evaluation 
Process

Analysis: Throughout the exploration, the model demonstrated a consistent inability to generate the precise number of 
objects as specified in the prompts. When tasked with creating a specific number of identical objects, such as apples or 
roses, the model frequently produced more than requested. This issue persisted in scenarios with mixed objects, where it 
also failed to generate the correct quantities, often exceeding the specified counts. The results suggest a systemic 
limitation in the model's capacity to accurately interpret and execute numerical instructions regarding object counts. 
This limitation was evident in both simple and complex environments, indicating that the issue is not solely dependent 
on scene complexity but rather on the model's underlying ability to process numerical constraints. For instance, when 
asked to generate 3 roses and 2 lilies in various garden settings, the model almost always added extra flowers or 
omitted some, showing a lack of precision.
Summary: In summary, the model exhibits a significant limitation in generating specific numbers of objects as requested. 
This shortcoming is apparent across a wide range of scenarios and object types, indicating a fundamental challenge in 
adhering to numerical details in image generation. It often produces more objects than specified, highlighting an area 
for potential improvement in future model iterations.

Question C: "Are there precisely 2 lilies depicted 
in the garden?"

Answer: "Yes. There are precisely two lilies depicted in the image. 
One is white with prominent stamens located at the bottom of the 
image, and the other is the pale yellow flower positioned centrally, 

which also appears to be a lily."

SDXL-1

Figure 11: A Case of Open-Ended User Query Evaluation. This figure illustrates the Evaluation Agent’s response
to the user query, “How well the model can generate a specific number of objects?”

7582


