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Abstract
Contract review is a critical process to protect
the rights and interests of the parties involved.
However, this process is time-consuming, labor-
intensive, and costly, especially when a contract
faces multiple rounds of review. To acceler-
ate the contract review and promote the com-
pletion of transactions, this paper introduces
a novel benchmark of legal provision recom-
mendation and conflict detection for contract
auto-reviewing (PROVBENCH), which aims to
recommend the legal provisions related to con-
tract clauses and detect possible legal conflicts.
Specifically, we construct the first Legal Pro-
vision Recommendation Dataset: PROVDATA,
which covers 8 common contract types. In ad-
dition, we conduct extensive experiments to
evaluate PROVBENCH on various state-of-the-
art models. Experimental results validate the
feasibility of PROVBENCH and demonstrate the
effectiveness of PROVDATA. Finally, we iden-
tify potential challenges in the PROVBENCH
and advocate for further investigation1.

1 Introduction

Contract review (Hermalin et al., 2007) is an es-
sential step in completing a transaction, where
parties carefully assess each contract clause to
ensure compliance, fairness, and effective risk
management (Wang and Chen, 2022; Schuhmann
and Eichhorn, 2015). However, contract review
is typically labor-intensive, time-consuming, and
costly (Zheng et al., 2020). For enterprises that
manage numerous contracts with multiple review
rounds, it is necessary to hire legal professionals
and commit significant time, leading to a substan-
tial increase in financial pressure (Hu et al., 2018).

To alleviate this issue, various methods (Leiva-
diti et al., 2020; Wang et al., 2023) have been
developed to improve efficiency in contract re-
view through tasks such as classifying the contract

*Corresponding authors.
1https://github.com/labpaper/ProvBench
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Figure 1: An illustration of contract review: recom-
mending relevant legal provisions as clues and detecting
potential conflicts.

clause (Lippi et al., 2019) or assessing their impor-
tance levels (Hendrycks et al., 2021). These meth-
ods primarily focus on analyzing contracts while
ignoring their association with relevant legal pro-
visions, which limits their ability to provide clear
evidence or specific recommendations to ensure
legal compliance.

In this paper, we aim to bridge this gap by
proposing a framework that not only provides ex-
plicit legal provisions as evidence but also evalu-
ates potential legal contradictions. As shown in
Figure 1, the process begins with the input of a
contract clause for review. Then, it is analyzed to
recommend relevant legal provisions, followed by
detecting whether logical contradictions exist be-
tween the clause and the recommended provisions.
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The results of recommendation and contradiction
detection are returned to the lawyer for assistance
in contract review.

Given the difficulty of understanding contract
clauses and accurately completing the above pro-
cess, this paper introduces a novel task for legal pro-
vision recommendation in the context of contract
auto-reviewing: PROVREC, aimed at mitigating the
limitations of existing methods.

To begin formulating and benchmarking the
PROVREC task, a primary challenge lies in the
absence of a dataset that associates contract clauses
with relevant legal provisions through logical re-
lationships. Inspired by the MSCOCO (Lin et al.,
2014) dataset, which provides a set of textual de-
scriptions for each image (Lee et al., 2018; Wu
et al., 2021), we align each contract clause with
relevant legal provisions and specified logical re-
lationships, to construct the first Legal Provision
Recommendation Dataset (PROVDATA).

In the PROVDATA, we manually assign each
contract clause with a set of relevant legal provi-
sions. Similar to the textual entailment task (Parikh
et al., 2016; Pàmies et al., 2023), we consider each
contract clause and its corresponding legal provi-
sions as text pairs, labeling them as “entailment”
if the provision supports the clause or “contradic-
tion” if it conflicts. This manual annotation process
spanned over 4 months, resulting in 3,550 contract
clauses and more than 24,850 annotations. This
provides a high-quality dataset that establishes a
critical benchmark for advancing research in con-
tract auto-reviewing.

Furthermore, we establish PROVBENCH as a
benchmark for the PROVREC task, which includes
three parts: (1) Legal Text Learner, (2) Legal Provi-
sion Recommender, and (3) Conflict Detector. The
legal provision recommender recommends relevant
provisions for contract clauses, while the conflict
detector evaluates the logical relationships to iden-
tify potential conflicts. Besides, to benchmark the
PROVBENCH under different learning paradigms,
we explore two types of strategies: (1) supervised
learning methods, where models are trained on
PROVDATA dataset, and (2) zero-shot methods, in-
cluding retrieval-based and prompting-based ap-
proaches that require no additional training.

To conclude, the main contributions of this paper
can be summarized as follows:
• We propose a novel benchmark PROVBENCH

for legal provision recommendation and conflict
detection, assisting contract review by providing

clear legal support or refuting evidence.
• We construct the PROVDATA dataset, consisting

of 3,550 contract clauses and over 24,850 an-
notations, providing a solid data foundation for
benchmarking.

• We benchmark several models for PROVBENCH

and conduct extensive experiments to evaluate
their performance.

We believe this benchmark provides a valuable tool
for contract auto-reviewing. It offers clearer legal
references, which enhance efficiency and accuracy
in the review process.

2 Problem Formulation

Given a set C = {C1, C2, . . . , CN} consisting of
N contract clauses, the goal of PROVBENCH is
to assist in recommending clause Ci with relevant
legal provisions from candidate legal provisions
L = {L1, L2, . . . , LM} and detecting potential
conflicts. This involves two key steps:

Legal Provision Recommendation. Empirically,
this step recommends the top 3 most relevant legal
provisions from L based on semantic similarity to
the input contract clause.

▶Input: A contract clause Ci and candidate legal provi-
sions L.
▶Process: Recommend 3 legal provisions Li =
{Li

1, L
i
2, L

i
3} by measuring semantic similarity between

Ci and each Lj from L.
▶Output: A ranked set of 3 recommend legal provisions
Li = {Li

1, L
i
2, L

i
3} that are relevant to Ci.

Conflict Detection. Once the relevant legal provi-
sions are recommended, the next step is to evaluate
the logical relationship between the contract clause
Ci and recommended legal provision Li by check-
ing for potential conflicts. The output consists of
recommended legal provisions and corresponding
logical labels labelij , indicating whether the con-
tract clause entails or contradicts each provision.
The process can be formulated as:

▶Input: A contract clause Ci and a set of recommended
legal provisions Li.
▶Process: For each Li

j , determine the logical relation-
ship between Ci and Li

j by checking if Ci conforms to
or contradicts Li

j .
▶Output: A set of binary labels labelij ∈ {0, 1}, where
0 indicates entailment (no conflict), and 1 indicates con-
tradiction.
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3 Dataset: PROVDATA

3.1 Data Construction

Constructing a dataset that associates contract
clauses with relevant legal provisions and logical
relationships is a challenging task. Unlike datasets
that can be constructed automatically, ours is en-
tirely built through manual annotation by 5 anno-
tators trained in legal data processing, each with
extensive experience in labeling large-scale legal
and contractual texts. Such manual construction
requires significant human effort and time.

Concretely, we first focus on the Chinese legal
scenario and gather a collection of publicly avail-
able Chinese contracts through web search, primar-
ily using Baidu 2 and from the Contract Demon-
stration Text Library3, covering 8 common con-
tract types: (1) sales, (2) lease, (3) technology, (4)
service, (5) loan, (6) donation, (7) transportation,
and (8) intellectual property. From the collected
contracts, we select clauses that are typically as-
sociated with elevated legal risk or demand closer
scrutiny during contract review. A subset of subop-
timal clauses is manually revised to enhance quality
and enrich the coverage of representative scenar-
ios. Subsequently, we construct a legal provision
library based on 5 legal codes, including 663 legal
provisions relating to contract, as shown in Table 1.

Data Expansion To expand the contract clause
data, we employ ChatGPT-4o (OpenAI, 2024) to
generate synthetic data using prompt-based method.
The final dataset comprises approximately 60%
manually contract clauses and 40% synthetic con-
tract clauses.

▶Definition: Generate contract clauses with potential
contradictions based on specified violation scenarios.
▶Input: Clauses that provide for penalty, force majeure
or extension conditions, and vague definitions of “rea-
sonable delay” and penalty clauses.
▶Output: 即使交付期延迟,标的物的价格不受政府
定价波动的影响,买受人仍应按照合同约定的价格
支付款项,出卖人不承担价格调整风险.
▶Output translate to English: Even if the delivery
period is delayed, the price of the subject matter is not af-
fected by fluctuations in government pricing. The buyer
should still pay the amount according to the price stipu-
lated in the contract. The seller does not bear the risk of
price adjustment.

As shown in the above prompt, we select a sce-
nario with potential contradiction as a representa-
tive case, annotators construct the prompt by speci-

2https://www.baidu.com
3https://htsfwb.samr.gov.cn/

Legal Code Num
The Contract section of Civil Code of the People’s
Republic of China.

505

Copyright Law of the People’s Republic of China. 55
Several Opinions on the People’s Courts’ Handling
of Loan Cases.

33

The Interpretation of the Supreme People’s Court
on the Applicable Law in the Trial of Disputes over
Sale Contracts.

46

The Supreme People’s Court’s Interpretation on Sev-
eral Issues concerning the Application of Law in the
Trial of Cases Involving Disputes over Sales Con-
tracts of Commodity Houses.

24

Table 1: Our collected legal provision library.

fying relevant clauses and potential conflicts based
on common contractual contexts.

Additionally, the expanded data are manually
evaluated and filtered for legal logic validity, adher-
ence to contract drafting conventions, and clarity in
the expression of contradictions, ensuring that the
retained data are logically sound, legally compli-
ant, and semantically clear. The process mentioned
above effectively expands the dataset while main-
taining high annotation quality.

Data Annotation. First, each item in the Legal
Provision Library is annotated with an average of
4 labels: (1) The name of the legal code, (2) The
serial number within the legal code, (3) Applicable
contract type, (4) Applicable contractual element
type. Then, for each contract clause, the top 3 rele-
vant provisions are selected, and their logical labels
are annotated, resulting in an average of 7 labels
per clause. The complexity of legal texts and the
demand for precise semantic interpretation result in
each manual annotation requiring thoughtful con-
sideration. The structure of the annotated data is as
follows:

▶Data Structure Example:
contract clause: Ci,
for j ∈ {1, 2, 3}:{

lawj : {
legal provision: Li

j ,
conflict label: labelij ,
legal label: lawi

j ,
legal category: cateij ,
legal provision number: numi

j ,
}

}

Furthermore, to enhance future scalability in con-
tract review automation, the annotators also cate-
gorized the legal provisions with 15 tags based
on contract elements, including subject, quality,
price, delivery and performance, obligations, con-
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Figure 2: Length statistics of contract clauses.

fidentiality, breach, interest, termination, validity,
amendments and transfer, parties, property, litiga-
tion, and guarantees.

To conclude, the construction of PROVDATA

dataset includes 24,850 manual annotations. It
required significant effort, with 5 annotators ded-
icating approximately 4 months to complete this
process. We believe that PROVDATA dataset can
provide a valuable data foundation for contract
auto-reviewing.

Besides, detailed annotation procedures and data
examples are outlined in the Appendix A.

3.2 Data Quality Assessment

To ensure the quality and consistency of annota-
tions in the PROVDATA dataset, we use a cross-
validation approach. Initially, each annotator inde-
pendently labels each contract clause and its corre-
sponding legal provision. We then randomly sam-
ple 10% of the annotated pairs and assign them to a
second set of annotators, who verify the relevance
and logical relationship (entailment or contradic-
tion) between the pairs. If discrepancies arise be-
tween the original and second annotations, a third
party facilitates a discussion to resolve the incon-
sistencies. This process ensures the accuracy and
logical consistency of the annotations, which is
essential for high-quality contract review.

3.3 Data Statistics

Length Statistics of Contract Clause. Figure 2
presents the length distribution of contract clauses
in the PROVDATA training set. As shown, fewer
than 10% of the clauses exceed 128 words, indi-
cating that the vast majority of clauses fall well
within this threshold. Based on this observation,
we set the input sequence length to 128 in sub-
sequent experiments to ensure adequate coverage
while maintaining computational efficiency.

Statistic Train Val Test
Contract clause 2,698 404 448
Contradiction 2,797 589 568
Entailment 5,297 704 776

Table 2: Statistics of the PROVDATA.

Train, Validation, and Test Splits. The basic
statistics of each split in the PROVDATA are shown
in Table 2. Following Krishna et al. (2024), we
split the data roughly into 75% for training, 12.5%
for validation, and 12.5% for testing.

4 Benchmarking: PROVBENCH

As shown in Figure 3, we first adopt a Legal Text
Learner to capture the legal features of contract
clauses and legal provisions. Next, we compute
the interaction information between each contract
clause and all legal provisions and use cosine simi-
larity (Lee et al., 2018; Wu et al., 2021; Fu et al.,
2023) to rank the relevance of each contract clause
with the legal provisions. After filtering out irrel-
evant legal provisions, we assess the logical rela-
tionship between the relevant legal provisions and
the contract clause, ultimately providing a clear
legal basis for reviewing the contract clause and
detecting any potential legal conflicts.

Legal Text Learner. Our input consists of two
components: the text of the contract clauses C and
legal provisions L. Initially, we load vocabulary
and generate token sequences for both C and L
based on vocabulary. Then, C and L are encoded
into the legal feature C and L. The process is
formulated as:

{
C = fencoder(C)
L = fencoder(L)

(1)

where fencoder(·) refers to the Text Encoder, C
and L represent the feature representations of the
complex legal semantics of C and L, which will
be used in subsequent tasks such as legal provision
recommendation and conflict detection.

Legal Provision Recommender. Following pre-
vious approaches (Lee et al., 2018; Wu et al., 2021),
we begin by calculating the interaction between the
C and the L using a variant of Dot Product Atten-
tion (Luong, 2015). The core of this module lies
in enhancing the focus on relevant legal provisions
from the perspective of the contract clause, which
is achieved by optimizing the weights of the le-
gal provision features based on the characteristics
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Figure 3: An overview of the PROVBENCH.

of the current contract clause. An extended abla-
tion study on the effectiveness of this module is
presented in Appendix B.

Subsequently, the cosine similarity is used to
measure the semantic relationship for each Ci and
Lj as follows:

s(Ci,Lj) =
CT

i · Lj

||Ci|| · ||Lj ||
(2)

where s(Ci,Lj) is cosine similarity score. Then,
the top 3 results correspond to the highest similarity
values are selected as the recommended legal pro-
visions {Li

1,L
i
2,L

i
3} associated with the current

contract clause Ci.

Conflict Detector. We model the conflict detec-
tor by treating each Ci and relevant legal provi-
sions {Li

1,L
i
2,L

i
3} recommended by Legal Provi-

sion Recommender as 3 recommend pairs(Ci,L
i
j),

where j ∈ {1, 2, 3}.
To capture the logical interaction between a

contract clause and its corresponding legal pro-
vision, we apply a Multi-head Attention Mecha-
nism (Vaswani et al., 2017). Concretely, the legal
provision Li

j is used as the query Q, while the con-
tract clause Ci serves as both the key K and value
V . Since the two representations are independently
generated by the legal text learner, attention facili-
tates their alignment across multiple semantic sub-
spaces, enabling the conflict detector to learn more
diverse logical relationships between the clause and
the provision.

ŷ = Softmax
(
Wlogic · Pool(Multi(Ci,L

i
j)
)

(3)

where Wlogic represents the weight matrix of the
logical classifier, ŷ indicates whether the relation-
ship is “entailment” or “contradiction”, helping to
detect logical conflicts between Ci and Li

j .

Model Learning. Following previous ap-
proaches related to similarity matching (Kiros
et al., 2014; Karpathy and Fei-Fei, 2015), we adopt
the hinge-based triplet ranking loss to optimize the
legal provision recommender as follows:

loss(C,L) =
∑

L̂

[α− S(C,L) + S(C, L̂)]++

∑

Ĉ

[α− S(C,L) + S(Ĉ,L)]+

(4)
where L̂ and Ĉ refers to negative examples, [x]+ ≡
max(x, 0) and the margin α is set to 0.2. Through
the above loss function, the relevance of matching
contract clauses and legal provision pairs is maxi-
mized, while the relevance of non-matching pairs
is minimized.

5 Experimental Evaluation

5.1 Benchmarked Models

�Mamba (Gu and Dao, 2023) As a State Space
Model (SSM) based model, Mamba delivers excel-
lent performance with lower computational com-
plexity and high efficiency. (Wang et al., 2024; Pa-
tro and Agneeswaran, 2024). In this study, we
apply Mamba to the PROVBENCH and set the
SSM state expansion factor to 16, local convolution
width to 4, and block expansion factor to 2.
�BERT (Devlin et al., 2019) based models are
widely recognized in NLP for their exceptional
performance. Therefore, we evaluate our ex-
periments on BERT (bert-base-chinese4), Legal-
BERT (Chalkidis et al., 2020), and RoBERTa (Liu,
2019) provided by Zhao et al. (2019), to capture
the complex semantic features of legal texts. In
addition, we employ LaBSE (Feng et al., 2022) as
a zero-shot baseline for the legal provision recom-

4https://huggingface.co/google-bert/
bert-base-chinese
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mendation task, evaluating its performance without
task-specific fine-tuning.
�T5 (Raffel et al., 2020) is a pre-trained language
model trained on a multilingual corpus and de-
signed to handle NLP tasks within a unified frame-
work. We conduct experiments on legal text feature
learning using T5-base as the legal text encoder and
observe strong performance after fine-tuning.
�ChatGPT-o1. (OpenAI, 2024) Recent advance-
ments in Large Language Models (LLMs), particu-
larly ChatGPT-o1, have shown exceptional ability
in reasoning through complex texts. Therefore, we
are motivated to use ChatGPT-o1 as the conflict
detector in a zero-shot manner via prompt-based
inference.
�DeepSeek-R1. (DeepSeek-AI, 2025) As a re-
cently released LLMs, DeepSeek-R1 demonstrates
strong capabilities in text understanding and rea-
soning. We employ it for conflict detection in a
zero-shot setting via API-based prompt inference.
�BM25 (Robertson et al., 1995; Crestani et al.,
1998) is a probabilistic ranking model based on
term frequency and inverse document frequency,
designed to estimate document relevance in infor-
mation retrieval tasks.

5.2 Evaluation Metrics
Inspired by Lee et al. (2018), we adopt Recall at
K (R@K) metrics, specifically R@1, R@3, and
R@5, to evaluate whether at least one relevant legal
provision appears among the top 1, top 3, and top 5
results. Furthermore, motivated by Oh et al. (2022),
we use the Exact Match (EM) metric, denoted as
Top-3 EM in this paper, to evaluate whether the top-
3 recommended legal provisions match the gold set
exactly.

Additionally, in the conflict detection task, we
evaluate the accuracy of both entailment and contra-
diction classes separately and the overall F1 score.
To ensure stable and targeted evaluation, we uti-
lize the gold-standard top-3 legal provisions as
the reference for computation, rather than relying
on model-predicted results. This design facilitates
more consistent supervision and enables more ef-
fective optimization during the training phase. This
multi-dimensional evaluation offers a rigorous as-
sessment of both recommendation and contradic-
tion detection capabilities.

5.3 Implementation Details
Our model is implemented on Ubuntu 24.04 and
trained using 2 NVIDIA GeForce RTX 4090 GPU

TextEncoder R@1 R@3 R@5 Top-3 EM

T5 86.38 95.09 97.10 60.94

BERT 90.63 96.86 98.21 76.79

RoBERTa 89.96 95.31 97.54 70.31

LegalBERT 92.19 97.77 98.88 73.88

Mamba 91.29 97.99 99.33 57.37

Table 3: Experimental results of different text encoders
on the Legal Provision Recommendation

(24GB) with CUDA 11.7. We train for 80 epochs
with a batch size of 32. Adam is used as the op-
timizer with a learning rate of 5 × 10−5. The in-
put sequence length is set to 128, with embedding
dimensions of 512 for Mamba and 384 for BERT-
based models.

5.4 Results Analysis
Performance on Legal Provision Recommend.
As shown in Table 3, all supervised learning text
encoders achieve R@1 scores above 85% and R@5
scores above 97%, demonstrating their ability to
retrieve relevant provisions with high recall. The
BERT-based models yield Top-3 EM scores ex-
ceeding 70%, indicating a relatively stronger ca-
pacity to identify accurate provision sets within
the top-ranked results. This performance may be
attributed to their pre-training on Chinese or legal-
domain corpora, which likely enhances their align-
ment with domain-specific linguistic patterns and
legal reasoning structures.

TextEncoder
Accuracy

F1
Entailment Contradictory

T5 97.88 90.43 90.21

BERT 98.16 91.62 90.81

RoBERTa 97.68 91.36 90.51

LegalBERT 98.20 90.99 90.20

Mamba 98.06 89.96 90.17

Table 4: Experimental results of different text encoders
on the Conflict Detection

Performance on Conflict Detect. As shown in
Table 4, all evaluated models achieve entailment
accuracy above 97%, contradictory accuracy above
89%, and overall F1 scores exceeding 90%, demon-
strating the feasibility of applying supervised text
encoders to potential conflict detection. BERT-
based models exhibit comparatively higher accu-
racy on both entailment and contradiction cases,
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Model R@1 R@3 R@5 Top-3 EM

BM25 50.89 67.63 75.22 3.57

LaBSE 42.63 61.83 70.09 0.89

Table 5: Experimental results of different zero-shot base-
lines on the Legal Provision Recommendation.

Model
Accuracy

F1
Entailment Contradictory

ChatGPT-o1 81.44 62.15 72.98

DeepSeek-R1 80.54 70.60 75.66

Table 6: Experimental results of different zero-shot base-
lines on the Conflict Detection.

which may be attributed to their pre-training on
Chinese or legal-domain corpora. The generally
lower performance on conflict detection may be at-
tributed to the greater logical complexity of the task
and the relatively lower proportion of contradiction
instances in the dataset, which may limit the ability
of models to distinguish this class accurately.

5.5 Results on Zero-shot Baseline

To assess the applicability of our proposed
PROVBENCH without relying on task-specific train-
ing, we introduce zero-shot baselines for both le-
gal provision recommendation and conflict detec-
tion. These baselines are used to evaluate task per-
formance without any additional training, relying
solely on direct inference.

Zero-shot for Legal Provision Recommendation.
As shown in Table 5, BM25 and LaBSE achieve
R@5 scores of 75.22% and 70.09%, respectively.
This suggests that the legal provision recommenda-
tion task demonstrates a certain level of feasibility
when approached with these models. However,
their Top-3 EM scores remain comparatively low,
with both models scoring below 5%. This indi-
cates that while the models can retrieve partially
relevant legal provisions, accurately identifying the
complete and correct set remains challenging. This
limitation can be attributed to the lack of domain-
specific adaptation, as these models have not been
trained on Chinese legal corpora and are not opti-
mized for the semantic alignment between contract
clauses and legal provisions.

Zero-shot for Conflict Detection. We also evalu-
ate the performance of ChatGPT-o1 and DeepSeek-
R1 as the conflict detector. Unlike our constructed

“one of the parties” “owing to” “force majeure” “inability to perform the contract” 

“liabilities for breach of contract”

“delay” “fulfil” “afterwards”  “occur”     “force majeure”      “can’t” “exempt”

“force majeure”      “unable”    “fulfil”   “contract”        “should”    “timely” 

“exemption from liability” “but” “law”   “provide otherwise” “except for” “owing to”

Figure 4: Visualization of the weight distribution of
legal provisions.

conflict detector, ChatGPT-o1 and DeepSeek-R1
directly process the original legal text without learn-
ing domain-specific features. As shown in Table 6,
ChatGPT-o1 achieves an entailment accuracy of
81.44%, a contradictory accuracy of 62.15%, and
an F1 score of 72.98%. DeepSeek-R1 achieves
an entailment accuracy of 80.54%, a contradictory
accuracy of 70.60%, and an F1 score of 75.66%.
These results highlight the potential of large lan-
guage models to detect contradictions without le-
gal text pre-training. However, their performance
remains lower than that of our trained conflict de-
tector, highlighting the effectiveness of domain-
specific pre-training on legal corpora for improv-
ing contradiction detection. Besides, the prompt
template used by ChatGPT-o1 is provided in Ap-
pendix C.

Visualization of Recommending Weights. For
the following contract clause:

Content of contract clause
If there are natural disasters such as earthquakes and
typhoons or force majeure events such as wars that affect
the performance of the contract, the relevant parties must
notify the other party as soon as possible and provide
a formal force majeure certificate issued by the local
government agency or notary department within 15 days.
The two parties will jointly decide whether to suspend,
adjust, or terminate the contract based on the impact of
the force majeure event.

Figure 4 visualizes the attention weights between
a contract clause and its most relevant legal provi-
sion, where the text encoder is Mamba, highlight-
ing key terms like “force majeure,” “reasonable
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Input Contract Clause:  借款人提前还款时，贷款人可收取
剩余期限内所有利息和违约金，不受借款实际使用期的限
制。
When the borrower repays the loan in advance, the lender may 

charge all interest and penalty for the remaining term, without 

being restricted by the actual usage period of the loan.

Output Legal Provisions and Conflict Detect Results:

1. 民法典第673条，借款人未按照约定的借款用途使用借
款的，贷款人可以停止发放借款、提前收回借款或者解除
合同。
"Civil Code,  673 th": If the borrower fails to use the loan for 

the agreed purpose, the lender may stop issuing the loan, 

recover the loan in advance, or terminate the contract.

Conflict Detect Result:    Entailment.

2. 关于人民法院审理借贷案件的若干意见第32条，借款
人可以提前偿还借款，但当事人另有约定的除外。借款
人提前偿还借款并主张按照实际借款期间计算利息的，
人民法院应予支持。
"Several Opinions on the People’s Courts’ Handling of Loan 

Cases,  32 th": The borrower can repay the loan in advance, 

unless otherwise agreed by the parties. If the borrower 

repays the loan in advance and claims to calculate interest 

based on the actual loan period, the people's court shall 

support it.

Conflict Detect Result:    Contradiction.

3. 民法典第677条，借款人提前返还借款的，除当事人另
有约定外，应当按照实际借款的期间计算利息。
"Civil Code ,  6 7 7 t h ”:  If the borrower repays the loan in 

advance, unless otherwise agreed by the parties, interest 

shall be calculated based on the actual loan period.

Conflict Detect Result:    Contradiction.

HIGH RISK

HIGH RISK

Figure 5: An example of PROVBENCH to recommend
related legal provisions and conflict detection results.

period of time,” and “loss.” These terms closely
match the content of the clause, demonstrating the
ability of PROVBENCH to focus on critical ele-
ments when determining the relationship between
the contract and the legal provision.

5.6 Case Study and Error Analysis
Case Study. As shown in Figure 5, we present
an example of a loan contract review using
PROVBENCH. This case demonstrates that
PROVBENCH accurately matches the legal provi-
sions related to “early repayment”. Additionally,
it identifies the unreasonable aspect of the “inter-
est calculation period” in the contract clause and
detects which specific legal provision this clause
violates.

Error Analysis. The effectiveness of
PROVBENCH has been demonstrated in the
previous sections, but some limitations remain.
We conduct an error analysis to classify incorrect
predictions into two categories, as shown in
Figure 6: (1) Incorrect Provision Recommendation:
PROVBENCH sometimes recommends provisions

associated with clauses that are similar in de-
scription but differ in meaning within the same
contract type. (2) Incorrect Conflict Detection:
PROVBENCH fails to accurately determine the log-
ical relationship between clauses and provisions,
leading to misidentified conflicts.

These conflicts often arise from implicit logical
details embedded in the clauses, making them chal-
lenging to analyze and detect. Future work will
focus on strengthening the ability of PROVBENCH

for precise semantic interpretation and comprehen-
sive analysis of logical relationships, enhancing
its accuracy and reliability in supporting lawyers
during contract review.

6 Related Work

Legal NLP. In recent years, Legal NLP has
gained increasing attention, with research advanc-
ing tasks such as legal text retrieval (Feng et al.,
2024) and understanding (Paul et al., 2022). For
instance, El Jelali et al. (2015) retrieved relevant
court decisions with respect to the disputant case
description. Ma et al. (2022); Sampath and Du-
rairaj (2022); Li et al. (2023a) focused on matching
descriptions from similar cases to support legal de-
cisions. Moreover, Askari et al. (2024) utilized
retrieval for legal question answering. Joshi et al.
(2024) proposed IL-TUR, a multilingual bench-
mark for evaluating legal text understanding and
reasoning in the Indian legal system. These meth-
ods advance law and artificial intelligence integra-
tion but focus little on linking legal recommenda-
tions to contract review.

Legal Text Entailment. Textual entailment aims
to determine whether the meaning of one text logi-
cally follows from another (Parikh et al., 2016).
This concept has been adopted in the legal do-
main for tasks like Legal Case Entailment (Goebel
et al., 2023, 2024), which identifies supporting
paragraphs from cases that justify a query deci-
sion. To illustrate, pre-trained models have been
widely employed to enhance performance (Li et al.,
2023b; Nguyen et al., 2024). Effective data aug-
mentation (Aoki et al., 2022; Yoshioka et al., 2021)
also plays an important role. In this paper, we
extend this concept to evaluate the logical compli-
ance of contract clauses with legal provisions, thus
assisting in determining the legality of the given
contract clause.
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Incorrect Provision
Recommendation

Incorrect Conflict 
Detection

Contract Clause: 逾期超过60日，买受人愿意继续履行合同的，经出卖人同意，合同继续履行，自约定的应付款期
限届满之日起至实际全额支付应付款之日止，买受人按日计算向出卖人支付逾期应付款万分之七的违约金。
Translate to English: If the overdue period exceeds 60 days and the buyer is willing to continue to perform the contract, 
with the consent of the seller, the contract shall continue to be performed. From the expiration of the agreed payment 
deadline to the actual full payment date, the buyer shall pay the seller a penalty of 0.07% of the overdue payment per day.

Ground Truth：The Supreme People's Court's Interpretation on Several Issues concerning the Application of Law in 
the Trial of Cases Involving Disputes over Sales Contracts of Commodity Houses.
14th (entailment), 11th (entailment) ,15th (entailment).

Recommend Results：The Supreme People's Court's Interpretation on Several Issues concerning the Application of 
Law in the Trial of Cases Involving Disputes over Sales Contracts of Commodity Houses.

13th (entailment), 11th (entailment) ,15th (entailment).

Contract Clause: 在施工过程中，若承揽人认为使用替代材料对施工周期、工艺效果或预算控制有正面影响，承揽
人有权无需定作人同意便可实施该调整。定作人不得因材料替代影响而要求赔偿或重新协商合同条款。
Translate to English: During the construction process, if the contractor believes that the use of alternative materials has a 
positive impact on the construction period, process effect, or budget control, the contractor has the right to implement 
the adjustment without the consent of the ordering party. The client shall not demand compensation or renegotiate the 
terms of the contract due to the impact of material substitution.

Ground Truth：The Contract section of the People's Republic of China Civil Code.
774th (contradictory), 775th (contradictory) ,784th (entailment).

Recommend Results：The Contract section of the People's Republic of China Civil Code.

774th (entailment), 775th (contradictory) ,784th (contradictory).

Figure 6: Case studies of error cases.

Contract Review. Previous methods have ex-
plored various approaches to assist contract re-
view. For example, Fenech et al. (2009) designed
keyword-based categories for risk detection, while
Leivaditi et al. (2020); Tecuci et al. (2020) iden-
tified contract entities and generated risk prompts
based on their types. Checking through the consis-
tency of keywords before and after (Zhang et al.,
2021) has also been applied by extracting key trans-
action values to assess contract risks. Additionally,
Hendrycks et al. (2021) differentiated importance
levels based on clause types. Wang et al. (2023)
understand legal texts to extract transaction points.

7 Conclusion

In this paper, we propose a novel and meaning-
ful task, PROVREC, aimed at providing clear ev-
idence for contract auto-reviewing. Furthermore,
we establish a benchmark PROVBENCH to support
this task. We construct the PROVDATA dataset,
which contains a diverse set of contract clauses,
legal provisions, and their annotated logical rela-
tionships. Additionally, we design the framework
for PROVBENCH through two subtasks: recom-
mending relevant legal provisions and detecting po-
tential legal conflicts between contract clauses and
legal provisions. Extensive experiments demon-
strate the effectiveness of PROVBENCH in both
legal provision recommendation and conflict detec-
tion. We hope that the PROVBENCH established in
this paper can promote the development of contract
auto-reviewing.

8 Limitations

One limitation of our research lies in the use of con-
tract clauses primarily derived from publicly avail-
able templates, which are structurally consistent
and rarely exhibit substantial conflicts. Although
we enrich data diversity through data expansion,
more complex and realistic scenarios remain under-
explored. In particular, implicit unfairness arising
from interactions among multiple clauses, espe-
cially when vague or inconsistent terms collectively
affect obligations, poses a significant challenge for
automated contract review.

Another limitation is that our dataset focuses
on 8 representative contract types. The contract
clauses within the same category often correspond
to overlapping legal provisions, which reflects the
structure of real-world legal practice, where spe-
cific legal norms consistently regulate similar types
of transactions. However, such a design may con-
strain the capacity of the model to generalize to
previously unseen contract categories or legal do-
mains. While variation in clause phrasing promotes
semantic understanding beyond surface-level pat-
tern matching, we aim to expand the benchmark to
cover a wider range of contract scenarios and legal
systems in future work.
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A Example Appendix

A.1 Data Processing Workflow
A.1.1 Legal Provision Library Construction
To enhance future scalability in contract review au-
tomation, the annotators also categorize the legal
provisions into 15 tags based on contract elements
as shown in Figure 7, including subject, quality,
price, delivery and performance, obligations, con-
fidentiality, breach, interest, termination, validity,
amendments and transfer, parties, property, litiga-
tion, and guarantees. The obligations label con-
stitutes the largest proportion at 28.1%, followed
by parties at 16.9%. The breach and termination
labels are similar, at 10.4% and 9.4%, respectively.
The remaining labels have lower proportions, with
guarantees and confidentiality being the least, each
below 1%.

1 0 . 4 %2 . 1 %
9 . 4 %

3 . 9 %
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2 8 . 1 %

4 . 4 %1 6 . 9 %
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 p a r t i e s
 p r o p e r t y
 l i t i g a t i o n
 g u a r a n t e e s

Figure 7: Distribution of legal semantic categories.

A.1.2 Legal Provisions Recommendation

During the legal provision recommendation phase,
annotators first create a CSV file containing three
columns: “contract clause,” “legal provision ID,”
and “conflict label.” Since each contract clause
corresponds to three legal provisions, each clause is
repeated three times in the resulting file ‘temp.csv’.
For each contract clause, the annotators manually
select the top 3 most semantically relevant legal
provisions from the legal provision library. Then,
they evaluate the logical relationship between the
clause and each provision. Consistent relationships
are labeled as “0” (entailment), while contradictory
ones are labeled as “1” (contradiction). The process
can be formulated as:

The process to recommend legal provisions

1. Initialize
Create an empty list ‘csv_rows’ to store the entries.
2. Select legal provisions.
For each ‘contract clause’ in the list of contract clauses:
a. Select the top 3 most relevant legal provisions from
the legal provision library.
b. For each ‘provision’ in the selected relevant provi-
sions:
i. Evaluate the logical relationship between the ‘contract
clause’ and the ‘provision’.
ii. If the relationship is consistent (entailment), label it
as ‘0’; otherwise, label it as ‘1’ (contradiction).
c. Append a new row to ‘csv_rows’ with:
- ‘contract clause’: The current clause.
- ‘legal provision ID’: The ID of the provision.
- ‘conflict label’: The evaluated conflict label.
3. Generate a CSV file: ‘temp.csv’.

A.1.3 Generation of PROVDATA

This section illustrates the detailed process of con-
structing the dataset, which involves organizing
contract clauses and their associated legal provi-
sions into a structured JSON format. As shown
below, the process begins by extracting relevant
information, such as legal provision IDs and con-
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Steps to generate the final version of the PROVDATA

1. Initialize Variables.
id← 0: Unique identifier for each data.
contractRows← []: Temporary storage for the legal provision id associated with each contract.
PROVDATA← []: Final structured data.

2. Iterate Through Data Rows.
Extract contractClause, legalProvisionID, and conflictLabel from each row in contractClauseData.
Retrieve detailed legal information (e.g., legalProvision, legalCategory, legalProvisionNumber) using
legalProvisionID.
Append extracted data to lawj and store in contractRows.

3. Group Data into Contracts
Check if 3 rows in contractRows have consistent contract clause:
If consistent, proceed.
If inconsistent, print a warning about contract content mismatch.
Generate a complete contract JSON structure:

• id: Contract ID (starting from 0).
• contractClause: Contract clause stored at the top level.
• law1, law2, law3: 3 associated legal data entries.
Add generated JSON to PROVDATA.
Reset contractRows, increment id.

4. Handle Incomplete Contracts
If the remaining data is less than 3 rows, repeat the above steps to generate the corresponding JSON.
Check contract content consistency in contractRows and consolidate the remaining data into a complete contract JSON.

5. Output Result
PROVDATAcontains all processed contract JSON data, with each contract clause associated with 3 legal data entries.

TextEncoder R@1 R@3 R@5 Top-3 EM

T5♮ 84.38 93.75 96.88 52.90

T5 86.38 95.09 97.10 60.94

BERT♮ 90.40 97.32 98.21 72.77

BERT 90.63 96.86 98.21 76.79

RoBERTa♮ 88.62 94.92 95.98 69.20

RoBERTa 89.96 95.31 97.54 70.31

LegalBERT♮ 88.84 95.94 97.54 67.86

LegalBERT 92.19 97.77 98.88 73.88

Mamba♮ 70.09 88.17 94.42 28.35

Mamba 91.29 97.99 99.33 57.37

Table 7: Ablation study results, where ♮ indicates the
model without the attention mechanism.

flict labels, and retrieving detailed legal data. The
data is grouped into sets of three provisions per
contract clause to ensure consistency across entries.
Each group is then consolidated into a complete
JSON structure, accommodating any remaining in-
complete data. This systematic approach ensures
that each contract clause is paired with three rel-
evant legal provisions, forming a well-structured
and comprehensive dataset.

A.2 Example of PROVDATA

A detailed example from the PROVDATA is shown
in Table 8. It illustrates a sales contract clause,
where is paired with three relevant legal provisions.

Each provision is annotated with its corresponding
legal code, serial number within the legal code, and
category. Additionally, a conflict label is assigned
to each provision, indicating the logical relation-
ship between the contract clause and the legal provi-
sion, such as whether the relationship is entailment
or contradictory.

B Ablation Study

As shown in Table 7, we conduct an ablation study
to evaluate the effectiveness of incorporating a vari-
ant of Dot Product Attention (Luong, 2015), fol-
lowing the design proposed by Lee et al. (2018).
The results demonstrate that the attention mech-
anism generally leads to improved performance
across most text encoders for recommending legal
provisions. However, the improvement is relatively
limited for T5 and BERT-based models. We specu-
late that these models have already acquired strong
language understanding capabilities through large-
scale pretraining, rendering the additional attention
module less impactful.

C Prompt Example for ChatGPT-o1

In our research, we replace the proposed conflict
detector with ChatGPT-o1 to conduct an extended
test on using large models for aligning contract
clauses with legal provisions. This allows us to
explore the feasibility of using a pre-trained large
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▶ Examples in Chinese ▶ Examples after translating into English

“id”: 2 id: 2

“contract clause:” “乙方应根据甲方要求提供与现有监测
系统兼容的环境监测设备。如设备引起系统故障或误
差,乙方须负责更换设备并赔偿由此造成的损失。”

Party B shall provide environmental monitoring equipment
that is compatible with the existing monitoring system ac-
cording to the requirements of Party A. In case the equipment
causes system failures or errors, Party B shall be responsible
for replacing the equipment and compensating for the losses
thus caused.

“law1”: “买受人在检验期间,质量保证期间,合理期间内
提出质量异议,出卖人未按要求予以修理或者因情况紧
急,买受人自行或者通过第三人修理标的物后,主张出卖
人负担因此发生的合理费用的,人民法院应予支持.”

If the buyer raises an objection regarding the quality of
the subject matter during the inspection period, the quality
guarantee period or a reasonable period, and the seller fails
to make repairs as required, or in case of emergency where
the buyer has the subject matter repaired by itself or through
a third party, if the buyer claims that the seller should bear
the reasonable expenses incurred thereby, the people’s court
shall support such a claim.

“num1”: “22” num1: 22

“cate1”: 《最高人民法院关于审理买卖合同纠纷案件适
用法律问题的解释》

cate1: The Interpretation of the Supreme People’s Court
on the Applicable Law in the Trial of Disputes over Sale
Contracts.

“label1”: “2” label1: 2

“conflict_label”: “0” conflict_label: 0

“law2”: “出卖人交付的标的物不符合质量要求的,买受
人可以依据本法第五百八十二条至第五百八十四条的
规定请求承担违约责任.”

If the subject matter delivered by the seller fails to meet the
quality requirements, the buyer may request the seller to bear
the liability for breach of contract in accordance with the
provisions of Articles 582 to 584 of this Law.

“num2”: “617” num2: 617

“cate2”: 《中华人民共和国民法典》 cate2: The Civil Code of People’s Republic of China.

“label2”: “2” label: 2

“conflict_label”: “0” conflict_label: 0

“law3”: “因标的物不符合质量要求,致使不能实现合同
目的的,买受人可以拒绝接受标的物或者解除合同.买受
人拒绝接受标的物或者解除合同的,标的物毁损,灭失的
风险由出卖人承担.”

If the subject matter fails to meet the quality requirements,
resulting in the failure to achieve the purpose of the contract,
the buyer may refuse to accept the subject matter or terminate
the contract. Where the buyer refuses to accept the subject
matter or terminates the contract, the risk of damage to or
loss of the subject matter shall be borne by the seller.

“num3”: “610” num3: 610

“cate3”: 《中华人民共和国民法典》 cate3: The Civil Code of People’s Republic of China.

“label3”: “8” label3: 8

“conflict_label”: “0” conflict_label: 0

Table 8: Example of sale contract clause

language model for legal conflict detection. The
design of prompt focuses on identifying logical con-
tradictions between contract clauses and relevant
legal provisions. It uses structured inputs consist-

ing of a contract clause and legal provisions, and
instructs the model to determine whether they are
logically entailment or contradictory. The prompt
is provided as follows:
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Prompt Design for Conflict Detection using ChatGPT-o1

▶Definition: Determine whether there is a potential semantic contradiction between the contract in each data and the
corresponding law1, law2, and law3, and return a “CSV” file in the format of: ids, law1_result, law2_result, law3_result,
where the corresponding values of law1_result, law2_result, and law3_result are 0 or 1, 0 means there is no semantic
contradiction, and 1 means there is a potential conflict. Don’t explain, just output the result directly.
▶Input: 合同条款: 借款人如未按合同规定的期限偿还债务，贷款人有权暂停提供任何进一步的贷款，并向借款
人发出书面通知要求偿还借贷款项。借款人若在收到通知后的15日内未偿还逾期款项，贷款人可解除合同并追
究赔偿。
法律条款:
法律 1: 债权人分立,合并或者变更住所没有通知债务人,致使履行债务发生困难的,债务人可以中止履行或者将标
的物提存
法律 2: 应当先履行债务的当事人,有确切证据证明对方有下列情形之一的,可以中止履行:(一)经营状况严重恶
化;(二)转移财产,抽逃资金,以逃避债务;(三)丧失商业信誉;(四)有丧失或者可能丧失履行债务能力的其他情形.当
事人没有确切证据中止履行的,应当承担违约责任.
法律 3:当事人依据前条规定中止履行的,应当及时通知对方.对方提供适当担保的,应当恢复履行.中止履行后,对方
在合理期限内未恢复履行能力且未提供适当担保的,视为以自己的行为表明不履行主要债务,中止履行的一方可
以解除合同并可以请求对方承担违约责任.
▶Input Translate to English:
Contract Clause: If the borrower fails to repay the debt within the time specified in the contract, the lender has the right
to suspend any further loans and send a written notice to the borrower requesting repayment of the loan amount. If the
borrower fails to repay the overdue amount within 15 days after receiving the notice, the lender may terminate the contract
and pursue compensation.
Legal Clauses:
Legal Provision 1: If the creditor divides, merges, or changes its address without notifying the debtor, causing difficulties in
performing the debt, the debtor may suspend performance or deposit the subject matter.
Legal Provision 2: The party that should perform the debt first may suspend performance if there is conclusive evidence
proving that the other party has one of the following situations: (1) severe deterioration in business conditions; (2) transfer
of property or withdrawal of funds to evade debts; (3) loss of commercial credit; (4) other situations where the party may
lose the ability to perform its debt. If the party does not have conclusive evidence to suspend performance, it shall bear the
responsibility for breach of contract.
Legal Provision 3: If a party suspends performance based on the preceding provisions, it must promptly notify the other
party. If the other party provides appropriate guarantees, performance must be resumed. If the other party fails to restore
the ability to perform within a reasonable period and does not provide appropriate guarantees, it shall be deemed to have
indicated by its own actions that it will not perform the primary debt, and the party that suspended performance may
terminate the contract and request the other party to bear the responsibility for breach of contract.
▶Output:[0,0,1]
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