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Abstract

Large language models (LLMs) are renowned
for their extensive linguistic knowledge and
strong generalization capabilities, but their high
computational demands make them unsuitable
for resource-constrained environments. In con-
trast, small language models (SLMs) are com-
putationally efficient but often lack the broad
generalization capacity of LLMs. To bridge
this gap, we propose PiFi, a novel framework
that combines the strengths of both LLMs
and SLMs to achieve high performance while
maintaining efficiency. PiFi integrates a sin-
gle frozen layer from an LLM into a SLM
and fine-tunes the combined model for specific
tasks, boosting performance without a signifi-
cant increase in computational cost. We show
that PiFi delivers consistent performance im-
provements across a range of natural language
processing tasks, including both natural lan-
guage understanding and generation. More-
over, our findings demonstrate PiFi’s ability
to effectively leverage LLM knowledge, en-
hancing generalization to unseen domains and
facilitating the transfer of linguistic abilities.

1 Introduction

Language models (LMs) based on transformer ar-
chitecture have demonstrated impressive perfor-
mance across a wide range of natural language
processing (NLP) tasks, primarily due to the lin-
guistic knowledge they acquire from training on
large-scale datasets (Zhao et al., 2023). In par-
ticular, large language models (LLMs), such as
GPT-3 (Brown et al., 2020), GPT-4 (Achiam et al.,
2023), and Llama-3 (Dubey et al., 2024), stand out
for their significantly larger number of parameters
compared to small language models (SLMs), which
typically contain between 100M and 5B parame-
ters (Lu et al., 2024). Notable examples of SLMs
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include BERT (Devlin et al., 2019), RoBERTa (Liu
et al., 2019), and BART (Lewis et al., 2020). The
extensive parameterization of LLMs allows them
to capture a broader range of knowledge, leading
to enhanced generalizability across novel tasks,
whereas SLMs often require fine-tuning for spe-
cific tasks or domains (Brown et al., 2020; Wei
et al., 2022; Ye, 2024).

Despite the notable strengths and exceptional
performance of LLMs, they come with inherent
limitations. A major constraint is the trade-off be-
tween performance and inference cost, primarily
due to the computational resources required to de-
ploy these large models (Shashidhar et al., 2023).
As the number of parameters increases, so does
the demand for computational power and memory,
making LLMs less suitable for environments with
limited resources, such as mobile devices (Nityasya
et al., 2020; Lin et al., 2023). Similarly, fine-tuning
LLMs for domain-specific applications involves
a substantial computational overhead (Dettmers
et al., 2023; Zhang et al., 2024a).

In such resource-constrained scenarios, SLMs
often provide a more viable solution. Studies have
shown that fine-tuned SLMs can outperform LLMs
in specific tasks such as sentiment analysis, seman-
tic textual similarity evaluation, and named entity
recognition (Yu et al., 2023; Lepagnol et al., 2024).
Their lightweight architecture makes them an ap-
pealing choice for scenarios where computational
efficiency and reduced memory usage are critical
(Gao et al., 2023b; Lepagnol et al., 2024).

To address these challenges, we propose the
plug-in and fine-tuning (PiFi) framework, which
aims to harness the extensive knowledge and
strengths of LLMs, such as linguistic ability and
domain generalizability, while retaining the com-
putational efficiency of SLMs. PiFi achieves this
by extracting a single layer from a designated LLM
and integrating it into a SLM, followed by fine-
tuning the combined model on the target task. By
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incorporating a single LLM layer rather than the
full model, PiFi enhances the SLM without com-
promising its lightweight structure. Furthermore,
PiFi optimizes fine-tuning by freezing the extracted
LLM layer, thereby minimizing the number of ad-
ditional parameters to be trained.

To validate the effectiveness of the PiFi frame-
work, we conducted extensive experiments across
various datasets, involving diverse natural language
understanding (NLU) and natural language gener-
ation (NLG) tasks. Additionally, our evaluations
in settings such as domain adaptation and multilin-
gual classification demonstrate that PiFi can impart
LLMs’ benefits to SLMs, such as improved domain
generalizability. In particular, our multilingual clas-
sification experiments show that PiFi can signifi-
cantly enhance SLMs performance by leveraging
a layer from an LLM pre-trained in the desired
language, illustrating that even a straightforward
integration of a single LLM layer can substantially
assist SLM training through the knowledge transfer
from the LLM. We also conducted a comprehen-
sive comparison of different LLMs, evaluated the
impact of varying model sizes, and assessed the
effect of integrating instruction-tuned LLMs, high-
lighting the versatility and robustness of the PiFi
framework.

2 Related Work

2.1 Small Language Models

Language models (LMs) have progressed signifi-
cantly from early models like BERT (Devlin et al.,
2019) and GPT-1 (Radford and Narasimhan, 2018),
both of which are based on the transformer archi-
tecture (Vaswani et al., 2017), to more advanced
models such as RoBERTa (Liu et al., 2019), De-
BERTa DeBERTa (He et al., 2021), and BART
(Lewis et al., 2020). These models utilize larger
datasets and advanced strategies, achieving greater
performance. With each iteration, these models
have enhanced their performance and applicability
across diverse tasks and languages.

Currently, open-sourced LMs are available in
a range of parameter sizes, from extremely small
models with 14.5 million parameters (Jiao et al.,
2020) to large models with billions of parameters
(Jiang et al., 2023; Almazrouei et al., 2023; Dubey
et al., 2024; Yang et al., 2024; Team et al., 2024). In
this study, we focus on specifically on SLMs with
millions of parameters. Recent research has intro-
duced several strategies to boost the performance

and expand the utility of SLMs while maintaining
computational efficiency (Gururangan et al., 2020;
Gao et al., 2023b). Building upon these works,
we propose the PiFi framework, which leverages
the strengths of LLMs to supplement SLMs, effec-
tively bridging the gap between SLMs and their
larger counterparts.

2.2 Employment of Large Language Models

LLMs have achieved state-of-the-art performance
across a broad range of NLP tasks, owing to their
vast number of parameters. Models like GPT-4
(Achiam et al., 2023), Llama-3 (Dubey et al., 2024),
and Mistral (Jiang et al., 2023) excel in generative
tasks, particularly under zero-shot and few-shot
settings. Additionally, LLMs demonstrate strong
domain generalizability, making them applicable to
a variety of domains without additional fine-tuning
(Minaee et al., 2024).

These strengths have inspired researchers to ex-
plore novel strategies for leveraging LLMs beyond
simple downstream task applications. One promi-
nent approach is knowledge distillation, where
the knowledge of LLMs is transferred to smaller
models. There are two main categories of knowl-
edge distillation methods: parametric and non-
parametric. Parametric methods involve using
white-box LLMs as teacher models and training
student models using the output distribution or in-
termediate features of the teacher model (Zhong
et al., 2024; Timiryasov and Tastet, 2023; Gu et al.,
2024). Non-parametric methods, on the other
hand, generate synthetic training data using LLMs,
which is then used to train smaller student mod-
els, thereby achieving knowledge distillation from
a data-centric perspective (Ye et al., 2022; West
et al., 2022; Gao et al., 2023a; Choi et al., 2024).

In recent years, LLMs have also been integrated
into multi-modal tasks, extending their utility be-
yond traditional NLP applications. For instance,
some studies have used LLMs’ linguistic capabili-
ties to enhance the pre-training of vision-language
models such as CLIP (Radford et al., 2021), by
rewriting the textual descriptions in image-text
pairs to improve the model’s understanding of the
relationships between images and text (Fan et al.,
2023). Other research has explored using LLMs in
computer vision, demonstrating that a combination
of a vision transformer (ViT) model (Dosovitskiy
et al., 2021) with an LLM layer can enhance per-
formance on image classification and other vision
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Figure 1: The comparison between vanilla fine-tuning of SLMs and our proposed PiFi architecture.

tasks (Pang et al., 2024). The study showed that
LLM layers can serve as visual encoders, helping to
identify patterns among image tokens and highlight
salient features.

Inspired by these findings, we extend the use
of LLMs to various NLP tasks. Specifically, we
investigate whether key strengths of LLMs—such
as generalizability to unseen domains and their rich
linguistic knowledge—can be effectively distilled
into SLMs, enabling them to benefit from these
capabilities. Our work thus aims to bridge the per-
formance gap between small and large models by
transferring these strengths through a novel integra-
tion and fine-tuning framework.

3 Method

This section presents the PiFi framework, which
integrates a single layer from an LLM into SLMs to
leverage the extensive knowledge of LLMs while
maintaining the efficiency of smaller models. We
first describe the methodology for incorporating an
LLM layer into encoder-based LMs, such as BERT,
and encoder-decoder LMs like T5 (Raffel et al.,
2020). Subsequently, we detail the fine-tuning pro-
cess for SLMs with the integrated LLM layer. The
overall procedure of the PiFi framework is illus-
trated in Figure 1.

3.1 Plug-in of LLM Layer to Encoder-based
LMs

An encoder-based model, denoted as Enc, gener-
ates a hidden representation henc for an input se-

quence x, which is then passed to a classification
head Head to produce the final prediction ŷ. This
process is formulated as:

henc = Enc(x), ŷ = Head(henc)

To extend this process, PiFi introduces a sin-
gle LLM layer, denoted as LLLM, into the pipeline
between Enc and Head. Since the hidden repre-
sentation size of SLMs (e.g., 768 for BERT) may
differ from that of LLMs (e.g., 4096 for Llama-3),
we employ two additional transformation layers:
Lin and Lout. Specifically, Lin projects henc into a
compatible dimension for LLLM, which then pro-
cesses the projected representation. Subsequently,
Lout converts the output of LLLM back to the orig-
inal hidden representation size of henc. The final
transformed feature is then fed into Head to gen-
erate the prediction ŷ. The overall process can be
expressed as:

henc = Enc(x), hLLM = LLLM(Lin(henc))

ŷ = Head(Lout(hLLM))

By introducing LLLM, PiFi enables SLMs to ben-
efit from the rich knowledge encoded within LLMs,
thereby improving performance on various down-
stream tasks.
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3.2 Plug-in of LLM Layer to Encoder-decoder
LMs

Encoder-decoder models are widely used for
sequence-to-sequence tasks such as machine trans-
lation and text summarization. An encoder-decoder
model consists of an encoder, Enc, and a decoder,
Dec. The encoder Enc processes the input sequence
x to produce hidden representations henc, which are
then passed to Dec to generate the target sequence
ŷ. This process can be represented as:

henc = Enc(x), ŷt = Dec(henc, ŷ<t)

where ŷ<t denotes the tokens generated in previ-
ous time steps. The decoder Dec takes both henc
and ŷ<t as inputs to predict the next token ŷt.

In the PiFi framework, an LLM layer, LLLM,
is inserted between Enc and Dec. Similar to the
procedure for encoder-based models, the hidden
representation henc is first transformed using Lin to
match the input size of LLLM. After processing by
LLLM, the output is projected back to the original
size using Lout before being fed into the decoder
Dec. This updated procedure for predicting ŷt can
be formulated as:

henc = Enc(x), hLLM = LLLM(Lin(henc))

ŷt = Dec(Lout(hLLM), ŷ<t)

By incorporating LLLM in this manner, PiFi uti-
lizes the LLM’s knowledge to improve the perfor-
mance of encoder-decoder models in generating
high-quality target sequences.

3.3 Fine-tuning of SLMs with Additional
Layer

During the fine-tuning stage, PiFi trains only the
parameters of the original SLM, Lin, Lout, and the
classification head. Importantly, the parameters
of LLLM are kept frozen and remain unchanged.
This approach offers two key advantages: (1) it
minimizes the number of additional parameters
to be trained, and (2) it preserves the knowledge
encoded in LLLM during its pre-training stage. If
we were to also update the parameters of LLLM, the
model might suffer from catastrophic forgetting, a
phenomenon where previously learned knowledge
is lost when the model adapts to new data (Luo
et al., 2023; Wang et al., 2023). By freezing the
LLM layer, PiFi mitigates this risk and maintains
the effectiveness of LLLM throughout fine-tuning.

We evaluate the impact of freezing LLLM through
an ablation study, as presented in Appendix B.4,
demonstrating the effectiveness of this strategy in
preventing catastrophic forgetting while ensuring
optimal performance of the PiFi framework.

4 Experiment

In this section, we present a comprehensive eval-
uation of our proposed PiFi framework through
various experiments.

4.1 Experimental Setup

We conduct experiments using Llama-3.1-8B
(Meta, 2024) as the default LLM to extract LLLM.
Unless specified otherwise, the last layer of Llama-
3.1-8B is integrated into a smaller LM as LLLM.

We performed our experiments on various tasks
across NLU tasks and NLG tasks. For NLU tasks,
we adopted text classification, natural language in-
ference (NLI), and question answering (QA) tasks.
Specifically, we used SST-2 (Socher et al., 2013),
IMDB (Maas et al., 2011), Tweet for sentiment
classification and offensive language identification
(Rosenthal et al., 2017; Zampieri et al., 2019; Bar-
bieri et al., 2020), and CoLA (Warstadt et al., 2019)
datasets for text classification tasks. For NLI tasks,
we used MNLI (Williams et al., 2018) and SNLI
(Bowman et al., 2015). For these two tasks, we
measured the performance of the model through
accuracy and F1-score. We used SQuAD v1.1 (Ra-
jpurkar et al., 2016) for QA tasks, where the perfor-
mance was measured by exact match and F1-score.

For NLG tasks, we evaluate each model through
a machine translation task with Multi30k dataset
(Elliott et al., 2016) and a text summarization
task with CNN/DailyMail dataset (Nallapati et al.,
2016). For both tasks, we used BLEU (Papineni
et al., 2002), ROUGE (Lin, 2004), METEOR
(Banerjee and Lavie, 2005), BERTScore (Zhang
et al., 2020), and BARTScore (Yuan et al., 2021)
as a metric for measuring the performance of each
model. All models were trained with five different
random seeds, and we report the average perfor-
mance for each experimental setup.

4.2 Performance Improvement of PiFi on
NLU Tasks

We assess PiFi’s effectiveness on NLU tasks us-
ing several SLMs: BERT (Devlin et al., 2019),
RoBERTa (Liu et al., 2019), ELECTRA (Clark

5437



Classification NLI QA Average
SST2 IMDB Tweet

(Sentiment)
Tweet

(Offensive)
CoLA MNLI SNLI SQuAD

BERTbase
89.41
0.8907

85.1
0.4733

86.9
0.862

83.15
0.7727

80.10
0.7398

82.00
0.8131

89.10
0.8892

63.81
0.7606

82.45
0.7752

+PiFi
(Llama-3.1-8B)

91.5
0.9125

87.09
0.4800

92.95
0.9224

86.03
0.8026

82.07
0.7523

82.74
0.8185

89.48
0.8934

66.17
0.7809

84.75
0.7953

RoBERTabase
91.65
0.9137

87.36
0.4890

90.12
0.894

83.60
0.7682

80.55
0.7192

84.00
0.8332

88.73
0.8856

68.09
0.8006

84.32
0.7879

+PiFi
(Llama-3.1-8B)

92.54
0.9228

88.68
0.4878

91.85
0.9115

85.35
0.8083

82.29
0.7526

84.25
0.8346

88.49
0.8837

68.97
0.8089

85.42
0.7980

ELECTRAbase
93.42
0.9324

88.31
0.4974

90.58
0.8989

83.52
0.7751

83.99
0.7757

85.41
0.8472

90.11
0.8995

44.44
0.5706

82.00
0.7662

+PiFi
(Llama-3.1-8B)

94.13
0.9393

89.40
0.4994

0.9331
0.9270

84.99
0.7848

86.26
0.8081

86.47
0.8618

90.48
0.9037

67.99
0.8045

86.71
0.8076

DeBERTabase
92.60
0.9236

87.98
0.4882

88.22
0.8755

82.67
0.7729

80.04
0.7216

83.72
0.8312

89.61
0.8945

67.87
0.8094

84.40
0.7943

+PiFi
(Llama-3.1-8B)

93.04
0.9283

88.85
0.4928

92.17
0.9152

85.47
0.8065

80.87
0.7347

84.87
0.8419

90.62
0.8982

69.65
0.8152

85.63
0.8037

DeBERTa-V3base
93.74
0.9355

89.45
0.4951

91.29
0.9066

83.60
0.7915

84.75
0.8015

87.52
0.8687

90.94
0.9079

69.40
0.8249

86.34
0.8162

+PiFi
(Llama-3.1-8B)

95.01
0.9481

89.83
0.5014

93.80
0.9325

85.60
0.8056

86.07
0.8118

87.98
0.8932

91.05
0.9095

69.87
0.8283

87.40
0.8287

Table 1: Experimental results of PiFi on various NLU tasks and datasets. We used the last layer from Llama-3.1-8B
as LLLM in this experiment. For classification and NLI tasks, we report accuracy and F1-score in the upper row and
lower row of each cell. For the QA task, we report the exact match and F1-score in the upper row and lower row of
each cell.

et al., 2020), DeBERTa (He et al., 2021), and De-
BERTaV3 (He et al., 2023).

Table 1 shows the results, where PiFi consis-
tently outperforms vanilla fine-tuned SLMs across
all datasets. For example, integrating PiFi into
BERT resulted in a 2.3%p increase in average ac-
curacy compared to standard fine-tuning. Similar
gains are observed for other models, demonstrat-
ing PiFi’s compatibility and effectiveness across a
diverse set of NLU tasks and architectures.

4.3 Performance Improvement of PiFi on
NLG Tasks

To validate PiFi on NLG tasks, we employed
encoder-decoder models such as T5base (Raffel
et al., 2020) and BARTbase (Lewis et al., 2020).
These models were evaluated on machine transla-
tion and text summarization tasks, thereby validat-
ing the advantage of PiFi on NLG tasks beyond
NLU tasks.

The experimental results on two NLG tasks are
displayed in Table 2. We found that the SLM
trained with PiFi exhibits higher performance com-
pared to vanilla fine-tuned SLM in most cases. Par-
ticularly, for the text summarization task, both mod-

els trained with PiFi achieved higher scores across
all evaluation metrics, indicating that PiFi effec-
tively transfers knowledge from the LLM to SLMs,
thus enhancing linguistic capabilities in NLG tasks.

4.4 Generalizability of PiFi under Domain
Shift

Since LLMs are pre-trained on much larger and
more diverse corpora compared to SLMs, integrat-
ing LLMs into SLMs through PiFi is expected to
improve the generalizability of the model, partic-
ularly in unseen domains. To test this hypothesis,
we conducted an experiment comparing the per-
formance of the PiFi model against a vanilla fine-
tuned model under conditions of domain shift. For
this experiment, we used three text classification
datasets. Specifically, we used IMDB, CR (Ding
et al., 2008), and Tweet for sentiment classification.
While all three datasets involve sentiment classi-
fication, they represent different domains such as
movie review, electronics product review, and tweet
messages. We trained the models on each dataset
and evaluated their performance across all three
datasets.

The results, shown in Table 3, indicate that PiFi
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Multi30K (Translation) CNN/Daily Mail (Summarization)

BLEU ROUGE METEOR BERTS. BARTS. BLEU ROUGE METEOR BERTS. BARTS.

T5base 0.5301 0.6195 0.3605 0.8724 -4.634 0.2175 0.2323 0.1731 0.7409 -5.784

+ PiFi
(Llama-3.1-8B) 0.5413 0.6536 0.3534 0.8978 -4.669 0.2242 0.2357 0.1752 0.7412 -5.777

BARTbase 0.4580 0.5864 0.3331 0.8635 -4.513 0.2270 0.2348 0.1782 0.7424 -5.665

+ PiFi
(Llama-3.1-8B) 0.4695 0.5908 0.3364 0.8617 -4.515 0.2331 0.2355 0.1799 0.7425 -5.652

Table 2: Experimental results of PiFi on machine translation and text summarization tasks. We used the last layer
from Llama-3.1-8B as LLLM in this experiment.

Test Dataset
Train

Dataset
IMDB Tweet

(Sentiment)
CR

BERTbase
85.1

0.4773
70.40

0.6918
74.56

0.7301

IMDB
+PiFi
(Llam-3-8B)

87.09
0.4800

83.68
0.8176

79.86
0.788

BERTlarge
86.88

0.4836
77.39

0.7647
76.10

0.7419

BERTbase
74.70

0.4306
86.90
0.862

85.46
0.8357

Tweet
(Sentiment)

+PiFi
(Llam-3-8B)

77.28
0.4351

92.95
0.9224

87.25
0.8596

BERTlarge
75.91

0.4331
89.26

0.8853
86.50

0.8526

BERTbase
75.72

0.4301
82.52

0.8161
89.60

0.8857

CR
+PiFi
(Llam-3-8B)

77.49
0.4362

84.80
0.8365

90.90
0.9015

BERTlarge
76.77

0.4341
83.90

0.8284
90.64

0.8989

Table 3: Experimental results of PiFi under domain shift.
We report accuracy and F1-score in the upper row and
lower row of each cell.

consistently outperforms vanilla fine-tuning across
all domain shifts. Notably, the PiFi model trained
on IMDB showed significant performance improve-
ments when tested on the Tweet and CR datasets,
with gains of 13.28%p and 5.3%p, respectively,
over the vanilla fine-tuned model. To verify that
this improved generalization is due to leveraging
LLM layer knowledge rather than merely a simple
increase in parameters, we compared PiFi’s fine-
tuning performance against BERTlarge, which is
slightly larger than the PiFi model. The results
showed that PiFi outperformed BERTlarge, confirm-
ing that incorporating the LLM layer into an SLM
via PiFi allows the model to effectively leverage
the extensive knowledge stored in the LLM. This
enhancement offers benefits beyond parameter scal-

NSMC
(Korean)

Filmstarts
(German)

mBERTbase
83.62

0.8318
86.77

0.8279
+ PiFi
(Llama-3-8B English)

84.04
0.8362

87.92
0.8362

+ PiFi
(Llama-3-8B Korean)

85.61
0.8522

87.09
0.8337

+ PiFi
(Llama-3-8B German)

83.85
0.8341

88.11
0.8411

Table 4: Experimental results on Korean and German
text classification datasets. For this experiment, we used
Llama-3 model trained in English, Korean, and German.
We report accuracy and F1-score in the upper row and
lower row of each cell.

ing, thereby improving its ability to generalize to
unseen domains.

4.5 Transferring of Linguistic Ability of
LLMs to SLMs

In this section, we examine how the primary lan-
guage of large language models (LLMs) influences
the performance of the PiFi model when applied to
smaller language models (SLMs). Specifically, we
explore this effect by training an mBERT model
(Pires et al., 2019) on two distinct datasets: NSMC
(Park, 2016), a Korean sentiment classification
dataset for movie reviews, and Filmstarts (Guhr
et al., 2020), a German movie review sentiment
dataset. For our experiments, we use Llama-3-8B1

along with Llama-3-8B variants further fine-tuned
for Korean and German (Lee, 2024; DiscoResearch,
2024) to extract LLLM, which is then integrated into
the mBERT model.

The results of our experiments are presented in

1Note that Llama 3, not Llama 3.1, was used in this experi-
ment to ensure a fair comparison across English, German, and
Korean models.
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SST-2 IMDB
Tweet

(Sentiment)
Tweet

(Offensive)
CoLA

BERTbase
89.41

0.8907
85.10

0.4733
86.90
0.862

83.15
0.7727

80.10
0.7398

+ PiFi-Random
(Llama-3.1-8B)

90.28
0.8997

86.43
0.4879

89.49
0.9095

83.50
0.7564

80.01
0.7046

+ PiFi-Random-Full
(Llama-3.1-8B)

90.50
0.9017

86.46
0.4767

90.95
0.9024

83.95
0.7812

80.39
0.7376

+ PiFi
(Llama-3.1-8B)

91.50
0.9125

87.09
0.48

92.95
0.9224

86.03
0.8026

82.07
0.7523

Table 5: Experimental results of PiFi under differ-
ent configurations of LLLM initialization and fine-
tuning. For this experiment, we compared PiFi-Random
(frozen randomly initialized LLLM ), PiFi-Random-Full
(fine-tuned randomly initialized LLLM ), and PiFi (pre-
trained LLLM ). We report accuracy and F1-score in the
upper row and lower row of each cell.

Table 4. We find that while PiFi demonstrates per-
formance improvements on non-English datasets
using the default English Llama-3 model, utilizing
language-specific Llama-3 variants (e.g., Korean
or German) leads to further performance gains for
their respective languages. For example, the PiFi
model, when combined with the Korean Llama-3
model, achieved an additional 1.57%p improve-
ment over the English Llama-3 model on the Ko-
rean dataset. Conversely, when a PiFi model is
trained on a different language than the target down-
stream task, the performance gains diminish. For
instance, training PiFi on the Filmstarts (German)
dataset with the Korean Llama-3 model resulted in
a performance increase that was 0.83%p lower than
that obtained with the English Llama-3 model and
1.02%p lower than that with the German Llama-3
model.

These findings indicate that the PiFi model ben-
efits primarily from effectively leveraging knowl-
edge from the LLM through a single layer, rather
than simply from an increase in the number of
model parameters. In conclusion, aligning the lan-
guage of the downstream task with the language
of the LLM used for LLLM extraction is critical
for maximizing the effectiveness of PiFi, as this
alignment ensures optimal utilization of the LLM’s
linguistic capabilities.

4.6 Probing the Role of Intrinsic Knowledge
in LLM Layer

To verify that the performance improvement
achieved by plugging in LLLM is not simply due
to an increase in the number of parameters but
rather a result of leveraging the inherent knowl-
edge embedded in the LLM, we designed a series

Params
(M)

SST-2 IMDB
Tweet

(Sentiment)
Tweet

(Offensive)
CoLA

BERTbase 110
89.41
0.8907

85.10
0.4733

86.90
0.8620

83.15
0.7727

80.10
0.7398

+PiFi
(Llama-3.1-8B)

334
91.50
0.9125

87.09
0.48

92.95
0.9224

86.03
0.8026

82.07
0.7523

BERTlarge 336
90.73
0.9040

86.88
0.4836

89.26
0.8853

83.95
0.7887

80.96
0.7327

Table 6: Experimental results comparing the perfor-
mance of PiFi and BERTlarge with similar parameter
counts. We report accuracy and F1-score in the upper
row and lower row of each cell.

SST-2 IMDB Tweet
(Sentiment)

Tweet
(Offensive)

CoLA

BERTbase
89.41

0.8907
85.10

0.4733
86.90
0.862

83.15
0.7727

80.10
0.7398

+ PiFi
(Llama-3.1-8B)

91.50
0.9125

87.09
0.48

92.95
0.9224

86.03
0.8026

82.07
0.7523

+ PiFi
(Mistral-7B-v0.1)

90.89
0.9061

86.47
0.4794

90.12
0.8943

84.99
0.8055

81.65
0.7324

+ PiFi
(Mistral-7B-v0.3)

91.65
0.9136

87.22
0.4797

92.57
0.9177

85.33
0.802

81.72
0.7502

+ PiFi
(Qwen2 -7B)

91.17
0.9092

86.68
0.4774

92.48
0.917

85.70
0.809

81.62
0.7475

+ PiFi
(Gemma-2-9B)

91.39
0.9111

87.1
0.4849

92.34
0.9163

84.29
0.7866

80.74
0.7598

+ PiFi
(Falcon-7B)

91.44
0.9115

86.63
0.4779

92.51
0.9178

84.85
0.7907

80.99
0.7518

Table 7: Experimental results of PiFi across various
LLMs, such as Llama-3.1-8B, Mistral-7B-v0.1 and v0.3,
Qwen-7B, Gemma-2-9B, and Falcon-7B. We extracted
the last layer from each LLM as LLLM and compared
their performance. We report accuracy and F1-score in
the upper row and lower row of each cell.

of experiments.
First, Table 5 shows the results of experiments

conducted with randomly initialized LLLM under
two configurations. PiFi-Random refers to a model
where the randomly initialized LLLM is frozen dur-
ing fine-tuning, while PiFi-Random-Full is a model
where the entire network, including the randomly
initialized LLLM, is fine-tuned. Although PiFi-
Random and PiFi-Random-Full exhibited slight
improvements over BERTbase, their performance
fell short of PiFi, which utilizes the pre-trained
weights of the LLLM. These results demonstrate
that the benefits of simply increasing the number
of parameters are limited.

In addition to the comparison with randomly
initialized baselines, Table 6 compares the perfor-
mance of PiFi with BERTlarge, which has a simi-
lar number of parameters. BERTlarge has approx-
imately 336M parameters, while PiFi applied to
BERTbase has a comparable parameter count of
approximately 334M. Despite this similarity in
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SST-2 IMDB Tweet
(Sentiment)

Tweet
(Offensive)

CoLA

BERTbase
89.41
0.8907

85.1
0.4733

86.90
0.862

83.15
0.7727

80.10
0.7398

+ PiFi
(Qwen2-0.5B)

90.13
0.8977

86.09
0.4843

89.67
0.8899

84.52
0.7959

81.15
0.7453

+ PiFi
(Qwen2-1.5B)

91.06
0.9079

86.29
0.4668

92.35
0.9164

85.91
0.8096

81.54
0.7453

+ PiFi
(Qwen2-7B)

91.17
0.9092

86.68
0.4774

92.48
0.917

86.04
0.8068

81.62
0.7475

Table 8: Experimental results of PiFi on different sizes
of LM within same model family. For this experiment,
we extracted the last layer of 0.5B, 1.5B, 7B version of
Qwen2 as LLM. We report accuracy and F1-score in the
upper row and lower row of each cell.

parameters and native architecture of BERTlarge,
BERTbase with PiFi outperformed BERTlarge in
terms of performance.

This experimental finding suggests that the per-
formance improvement of PiFi is not merely an
outcome of increasing the number of parameters
but is primarily due to effectively utilizing the pre-
trained knowledge embedded in the LLM.

4.7 Comparison of PiFi between Various
LLMs

LLMs vary significantly in architecture and pre-
training data, which can influence their perfor-
mance as backbones for the PiFi framework. In
this section, we evaluate the downstream task per-
formance of PiFi when using different LLMs as
sources for extracting LLLM. Specifically, we incor-
porate the following LLMs: Llama-3.1-8B (Dubey
et al., 2024), Mistral-7B-v0.1 and v0.3 (Jiang et al.,
2023), Qwen2-7B (Yang et al., 2024), Gemma-2-
9B (Team et al., 2024), and Falcon-7B (Almazrouei
et al., 2023). These LLMs serve as backbones for
generating LLLM, which is subsequently integrated
into a BERT model for the fine-tuning on text clas-
sification tasks.

Table 7 presents the results of these experiments.
Our findings reveal several key insights. First,
across all LLM variants, PiFi consistently outper-
forms the BERT model with vanilla fine-tuning,
demonstrating the effectiveness of utilizing LLLM.
Second, Llama-3.1-8B and Mistral-7B-v0.3 yield
the highest performance across multiple datasets,
indicating their strong suitability as backbones for
PiFi. Additionally, the comparison between PiFi
models using Mistral-7B-v0.1 and v0.3 shows that
even incremental improvements within the same
model family lead to enhanced downstream per-

formance. This result suggests that PiFi is highly
responsive to the advancements in LLM capabil-
ities, and we expect that future advancements in
LLM development will further augment the effec-
tiveness of PiFi.

4.8 Impact on PiFi Depending on LM Size

Currently, LMs are available in various sizes to
cater to different computational and performance
needs. In this section, we evaluate how the size of
the LM used to extract LM layer affects the overall
performance of PiFi. For this experiment, we uti-
lize three versions of the Qwen2 model (Yang et al.,
2024): Qwen2-0.5B, Qwen2-1.5B, and Qwen2-7B.

Table 8 demonstrates the results. We observe
that integrating LM layer from any LM size into a
SLM results in improved performance compared to
traditional fine-tuning methods. Notably, the usage
of 7B model yields the highest performance gains,
surpassing both the 0.5B and 1.5B models. This
suggests that larger models, with their enhanced
capacity for capturing and storing extensive knowl-
edge, provide more informative and effective rep-
resentations for PiFi, leading to better downstream
task performance.

5 Conclusion

In this paper, we introduced PiFi, plug-in and fine-
tuning, a novel framework designed to leverage
the intrinsic knowledge of LLMs while maintain-
ing the efficiency and lightweight nature of SLMs.
PiFi incorporates a frozen LLM layer into a SLM
and fine-tunes the resulting model, enabling the
effective utilization of LLM knowledge without
significantly increasing model complexity.

We validated the applicability of PiFi across a
diverse range of NLU and NLG tasks, demonstrat-
ing its compatibility with various SLMs and LLMs.
Notably, the results from our domain shift exper-
iment in Section 4.4 showed that PiFi can signif-
icantly improve the performance of SLMs on un-
seen domains. Similarly, the analysis in Section 4.5
confirmed that PiFi effectively leverages the lin-
guistic capabilities of LLMs by incorporating even
a single LLM layer.

In future work, we aim to extend the usability of
PiFi to more tasks and languages. We will also ex-
plore advanced strategies to further optimize PiFi’s
effectiveness, such as automatically selecting the
number and position of LLM layers to be inte-
grated, allowing for more flexible and task-specific
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knowledge transfer.

Limitations

In this study, we proposed PiFi, an efficient frame-
work for integrating the knowledge of LLMs into
SLMs. Despite its effectiveness, there are several
limitations in our current approach that warrant
further exploration.

One limitation is that we selected LLLM as the
last layer of each LLM based on a heuristic ap-
proach. While our analysis in Appendix B.1 in-
dicates that using the last layer generally yields
the best performance, it is possible that different
layers may be optimal depending on the specific
downstream task. Future research could explore
methods for automatically selecting the most suit-
able LLM layer as LLLM, akin to techniques used
in neural architecture search (Elsken et al., 2019;
White et al., 2023).

Another limitation is that our experiments pri-
marily focused on relatively straightforward tasks,
as this manuscript’s primary goal is to propose PiFi
and clearly demonstrate its effectiveness. We did
not extend our evaluation to more complex bench-
marks, such as the massive multitask language un-
derstanding dataset (Hendrycks et al., 2021). Test-
ing PiFi on such diverse and challenging tasks in
future work could provide deeper insights into its
generalizability and highlight areas for further im-
provement.

Ethics Statement

We acknowledge the potential for inherent biases
in LLMs, and the integration of an LLM layer into
a SLM may introduce such biases (Liu et al., 2022).
While our experiments did not reveal any explicit
evidence of bias, future work will carefully con-
sider the possibility of bias transfer from LLMs to
SLMs when employing PiFi, as well as its broader
implications.
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A Implementation Detail

We implemented PiFi using the PyTorch (Paszke
et al., 2019b) and Transformers (Wolf et al., 2020)
libraries. For encoder-based LMs, we used the
representation of the CLS token as henc. Similarly,
for encoder-decoder models, we used the hidden
states of the last encoder layer for each token as
henc. Each model was trained for three epochs
with a learning rate of 5e-5 and a batch size of 32
using the Adam optimizer (Kingma and Ba, 2015).
Table 20 provides the number of parameters used
for each PiFi configuration across various SLMs
and LLMs. Please refer to attached source code for
further details.2

B Ablation Study

In this section, we present the results of ablation
studies to supplement the main experiments con-
ducted in Section 4.

B.1 Effect of Selection of Layers within LLM

For the experiments in Section 4, we consistently
used the last layer of each LLM as LLLM. However,
recent studies have shown that different layers of
LLMs capture distinct types of information and
serve different roles (Artzy and Schwartz, 2024;
Zhang et al., 2024b; Liu et al., 2024). To ex-
plore this, we analyzed the effectiveness of PiFi
when extracting LLLM from layers other than the
last. Specifically, we experimented with layers
1, 4, 8, 12, 16, 20, 24, 28, 32 of the LLMs used in
Section 4.7.

Figure 2 presents the experimental results on the
SST-2 dataset. The results clearly show that using
the last layer yields the best performance compared
to other layers, which aligns with previous findings
suggesting that the upper layers of LLMs contain
more contextual knowledge (Ju et al., 2024).

In addition to classification tasks, we also eval-
uated the effectiveness of PiFi in generation tasks.
Specifically, we conducted a layer-wise perfor-
mance analysis on the Multi30K translation task.
As shown in Figure 3, the last layer consistently
achieved the best performance in generation tasks.
However, we acknowledge that for certain tasks,

2https://github.com/khyun8072/PiFi

SST-2 IMDB
Tweet

(Sentiment)
Tweet

(Offensive)
CoLA

SmolLM2-135M
92.48
0.9224

87.70
0.4817

90.47
0.8980

84.42
0.7673

78.93
0.7111

+PiFi
(Llama-3.1-8B)

93.42
0.9319

88.69
0.4955

92.20
0.9160

86.04
0.7967

81.22
0.7359

Table 9: Experimental results of PiFi on a decoder-based
model. For this experiment, we used SmolLM2-135B
model with Llama-3.1-8B. We report accuracy and F1-
score in the upper row and lower row of each cell.

intermediate or other layers may be more suitable.
This highlights the importance of task-specific op-
timization in layer selection. Therefore, in future
research, we plan to explore optimization methods
for selecting the most suitable layers for different
tasks. Additionally, we aim to extend our work by
leveraging automated techniques, such as Neural
Architecture Search, to identify the optimal layers
more efficiently.

B.2 Performance of PiFi on Decoder-Based
Models

The PiFi framework has primarily been tested on
encoder-based and encoder-decoder models. How-
ever, it is crucial to verify whether it exhibits the
same effectiveness in decoder-based models (e.g.,
GPT-style architectures). To investigate its appli-
cability and effectiveness further, we evaluated the
performance of PiFi on a decoder-based model,
SmolLM2-135M (Allal et al., 2025). SmolLM2-
135M is a relatively small decoder-based model,
comparable in size to BERT-base. In this experi-
ment, we added a classification head at the end of
the model to enable it to perform various classifica-
tion tasks.

As shown in Table 9, the decoder-based PiFi
model outperforms the base SmolLM2-135M
model across all tasks. This result indicates that
PiFi is not limited to encoder-based and encoder-
decoder models but can also be effectively ap-
plied to decoder-based architectures. These find-
ings highlight the high versatility and scalability of
PiFi, providing strong evidence for its applicability
across a wide range of language model architec-
tures.

B.3 Comparison between Text Representation
Methods in Encoder-based LMs

In this section, we explore different methods for
representing text in encoder-based LMs. In our
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BERTbase

+ PiFi (Llama-3.1-8B)
SST-2 IMDB Tweet

(Sentiment)

CLS
91.50
0.9125

87.09
0.4800

92.95
0.9224

Avearge Pooling
(w/o padding)

91.06
0.9079

86.25
0.4724

92.70
0.9197

Avearge Pooling
(w/ padding)

90.40
0.9008

86.56
0.4758

92.73
0.9191

Table 10: Experimental results comparing the method
for representing the input sequence for encoder-based
LMs with PiFi. For this experiment, we used BERTbase

model with Llama-3.1-8B. We report accuracy and F1-
score in the upper row and lower row of each cell.

SST-2 IMDB Tweet
(Sentiment)

BERTbase
89.41

0.8907
85.10
0.4733

86.90
0.862

+ PiFi
(Llama-3.1-8B)

91.50
0.9125

87.09
0.4800

92.95
0.9224

+ PiFi-full
(Llama-3.1-8B)

91.27
0.9106

86.00
0.4726

90.20
0.8951

Table 11: Experimental results to validate the effective-
ness of fully fine-tuning LLLM rather than keeping it
frozen. We report accuracy and F1-score in the upper
row and lower row of each cell.

original PiFi framework, we used the CLS token
representation as henc. To evaluate alternative ap-
proaches, we conducted experiments with two addi-
tional methods: (1) representing henc as the average
of all token representations in the input sequence,
including padding tokens, and (2) representing henc

as the average of all token representations exclud-
ing padding tokens.

Table 10 presents the experimental results. The
results reveal distinct differences between these
configurations, indicating that using the CLS token
representation as henc is the most effective choice
for ensuring optimal model performance.

B.4 Full fine-tuning of LLLM in PiFi

In PiFi framework, we fine-tune the model while
keeping LLLM frozen. To validate the impact of
this approach, we conducted an experiment where
the entire PiFi model, including LLLM, was fully
fine-tuned.

Table 11 shows the results of this experiment.
Freezing LLLM during fine-tuning leads to bet-
ter performance compared to fully fine-tuning the

SST-2 IMDB Tweet
(Sentiment)

Tweet
(Offensive)

CoLA

BERTbase
89.41
0.8907

85.10
0.4733

86.90
0.8620

83.15
0.7727

80.10
0.7398

+ PiFi
(Llama-3.1-8B)

91.50
0.9125

87.09
0.4800

92.95
0.9224

86.03
0.8026

82.07
0.7523

+ PiFi
(Llama-3.1-8B-Instruct)

91.98
0.9174

86.72
0.4882

92.81
0.9206

85.57
0.7985

82.45
0.7450

p-value 0.7352 0.3237 0.4422 0.2129 0.5308

Table 12: Experimental results comparing the usage of
base LLM and instruction-tuned LLM for PiFi. For this
experiment, we used Llama-3.1-8B and Llama-3.1-8B-
Instruct. The p-value denotes the statistical significance
between the distribution of accuracy of PiFi with Llama-
3.1-8B and Llama-3.1-8B-Instruct. We report accuracy
and F1-score in the upper row and lower row of each
cell.

model. We hypothesize that freezing LLLM pre-
serves the extensive knowledge of the LLM, while
full fine-tuning may cause catastrophic forgetting
of this knowledge. Thus, it is crucial to keep LLLM

frozen to retain the LLM’s vast knowledge, op-
timize the SLM for the desired task, and reduce
training costs.

B.5 Effectiveness of Instruction-tuned LLM
for PiFi

Recent innovations in LLMs involve additional
training to enable these models to better follow
instructions provided in prompts, leading to im-
proved performance on various downstream tasks
(Ouyang et al., 2022). In this section, we explore
the impact of using instruction-tuned LLMs for
extracting LLLM within the PiFi framework. Specif-
ically, we compare the performance of PiFi when
using Llama-3.1-8B, our default model, against
Llama-3.1-8B-Instruct, an instruction-tuned ver-
sion of the Llama-3.1-8B.

The results are presented in Table 12. Our find-
ings indicate that using instruction-tuned LLMs
with PiFi can enhance the performance of SLMs,
but the performance gains are marginal. In fact,
there is no consistent trend showing that instruction-
tuned models outperform their base counterparts
across all datasets. To better understand this obser-
vation, we conducted a statistical significance test
by comparing the results obtained from five differ-
ent random seeds. The p-values for accuracy dis-
tributions between the instruction-tuned and base
LLMs were greater than 0.05, indicating that these
performance differences are not statistically signifi-
cant.

This suggests that incorporating instruction-
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SST-2 IMDB
Tweet

(Sentiment)
Tweet

(Offensive)
CoLA

BERT-base
89.41

0.8907
85.10
0.4733

86.90
0.8620

83.15
0.7727

80.77
0.7296

+PiFi
(Llama-3.1-8B)

91.50
0.9125

87.09
0.4800

92.95
0.9224

86.03
0.8026

82.07
0.7523

+PiFi
(Llama-3.1-70B)

91.49
0.9120

87.11
0.4875

92.73
0.9198

85.00
0.7784

82.00
0.761

+PiFi
(Qwen2.5-7B)

91.05
0.9080

86.56
0.4765

91.90
0.9117

85.14
0.8007

81.65
0.7562

+PiFi
(Qwen2.5-32B)

91.12
0.9086

86.27
0.4718

91.69
0.9096

83.75
0.7569

80.74
0.7463

+PiFi
(Qwen2.5-72B)

91.38
0.9115

86.75
0.4788

92.21
0.9150

84.51
0.7796

82.45
0.7450

Table 13: Experimental results comparing PiFi per-
formance across various large language models. We
evaluated PiFi with Llama-3.1 models (8B, 70B) and
Qwen2.5 models (7B, 32B, 72B) across five down-
stream tasks. We report accuracy and F1-score in the
upper row and lower row of each cell.

SST-2 IMDB
Tweet

(Sentiment)
Tweet

(Offensive)
CoLA

BERTbase
89.41
0.8907

85.10
0.4733

86.90
0.8620

83.15
0.7727

80.77
0.7296

+PiFi
(Llama-3.1-8B)

91.50
0.9125

87.09
0.4800

92.95
0.9224

86.03
0.8026

82.07
0.7523

+PiFi
(Llama-3.1-70B)

91.49
0.9120

87.11
0.4875

92.73
0.9198

85.00
0.7784

82.00
0.761

+PiFi-2 layers
(Llama-3.1-70B)

91.76
0.9154

87.20
0.4901

92.95
0.9217

85.66
0.8119

82.22
0.7488

Table 14: Experimental results of PiFi with multiple
layers. This experiment compares the performance of
using a single layer versus two layers from Llama-3.1-
70B. We report accuracy in the upper row and F1-score
in the lower row of each cell.

tuned LLMs does not necessarily lead to significant
improvements for PiFi. Instead, it highlights that
the intrinsic knowledge encoded within the LLMs
is more crucial for PiFi’s success than their capacity
to follow human instructions.

B.6 Impact of Larger-Scale LLM on PiFi
Performance

Previously, as analyzed in Section 4.8, we exam-
ined the performance of PiFi using the Qwen model
across different scales (0.5B, 1.5B, and 7B parame-
ters). However, it is necessary to further examine
how performance changes when applying larger-
scale LLM layers. To this end, we conducted exper-
iments applying PiFi to various large-scale models,
including the 8B and 70B versions of Llama-3.1
and the 7B, 32B, and 72B versions of Qwen2.5.
We selected Qwen2.5 as it was newly released at
the time of writing this paper, allowing us to evalu-

SST-2 IMDB
Tweet

(Sentiment)
Tweet

(Offensive)
CoLA

BERTbase
89.41
0.8907

85.10
0.4733

86.90
0.8620

83.15
0.7727

80.10
0.7398

+PiFi
(Llama-3.1-8B)

91.50
0.9125

87.09
0.4800

92.95
0.9224

86.03
0.8026

82.07
0.7523

Single layer: First
(Llama-3.1-8B)

80.09
0.7970

77.63
0.4383

80.14
0.7913

78.59
0.6735

68.12
0.3812

Single layer: Last
(Llama-3.1-8B)

80.67
0.8010

78.31
0.4392

80.28
0.7939

80.47
0.6983

69.31
0.4076

Table 15: Experimental results on the usage of a single
frozen LLLM without SLM. For this experiment, we
extracted the first and last layers of Llama-3.1-8B as
LLLM. We report accuracy and F1-score in the upper
row and lower row of each cell.

ate PiFi’s scalability using state-of-the-art models
with cutting-edge performance.

As shown in Table 13, when comparing various
large language models, performance improvements
did not consistently correlate with model size. In
particular, the use of the Llama-3.1-70B model
layer in PiFi resulted in comparable or slightly
lower performance than when using the 8B model
layer. Similarly, the performance differences be-
tween Qwen2.5-7B, Qwen2.5-32B, and Qwen2.5-
72B did not show a clear linear relationship with
model size. We interpret this outcome as poten-
tially influenced by a factor we refer to as layer
knowledge density. Specifically, the 8B model com-
prises 32 layers, while the 70B model consists of
80 layers (Dubey et al., 2024). This suggests that a
single layer in the 70B model may encapsulate rel-
atively less dense knowledge compared to a single
layer in the 8B model.

To mitigate the limitations imposed by this lower
density, we conducted additional experiments in-
corporating the last two layers of the 70B model,
with results presented in Table 14. This experiment
directly compares the performance when using a
single layer versus two layers from the 70B model.
However, the observed performance improvement
was marginal. This suggests that the selected layer
combination may not be optimal, and alternative
configurations could lead to greater performance
gains. Nevertheless, the large number of possi-
ble combinations poses a challenge in identifying
the most effective configuration. Future research
will explore more efficient methods for identifying
effective layer combinations, aiming to enhance
PiFi’s scalability while optimizing performance.
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FLOPs (GFLOPs) GPU Memory (GB)

BERTbase 272.12 1.33

+ PiFi
(Llama-3.1-8B)

279.3 2.27

Table 16: Efficiency-performance trade-off analysis re-
sults. This analysis was conducted by measuring FLOPs
and GPU memory consumption.

B.7 Evaluating the Usage of a Single LLM
Layer

To evaluate the performance of a single frozen
LLM Layer without SLM, we conducted exper-
iments by attaching classification heads to the first
and last layers of Llama-3.1-8B.

As shown in the Table 15, there is a clear per-
formance gap between the PiFi framework and the
approach using a single LLM Layer. This demon-
strates that PiFi effectively enhances performance
through integration with an SLM (e.g., BERTbase).

Notably, the single LLM Layer shows limitations
in achieving high performance independently, high-
lighting the necessity of combining it with an SLM
for effective knowledge transfer. Furthermore, de-
spite having fewer parameters than PiFi, the single
frozen LLM Layer exhibited significantly degraded
performance across all tasks. These findings reaf-
firm that PiFi can enhance the performance of the
SLM by effectively integrating knowledge from a
single LLM Layer while preserving the efficiency
of the SLM.

B.8 Analyzing Efficiency-Performance
Trade-offs in PiFi

As the number of parameters increases, it is nec-
essary to analyze the trade-offs between efficiency
and performance. To validate this, we measured
FLOPs during the inference process for each model
using the fvcore library (Meta, 2019) and GPU
memory consumption using the PyTorch Profiler
(Paszke et al., 2019a). The results are presented in
Table 16.

The measurements revealed that PiFi adds ap-
proximately 2.6% to the baseline inference cost in
terms of FLOPs. By using only the CLS token as
input to the LLLM, PiFi significantly reduces the
sequence length processed in the LLLMs to a sin-
gle token, thereby greatly reducing computational
overhead. Although GPU memory consumption
showed a relatively larger increase, this trade-off
is deemed reasonable for tasks that require perfor-

SST-2 IMDB
Tweet

(Sentiment)
Tweet

(Offensive)
CoLA

BERTbase
89.41

0.8907
85.10

0.4733
86.90
0.8620

83.15
0.7727

80.10
0.7398

+PiFi
(Llama-3.1-8B)

91.50
0.9125

87.09
0.4800

92.95
0.9224

86.03
0.8026

82.07
0.7523

BERT-base
+ ZEROGEN (GPT2-XL)

79.48
0.7885

87.11
0.4875

81.05
0.7748

27.89
0.2146

69.31
0.4076

BERT-base
+ ZEROGEN (Llama-3.1-8B)

81.56
0.8106

68.26
0.4343

87.99
0.8637

25.29
0.2061

30.69
0.2306

Table 17: Experimental results comparing PiFi and
ZEROGEN for knowledge transfer. For ZEROGEN,
200,000 synthetic examples were generated per domain
using GPT-2-XL and Llama-3.1-8B as data generators.
We report accuracy and F1-score in the upper row and
lower row of each cell.

SST-2 IMDB
Tweet

(Sentiment)
Tweet

(Offensive)
CoLA

BERTbase
89.41

0.8907
85.10

0.4733
86.90
0.8620

83.15
0.7727

80.77
0.7296

+PiFi
(Llama-3.1-8B)

91.50
0.9125

87.09
0.4800

92.95
0.9224

86.03
0.8026

82.07
0.7523

BERTbase+LoRA
82.93

0.8207
75.22

0.4287
81.37
0.7677

73.07
0.4490

69.98
0.4252

Table 18: Experimental results comparing PiFi and
LoRA for parameter-efficient fine-tuning. For LoRA,
we used rank=8, scaling factor α=16, and dropout=0.1
with the same BERTbase backbone. We report accuracy
and F1-score in the upper row and lower row of each
cell.

mance improvement in environments where addi-
tional memory resources are available. Moreover,
PiFi’s modular design allows for flexible scalability
according to system constraints, making it adapt-
able even in resource-constrained environments.

B.9 Comparison with Knowledge Distillation
and Parameter-Efficient Fine-tuning
Methods

We also conducted a comparison with ZEROGEN
(Ye et al., 2022), which leverages synthetic data
generated by an LLM to enhance the SLM as an
alternative method for distilling the inherent knowl-
edge of an LLM. Following the settings of prior
studies, we generated 200,000 synthetic examples
per domain using GPT-2-XL. Additionally, to ac-
count for the fact that ZEROGEN’s performance
depends on the quality of the data generator, we
conducted more comprehensive experiments by
generating additional synthetic examples using the
latest model, Llama-3.1-8B.

As shown in the Table 17, ZEROGEN proved
less effective than PiFi in most tasks, which we
attribute to noise introduced during the synthetic
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SST-2 IMDB
Tweet

(Sentiment)
Tweet

(Offensive)
CoLA

BERTbase
89.41
0.8907

85.10
0.4733

86.90
0.8620

83.15
0.7727

80.77
0.7296

+PiFi
(Llama-3.1-8B)

91.50
0.9125

87.09
0.4800

92.95
0.9224

86.03
0.8026

82.07
0.7523

+2.09%p +1.99%p +6.05%p +2.88%p +1.97%p

BERTbase-10%
87.32
0.8691

82.32
0.4541

85.40
0.8463

81.07
0.7420

75.14
0.6866

+PiFi-10%
(Llama-3.1-8B)

89.96
0.8967

84.12
0.4688

91.21
0.9030

84.31
0.7807

77.20
0.6527

+2.64%p +1.80%p +5.81%p +3.24%p +2.06%p

Table 19: Experimental results of PiFi under limited
training data conditions. We used only 10% of the total
training data for each dataset, and report accuracy in the
upper row of each cell and F1-score in the lower row.

data generation process. These results suggest that
directly and efficiently utilizing the inherent knowl-
edge of an LLM, rather than indirectly leveraging
it through synthetic data generation, offers a more
advantageous approach.

In addition to knowledge distillation methods,
we compared PiFi with parameter-efficient fine-
tuning using LoRA (Hu et al., 2022), which has
gained popularity for adapting language models
with minimal computational overhead. For our
experiments, we applied LoRA to the BERT-base
backbone using standard settings (rank=8, scaling
factor α=16, dropout=0.1) and evaluated its perfor-
mance on the same set of downstream tasks.

As shown in Table 18, PiFi consistently outper-
forms LoRA across all downstream tasks. This
demonstrates that PiFi achieves superior perfor-
mance improvements by effectively integrating
LLM layers, enabling direct transfer of rich lin-
guistic knowledge and generalization capabilities
encoded in large-scale models to SLMs.

B.10 Performance Evaluation of PiFi under
Limited Training Data

To assess whether the PiFi framework operates ef-
fectively in a limited training data environment,
experiments were conducted using only 10% of the
total training data for each dataset. Specifically, the
following sample counts were used: SST-2 (6,920
→ 692), IMDB (20,000 → 2,000), Tweet for senti-
ment classification (45,615 → 4,562), Tweet for of-
fensive classification (11,916 → 1,192), and CoLA
(5,536 → 554).

As shown in Table 19, even when trained on
restricted data, the model with PiFi consistently
outperformed the BERTbase. In particular, the SST-
2, Tweet for offensive classification, and CoLA

datasets exhibited relatively greater performance
improvements compared to when the full dataset
was used, indicating that PiFi can deliver signif-
icant benefits even under constrained data condi-
tions. In contrast, the IMDB and Tweet for sen-
timent classification datasets have a considerably
larger amount of total data (20,000 and 45,615 sam-
ples, respectively), so even with only 10% of the
data, a sufficient number of training samples was
available. Consequently, the relative performance
gains were smaller; however, this can be viewed
as a positive example of PiFi’s flexible applicabil-
ity even without large-scale data. These results
underscore that PiFi offers stable and consistent
performance advantages in limited training data
environments, thereby enhancing its potential for
real-world low-resource scenarios.
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Figure 2: Comparison of the performance of PiFi models with different position of LLLM on SST-2 dataset.

Figure 3: Comparison of the performance of PiFi models with different position of LLLM on Multi30K dataset.
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SLM Params(M) LLLM Params(M) Lin Params(M) Lout Params(M) Head Params(M)

BERTbase

+ PiFi (Llama-3.1-8B)
109.482

RoBERTabase

+ PiFi (Llama-3.1-8B)
124.646

ELECTRAbase

+ PiFi (Llama-3.1-8B)
108.892

DeBERTabase

+ PiFi (Llama-3.1-8B)
138.602 218.112 3.146 3.146

DeBERTa-V3base

+ PiFi (Llama-3.1-8B)
183.832

BERTbase

+ PiFi (Mistral-7B-v0.1)
109.482

BERTbase

+ PiFi (Mistral-7B-v0.3)
109.482 0.592

BERTbase

+ PiFi (Qwen2-0.5B)
14.912 0.688 0.688

BERTbase

+ PiFi (Qwen2-1.5B)
46.798 1.180 1.180

BERTbase

+ PiFi (Qwen2-7B) 109.482
233.058 3.146 3.146

BERTbase

+ PiFi (Gemma-2-9B)
198.195 3.146 3.146

BERTbase

+ PiFi (Falcon-7B)
207.070 3.146 3.146

BERTbase

+ PiFi (Llama-3.1-70B)
855.654 6.291 6.291

T5base

+ PiFi (Llama-3.1-8B)
222.904

218.112 3.146 3.146 -BARTbase

+ PiFi (Llama-3.1-8B)
139.420

Table 20: The parameters of each module for PiFi, across various setup regarding SLMs and LLMs.
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