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Abstract

The difficulty intrinsic to a given example,
rooted in its inherent ambiguity, is a key yet
often overlooked factor in evaluating neural
NLP models. We investigate the interplay and
divergence among various metrics for assess-
ing intrinsic difficulty, including annotator dis-
sensus, training dynamics, and model confi-
dence. Through a comprehensive analysis us-
ing 29 models on three datasets, we reveal that
while correlations exist among these metrics,
their relationships are neither linear nor mono-
tonic. By disentangling these dimensions of
uncertainty, we aim to refine our understand-
ing of data complexity and its implications for
evaluating and improving NLP models.

1 Introduction

A central, but often overlooked, concept in natural
language processing is the consensus of annota-
tors when labeling a specific datapoint. Annotators
often express different perspectives, and prior liter-
ature provides strong evidence that this dissensus is
a legitimate characteristic of language data, rather
than a consequence of noisy annotation processes
(Plank et al., 2014; Plank, 2022; Uma et al., 2021).

Annotator dissensus is often linked to data com-
plexity: if humans do not agree as to whether a
pair of sentences contradict each other, then we
expect this pair to be hard to label with a neural net-
work. Data complexity can be quantified through
training dynamics (e.g., how early a training ex-
ample is learned), model confidence, or perfor-
mance variability across models (Guo et al., 2017;
Swayamdipta et al., 2020; Hendrycks and Diet-
terich, 2019). This relationship shapes the design
of evaluation benchmarks, which increasingly in-
corporate multiple annotations per datapoint (e.g.,
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Bowman et al., 2015; Nie et al., 2020). As such,
matching human uncertainty with model uncer-
tainty is an explicit desideratum laid out in numer-
ous NLP applications.

Common drivers of data uncertainty include an-
notation noise, semantic ambiguity, and overlap-
ping class boundaries (Hu et al., 2023). These
factors not only lower inter-annotator agreement
but also highlight the presence of linguistic phe-
nomena such as semantic indeterminacy — which
lead to label ambiguity, as extensively documented
across NLP tasks (Bowman et al., 2015). Hence,
prior work has expected annotator dissensus to be a
reasonable proxy for data complexity (e.g., Hachey
et al., 2005; Lalor et al., 2018).

Our findings reveal non-linear and conflicting re-
lationships between annotator dissensus and model-
derived complexity metrics. Through experiments
using 29 models on the ChaosNLI and DynaSent
datasets (Nie et al., 2020; Potts et al., 2021), we
observe that various metric indicators of data com-
plexity often correlate with one another — and yet
that the relationship they hold with human-based
assessments of linguistic dissensus is far from lin-
ear or monotonic. Moreover, indicators of data
complexity derived from model behavior tend to
conflict depending on whether they account for
the correctness of the models’ predictions — for
instance, assessments derived from conformal pre-
diction methods do not align with the training dy-
namics approach of Swayamdipta et al. (2020), and
both fail to adequately capture the true human label
variation collected by Nie et al. (2020).

2 Background

Our study falls at the intersection of data complex-
ity and uncertainty in NLP, particularly in relation
to annotator disagreement, label variation, and the
metrics used to evaluate them (Jiang and de Marn-
effe, 2022; Uma et al., 2021; Lorena et al., 2019;
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Baan et al., 2023). Though closely related, these
concepts involve distinct challenges.

Data uncertainty or aleatoric uncertainty de-
scribes the randomness or noise inherent to the
data (Hu et al., 2023). This type of uncertainty
is irreducible and cannot be eliminated through
model improvements or tuning (Kiureghian and
Ditlevsen, 2009; Kendall and Gal, 2017; Hüller-
meier and Waegeman, 2021). Sources of data un-
certainty include noisy observations, overlapping
classes, ground truth errors or inherent randomness.

Annotator disagreement is highlighted as a
fundamental characteristic of linguistic data, stem-
ming from both annotation noise and the inherent
ambiguity of language (Plank et al., 2014; Aroyo
and Welty, 2015; Pavlick and Kwiatkowski, 2019;
Fornaciari et al., 2021). It often correlates with
label uncertainty, where no single correct label ex-
ists. High-disagreement examples contain valuable
signals for classifiers (Basile et al., 2021; Palomaki
et al., 2018). However, disagreement does not nec-
essarily indicate annotation noise—it may instead
reflect genuine linguistic or contextual ambiguity.

Data complexity or data difficulty refers to the
characteristics of a data sample that make classifi-
cation inherently difficult. It is related to the struc-
tural properties of the data, not to randomness or
noise, as is the case with data uncertainty. Several
factors contribute to data complexity: proximity
to decision boundaries and class overlap, semantic
indeterminacy, and task-specific challenges, such
as requiring world knowledge (Plank, 2022; Jiang
and de Marneffe, 2022).

Metrics for evaluating data uncertainty and
complexity include model confidence (probability
of the predicted class), entropy of predicted proba-
bilities (measuring classification uncertainty), and
confidence calibration (aligning confidence with
performance). These help assess label uncertainty
caused by overlapping class boundaries (e.g., Geng
et al., 2024; Zhou et al., 2022; Xiao and Wang,
2019). Training dynamics, such as how quickly a
model learns to classify an example or the shape of
the loss curve, further reveal the relative difficulty
of datapoints (Swayamdipta et al., 2020; Toneva
et al., 2019; Baldock et al., 2021). These metrics of-
fer tools to analyze the challenges of data complex-
ity, yet they do not provide a nuanced perspective
on the interplay between annotator disagreement
and model uncertainty.

Complexity, disagreement & uncertainty. Data
complexity, annotator disagreement, and data un-
certainty are intertwined phenomena with similar
root causes. For instance, while authors differ in
their terminology, ‘overlapping classes’ (Ho and
Basu, 2002; Peterson et al., 2019; Lorena et al.,
2019), ‘absence of a single ground truth’ (Aroyo
and Welty, 2015; Baan et al., 2022), or ‘linguis-
tic ambiguity’ due to semantic and social factors
(Plank, 2022) all refer to the fact that some data-
points can have different labels — which drives up
complexity, disagreement and uncertainty.

Hence, these three phenomena have been con-
flated in the literature. For example, uncertainty
is often measured through label distribution en-
tropy, used as a proxy for annotator disagreement
(Zhang et al., 2022; Baumler et al., 2023). Simi-
larly, Lalor et al. (2018) has found alignment be-
tween human difficulty and model-assigned proba-
bility mass, suggesting that both perceive difficulty
similarly. This viewpoint is also prevalent in active
learning (e.g., Hachey et al., 2005) and attested less
directly in quality estimation (e.g., Jamison and
Gurevych, 2015). Additionally, anecdotal evidence
has been used to support this connection, especially
in studies exploring the underlying causes of data
complexity (Swayamdipta et al., 2020; Baldock
et al., 2021; Rajpurkar et al., 2018).

This perspective has also been employed as
a working hypothesis. For example, Weinshall
et al. (2018) assume that knowledge distillation
from a model can play the same role as hu-
mans in active learning scenarios, while Beigman
and Beigman Klebanov (2009) propose replacing
annotator-based disagreement assessment with clas-
sifier proxies. Authors adopting this approach often
treat it as a simplifying initial assumption, and fre-
quently include modeling work to better capture
human variation (e.g. Reidsma and Carletta, 2008)
or discussions of the limitations of this working hy-
pothesis (as in Beigman and Beigman Klebanov).

Treating these three phenomena as interchange-
able oversimplifies their relationships. Disagree-
ment often signals semantic complexity but can
also stem from bias, expertise variance, or cultural
differences (e.g., Jiang and de Marneffe, 2022).
Similarly, uncertainty overlaps with complexity but
also arises from noise that is not tied to structural
data complexity (Kendall and Gal, 2017), while ex-
ample difficulty has been linked to factors that are a
priori not linguistic, such as class imbalance or dis-
tributional shifts (Ho and Basu, 2002; Gawlikowski
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et al., 2023). While some studies find overlap be-
tween human disagreement and model uncertainty
(Swayamdipta et al., 2020; Baldock et al., 2021),
others challenge this view (Reidsma and Carletta,
2008). Our findings highlight the need to distin-
guish these concepts, as we show that complexity
metrics do not map linearly to human assessments.

3 Indicators of data complexity

We formalize several means of assessing how
difficult it is to assign one of k possible labels
{y1, . . . , yk} = Y to a specific instance x.

3.1 Human-based indicators
Empirical population dissensus. The simplest
way to quantify disagreement on a specific data-
point is to ask multiple annotators a1, . . . , an, and
compute how unpopular the majority opinion is.
As such, if annotator aj would assign the label yaj
to the observation x, we can define the probability
PrH(yi|x) on label yi as the proportion of annota-
tors agreeing on the label yi, or formally

PrH(yi|x) =
1

n

n∑

j=1

1
{
yaj = yi

}

and denote the dissensus among annotators as:

Hdis = 1−max
yi∈Y

PrH(yi|x), (1)

Hdis is hence inversely related to the popularity of
the most common label. If all annotators agree,
there is a strong consensus, implying that Hdis = 0
because max

i
PrH(yi|x) = 1.

Empirical population entropy. The empirical
dissensus Hdis has the drawback of not factoring
in minority opinions: there is a distinction to be
made between having the opinions split among a
handful of well-supported alternatives versus a total
lack of consensus and annotators maximally split
across all possible alternatives. To account for such
differences, we consider the empirical entropy of
opinions (Nie et al., 2020), or

Hent = −
∑

yi∈Y
PrH(yi|x) log PrH(yi|x) (2)

Entropy measures uncertainty or diversity in the
label distribution, better accounting for both dom-
inant and minority labels. As before, Hent = 0
when all annotators agree on one label. Contrast-
ingly, Hdis is maximal when PrH ∼ Unif , i.e.,
when annotators are evenly split across all labels.

3.2 Reference-free model-based indicators
Model pool dissensus and model pool entropy.
Given a set of models parametrized by θ1, . . . , θm,
we can easily extend the concepts of dissensus
(Hdis) and entropy (Hent) to models’ predictions,
instead of relying on human annotators. To do this,
we evaluate the predictions of a model θj by se-
lecting the label argmaxyi∈Y p(yi|x, θj). Next,
we define the probability PrM(yi|x) of this data-
point being labeled as yi, by tallying the number of
models that predict yi as the most likely label:

PrM(yi|x) = 1
m

m∑
j=1

1

{
yi = argmax

yk∈Y
p(yk|x, θj)

}

Using this distribution, we can analogously define
both metrics for the models’ predictions:

Mdis = 1−max
yi∈Y

PrM(yi|x) (3)

Ment = −
∑

yi∈Y
PrM(yi|x) log PrM(yi|x) (4)

Averaged model entropy. Entropy has also been
used to assess the confidence of a model in its own
prediction (e.g., Malinin and Gales, 2021; Schröder
et al., 2022; Baumler et al., 2023). A reasonable
line of thought is that lower confidence scores re-
flect data complexity. To evaluate the difficulty of
labeling x, we can average the label distribution
entropy across multiple models:

Mavg ent = − 1

m

m∑

j=1

∑

yi∈Y
p(yi|x, θj)

× log p(yi|x, θj) (5)

Conformal prediction set size. A more elabo-
rate statistical estimator than entropy consists in
quantifying the ambiguity necessary for a proba-
bilistic classifier to meet a certain statistical guar-
antee; an approach known as conformal prediction
(CP, Vovk et al., 2005; Angelopoulos and Bates,
2022). In practice, we can also use a probabilis-
tic classifier parametrized with θ to derive a set of
possible labels Cθ(x) ⊆ Y for every input x such
that the true label y∗ is likely to be in Cθ(x), with
a budget tolerance for failure 1− α. Formally, we
want to construct a set-valued function Cθ such that

∀x Pr (y∗ ∈ Cθ(x)) ≥ 1− α

We can then capture the ambiguity inherent to a
prediction by considering the size of the prediction
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set, |Cθ(x)|: a larger CP set size ought to reflect a
greater uncertainty as to what the true label is. To
convert a probabilistic classifier p(Y |X, θ) to such
a set-valued classifier, we rely on a least-ambiguous
set-valued classifier method (Sadinle et al., 2019).
This consists in identifying the value tθ such that,
for all calibration datapoints x′ with their label y′

in a held-out calibration dataset Dcal:

q̂ =
|Dcal|+ 1

|Dcal|
(1− α)

tθ = sup
{
t
∣∣Pr

(
p
(
y′|x′, θ

)
≥ t

)
≥ q̂

}

Using tθ, we can construct the set

Cθ(x) = {y | p (y|x, θ) ≥ tθ}

which provides the expected statistical guarantee.
Here, we convert CP sets into uncertainty indicators
by considering their average size across models:

MCP =
1

m

m∑

i=1

|Cθi(x)| (6)

Here, we experiment with three variants, based on
different risk tolerances with α = 0.05, α = 0.1 or
α = 0.2. While conformal prediction algorithms
require labeled calibration sets Dcal, their predic-
tions are made without label information. Hence
we consider CP set size indicators to be reference-
free, as they can estimate uncertainty for unlabeled
datapoints. We use as Dcal all other datapoints in
the test set (i.e., a leave-one-out process).

3.3 Reference-dependent model-based
indicators

Model pool failure rate. Since it is in principle
possible for models to broadly agree on a label
that human annotators would not have picked, one
value worth considering is the proportion of models
that fail to produce the reference label y∗ we would
expect given our annotations. Defining

Mref
fail =

1

m

m∑

i=1

1

{
argmax
yj∈Y

p(yj |x, θi) ̸= y∗
}

(7)
highlights the disconnect between model predic-
tions and human annotations. A low value for Mref

fail

implies a strong alignment between the model pool
and the human-provided reference label; a high
value suggests that many models fail to predict y∗.

Early computation termination. Baldock et al.
(2021) propose to estimate the difficulty of an ex-
ample through the computational cost of a correct
prediction. They first compute the hidden represen-
tations h1

i , . . .h
l
i for a specific input xi and then

assess which of these representations lie in label-
specific subspaces using kNN classifiers, since
datapoints that are easier to process ought to be
mapped onto unambiguous subspaces earlier.

This approach assumes there is a meaningful
distance metric between the different representa-
tions — an assumption that is not easy to meet with
sequence-level classification tasks, where inputs
can have different matrix shapes. We can however
leverage the fact that Transformer layers can be
viewed as functions mapping from and unto the
same space (Elhage et al., 2021): Earlier work has
suggested to interpret hidden representations for
a specific layer by directly projecting them onto
the label-space, skipping over all subsequent lay-
ers (nostalgebraist, 2020; Geva et al., 2022). We
therefore replace Baldock et al.’s kNN classifiers
with the learned classifier head. More formally, if
a model parametrized with θi is made of li layers
of the form fθi,j(X) = ϕ(X, θi,j) and a projection
head fθi,proj(X) = argmaxψ(X, θi,li+1), let us
denote all early predictions from layer j onward as

Ŷij =
{
fθi,proj ◦ fθi,k ◦ · · · ◦ fθi,1 (X)

∣∣∣ j ≤ k ≤ li

}

which allows us to retrieve the first layer k such
that all predicts from layer k to layer l are correct,
according to a reference label y∗:

sref1st layer(θi) =




1 if p(y|x, θi) ̸= y∗

min
j
{j | Ŷij={y∗}}

l+1 otherwise

Mref
1st layer =

1

m

m∑

i=1

sref1st layer(θi) (8)

We average across our pool of models so that the
indicator is not too sensitive to one specific model’s
idiosyncratic behavior. This also leads us to nor-
malizing according to the number of layers so that
we maintain consistent ranges across models with
different layer counts. We also make the practical
choice of setting examples that models do not label
correctly to the higher end of the scale.

Early training termination. One can also con-
sider that easier items require less training
(Swayamdipta et al., 2020). If for a given model
θi we have access to different checkpoints across
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training θ1i , . . . , θ
p
i , we can simply assess when the

model starts making reliable predictions. Consider
the set of predictions from all future checkpoints:

Fij =

{
argmax

y
p(y|x, θji ), . . . , argmax

y
p(y|x, θpi )

}

which we use to define:

sref1st ckpt(θ
p
i ) =




1 if p(y|x, θpi ) ̸= y∗
min
j

{j | Fij={y∗}}
p+1 otherwise

Mref
1st ckpt =

1

m

m∑

i=1

sref1st ckpt(θ
p
i ) (9)

Here again, we normalize according to the num-
ber of checkpoints, average across all models, and
manually penalize models that do not ultimately
learn to produce the target reference.

Failure rate through training. We can also as-
sume that easier items are likely to be attributed the
expected reference at any stage of training, whereas
more complex observations will only be labeled
properly during the later stages. We can therefore
quantify the proportion of checkpoints where the
model failed to produce the expected label y∗:

Mref
avg ckpt =

1

mp

m∑

i=1

p∑

j=1

1

{
p(y|x, θji ) ̸= y∗

}

(10)
Again, we average across a pool of models to miti-
gate idiosyncrasies.

Probability mass through training. One prob-
lem with the approach in eq. (10) is that it does
not distinguish between cases where the classifier
correctly predicts y∗ and assigns no weight to any
other options from cases where the probability as-
signed to y∗ is only within a small margin from that
of an incorrect class. Swayamdipta et al. (2020)
propose to consider the probability mass assigned
by the classifier across training,1 or formally:

Mref
avg ckpt p = 1− 1

mp

m∑

i=1

p∑

j=1

p(y∗|x, θji ) (11)

Eq. (11) is minimized when the gold label y∗ is
assigned a probability of 1 throughout training.

4 ChaosNLI

4.1 Experimental setup
We first study classifiers trained on SNLI (Bowman
et al., 2015) or MNLI (Williams et al., 2018) and

1This indicator corresponds to what Swayamdipta et al.
call “confidence.”

Dataset Variant Train Val Test

SNLI All labeled (<1B) 549 367 9842 (unused)
5-splits (1B) 109 873 9842 (unused)

MNLI All labeled (<1B) 392 702 9815 (unused)
5-splits (1B) 78 540 9815 (unused)

ChaosNLI SNLI split — — 1000
MNLI split — — 1000

Table 1: Dataset statistics for NLI datasets.

evaluated on ChaosNLI (Nie et al., 2020). NLI as
a task is a ternary classification problem, which in-
volves classifying pairs of sentences depending on
whether the second sentence contradicts the first;
whether the first entails the second; or whether they
are neutral with respect to one another, i.e., the sec-
ond sentence neither derives from nor contradicts
the first. We list some statistics as to the number of
instances in these datasets in Table 1.

We might expect the family of models we con-
sider to define our indicators to weigh on results.
In particular, the homogeneity of the pool of mod-
els considered — in terms of pretraining and fine-
tuning data, algorithmic and architectural designs,
or parameter counts — is a factor of interest.

Heterogeneous training, similar parameter
counts (1B group). One may expect that data
complexity indicators should be established by con-
sidering a large swath of models trained in condi-
tions as varied as possible — i.e., using different
training data and algorithms. To this end, we con-
sider 5 different LLMs in the 1B parameter range;
OLMo (Groeneveld et al., 2024), Pythia (Biderman
et al., 2023), Llama 3.2 (Grattafiori et al., 2024),
Falcon (Almazrouei et al., 2023), and BLOOM
(Scao et al., 2023). So as to further maximize the
difference across the different models we consider,
we partition the NLI training set (either SNLI or
MNLI) into five equally sized subsets s1, . . . , s5
and train one model for each pair of LLM and NLI
subset, or 25 classifiers on SNLI and MNLI each.

Homogeneous training data, different parame-
ter counts (<1B group). Conversely, we might
expect that the model pool should be estab-
lished with a fixed training data — on the one
hand, this corresponds to an assumption frequently
made when measuring aleatoric uncertainty in the
Bayesian literature; on the other hand, we might
expect that difficulty should be intimately linked to
the data a model has been exposed to. To that tend,
we consider a family of smaller BERT-type models
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<1B pool 1B pool
Hent Hdis Hent Hdis

Mdis 0.2440 0.2179 0.1947 0.1772
Ment 0.2784 0.2433 0.2183 0.1970
Mavg ent 0.3901 0.3490 0.2811 0.2398
MCP α=0.05 0.3737 0.3186 0.2767 0.2315
MCP α=0.1 0.3763 0.3379 0.2819 0.2393
MCP α=0.2 0.3248 0.3064 0.2482 0.2157

Mref
fail 0.3990 0.3959 0.3497 0.3330

Mref
1st layer 0.3719 0.3796 0.3624 0.3387

Mref
1st ckpt 0.4357 0.4244 0.3682 0.3443

Mref
avg ckpt 0.3969 0.3904 0.3477 0.3274

Mref
avg ckpt p 0.4386 0.4241 0.3670 0.3428

Table 2: Spearman correlation between human-based
and model-based indicators on SNLI.

<1B pool 1B pool
Hent Hdis Hent Hdis

Mdis −0.0022 −0.0045 0.1419 0.1074
Ment 0.0023 −0.0011 0.1587 0.1201
Mavg ent −0.0077 −0.0158 0.1329 0.1095
MCP α=0.05 0.0101 −0.0085 0.0788 0.0425
MCP α=0.1 −0.0073 −0.0173 0.1798 0.1164
MCP α=0.2 −0.0184 −0.0231 0.1581 0.0936

Mref
fail 0.1174 0.1508 0.1726 0.2246

Mref
1st layer 0.0682 0.0966 0.2040 0.2514

Mref
1st ckpt 0.1132 0.1479 0.1829 0.2307

Mref
avg ckpt 0.1168 0.1498 0.1764 0.2261

Mref
avg ckpt p 0.1094 0.1434 0.1813 0.2307

Table 3: Spearman correlation between human-based
and model-based indicators on MNLI.

(Turc et al., 2019) so as to verify how the indica-
tors in behave with respect to a family of different
models trained homogeneously on the same data
and under the same conditions, varying in terms
of architecture designs and parameter counts. We
fine-tune all of Turc et al.’s BERT models on each
of the NLI training sets in their entirety.

4.2 Results

Human-based and model-based indicators do
not agree with each other. A straightforward
first approach consists in computing how the differ-
ent indicators correlate with one another — in par-
ticular, we start by focusing on comparing human-
based indicators to model-based indicators.

The corresponding Spearman correlation values
are shown in Tables 2 and 3. Reference-free in-
dicators defined without factoring in the majority
label among human annotators (eqs. (3) to (6)) al-
most systematically yield lower correlations than
reference-dependent indicators (eqs. (7) to (11)).

Yet, while we observe positive and significant
trends throughout, the correlation itself is some-

what low. For a sense of scale, if we are to fo-
cus on SNLI for which we observe the highest
correlations, two human-based indicators or two
reference-dependent indicators, tend to yield cor-
relation scores of ρ ≥ 0.9. When comparing two
reference-free indicators, we can observe two sub-
groups: namely, Mavg ent and the CP set size in-
dicators yield correlations of ρ ≥ 0.9),2 whereas
Mdis and Ment yield a correlation of ρ ≈ 0.95,
and comparisons across these two sub-groups are
in the range 0.64 < ρ < 0.88. The observation
also holds on MNLI: We observe a correlation of
ρ ≈ 0.90 for Hdis and Hent, correlations system-
atically greater than ρ ≥ 0.9 between any two
reference-dependent indicators, and correlations
between 0.46 ≤ ρ ≤ 0.96 for reference-free indi-
cators (with again Mdis and Ment forming a sub-
group distinct from MCP and Mavg ent). In sum, all
three groups of indicators portray different pictures,
echoing findings from prior works (esp. Pavlick
and Kwiatkowski, 2019): The difficulty associated
to the samples is not the same for the humans and
models, regardless of the pool considered.3

The behavior of model-based indicators also ap-
pears contingent on the exact setup. For instance,
observations derived from our 1B model pool on
MNLI would suggest MCP α=0.1 to be quite in line
with human label variation assessments — whereas
the corresponding coefficient in the <1B pool on
MNLI is about 0. In the same vein, the choice
of α for CP has different effects on SNLI and
MNLI insofar the 1B pool is concerned: Whereas
MCP α=0.2 yields higher results than MCP α=0.05

on MNLI, the opposite is true for SNLI classifiers.

Reference-free indicators conflate model suc-
cess and model failure. We can also remark
that reference-free and reference-dependent indi-
cators do not agree either. This is evident, for in-
stance, by looking at Figure 1, which exemplifies
one such comparison. We can see that the joint
distribution of the indicators forms an inverted U-
shape distribution, i.e., the reference-free indica-
tor rates as equally good items that the reference-
dependent does discriminates. Generally speak-
ing, reference-free indicators tend to assign similar
scores to datapoints rated as either maximal or min-
imal by reference-dependent indicators: In fact, if
we partition datapoints according to whether a ma-
jority of the models fail to predict the annotator

2Except MCP α=0.05 and MCP α=0.2, where ρ ≈ 0.80.
3We can stress this relationship is non-linear, see §B.1.
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Figure 1: Example of joint distribution between a
reference-free and a reference-dependent indicator
(SNLI 1B pool, MCP, α=0.05 vs. Mref

1st layer). Data-
points in orange are misclassified by 50% of the pool,
blue datapoints aren’t. See also tables 9 and 10 (§B.2).

majority label (corresponding to the orange and
blue hues in Figure 1), we can observe system-
atic anti-correlations when the models do tend to
fail.4 One major factor at play here is that models
fail more often on samples with a high human dis-
sensus. This can be shown with Mann-Whitney U
tests. On SNLI, for the 1B models, we observe a p-
value of p < 10−27 and a common language effect
size f = 66.7%; as for the <1B models, we have
p < 10−42, f = 72.2%. On MNLI, the 1B model
pool yields p < 10−14 and f = 61.3%, whereas
the <1B pool yields p < 10−7 and f = 58.1%.5

5 DynaSent

5.1 Experimental setup
An overlooked aspect of our discussion so far is
whether the discrepancy between indicators high-
lighted in §4 can be mitigated. Since we trained
our classifiers to match the consensus among an-
notators, any probability mass not assigned to the
majority label is penalized. As a result, classifiers
default to assigning most of their probability mass
to a single label. That is, they may be poorly cal-
ibrated in the sense of Guo et al. (2017), and the
probabilities that they assign might not reflect the
probability of the model being correct. As Baan
et al. (2022) discuss, measuring calibration for am-
biguous labels is not possible in practice as metrics
such as ECE explicitly assume the existence of a
single valid label. Baan et al. instead advocate to
measure how well the model’s distribution aligns

4See in Tables 9 and 10 in §B.2 for detailed results.
5Conversely, we can still identify a small subset of data-

points with low human dissensus but high model failure rates.

with human label variation.6 We thus expect that
directly optimizing the classifiers to match the em-
pirical human label variation will remedy this issue.
We refer to this approach as training with ‘soft’ con-
tinuous labels, instead of ‘hard’ categorical labels.

For these experiments we use DynaSent (Potts
et al., 2021), which also allows us to assess whether
out results generalize beyond NLI. DynaSent is
a sentiment analysis dataset built incrementally
through several rounds of adversarial data collec-
tion, featuring four sentiment classes: positive, neg-
ative, neutral or mixed. Each datapoint is annotated
by five crowd-workers, providing a first-order ap-
proximation of human label variation. We focus
on the round 1 data to train classifiers using either
hard or soft labels as targets. A potential challenge
is label imbalance, which has been linked to ex-
ample difficulty (Ho and Basu, 2002). Therefore,
we convert the dataset to a ternary label scheme by
removing all datapoints that at least one annotator
marked as ‘mixed,’ then subsample the dataset to
guarantee an equal distribution of positive, neutral
and negative labels. We defer a replication of this
experiment on the original dataset to Appendix B.4
and focus on this re-balanced version below.

Dataset Variant Train Val Test

DynaSent Re-balanced 32 001 3066 3027
All labeled (§B.4) 84 388 3600 3600

Table 4: Dataset statistics for Dynasent.

This re-balancing procedure severely limits the
size of our dataset to roughly 32K training in-
stances, see Table 4. We report results on this
re-balanced dataset, using the same PLM pools as
in our previous experiments. Given the limited
data, we train 1B pool models on the full dataset,
and report results across 3 runs, whereas we only
train 1 seed for each of the 24 models from Turc
et al. (2019) in our homogeneous pool.

5.2 Results
Table 5 summarizes the correlation between model-
based and human-based indicators on Dynasent.
Due to the dataset’s structure—specifically the lim-
ited number of annotations per datapoint and their
majority label selection—Hent and Hdis are per-
fectly correlated. We replicate observations made
for NLI in §4: When training the classifiers us-
ing hard labels, we observe a clear divide between
reference-free and reference-dependent indicators.

6This is similar to what we present in Tables 2 and 3.
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<1B pool 1B pool
soft hard soft hard

Mdis 0.0679 0.0654 0.1553 0.1435
Ment 0.0708 0.0631 0.1606 0.1463
Mavg ent 0.1395 0.1266 0.1996 0.1206
MCP α=0.05 0.1223 0.1075 0.1904 0.1386
MCP α=0.1 0.1177 0.0998 0.1836 0.1349
MCP α=0.2 0.1100 0.0813 −0.0871 −0.1262

Mref
fail 0.1286 0.1156 0.1858 0.1764

Mref
1st layer 0.1319 0.1235 0.2016 0.1928

Mref
1st ckpt 0.1313 0.1137 0.2016 0.1907

Mref
avg ckpt 0.1268 0.1133 0.1865 0.1780

Mref
avg ckpt p 0.1504 0.1360 0.2257 0.1893

Table 5: Spearman’s ρ between model-based indicators
vs. human-based (entropy) indicator on DynaSent.

Using soft labels yields obvious improvements
for some of the reference-free indicators: In par-
ticular MCP and Mavg ent are in some case com-
petitive with reference-dependent metrics. It is
however crucial to highlight that results remain
volatile, as attested by the anti-correlations yielded
by MCP α=0.2;7 remark also that the optimal risk
tolerance α we observe on DynaSent is 0.05, in-
stead of 0.1 as we observed for NLI models. Nor
is the gap between reference-free and reference-
dependent metrics fully mitigated: In all cases, the
reference-dependent indicator Mref

avg ckpt p outper-
forms all other indicators. Taking stock of which
indicators strongly benefit from soft-label train-
ings (viz. MCP, Mavg ent and Mref

avg ckpt p), we re-
mark that they are derived from the probability
distribution, rather than its argmax. Soft labels
foster distributions that are more in line with hu-
man label variation, but this might not suffice to
fully bridge the gap between reference-free and
reference-dependent indicators.8

6 Discussion

Our study of how different indicators of data com-
plexity correlate to one another has shown a some-
what perplexing picture worth diving into. As
we have established, model-based indicators align
poorly with human-based indicators — while we
often observe positive correlations, their magni-
tudes are low. Defining model-based indicators
with respect to human majority labels partially nar-

7There are several possibility as to what causes this unex-
pected pattern for MCP α=0.2; we consider in particular the
small size of the dataset as the behavior is not reproduced
when training on the non-subsampled dataset, cf. §B.4.

8This is also in line with the fact that reference-free indica-
tors derived from classifiers trained on soft labels still conflate
success and failure, as shown in §B.2, Table 11.

rows the gap between the two, primarily because
reference-free indicators often converge on a sin-
gle label, regardless of its alignment with human
preferences or the strength of consensus within
the annotator pool. Within the reference-free in-
dicators, we can also tentatively distinguish two
subgroups: assessments that rely only on the pool
of models considered (eqs. (3) and (4)) appear to
have a distinct profile from those which rely on
more complex statistics, such as CP set sizes or
entropy (eqs. (5) and (6)). For CP specifically, it is
worth stressing that desiderata in terms of coverage
can also entail significant variability.

Training classifiers to directly predict human
label variation does not fully bridge the gap be-
tween reference-free and reference-dependent in-
dicators, and only improves correlations with hu-
man assessment for indicators that do not summa-
rize an model’s distribution to its argmax. Mod-
els often overwhelmingly agree on labels that lack
humans annotator consensus, and factoring in hu-
man preferences in indicators is necessary though
not sufficient for bridging the gap between human-
based and model-based assessments difficulty. This
underscores a critical limitation of the current
research landscape: Reference-free approaches
such as CP or entropy are at odds with reference-
dependent approaches (e.g., Swayamdipta et al.,
2020; Baldock et al., 2021), in that the former con-
flate failures and successes.9

Practical engineering recommendations also
emerge from our observations. Authors interested
in developing automated assessments of data com-
plexity in line with human assessments should fa-
vor (i) training models on soft labels, (ii) factoring
in the actual probability distribution of the model,
and (iii) leveraging the human label distribution,
e.g., through the majority label.

In all, the present observations highlight a dis-
connect in the current literature. If data uncertainty
is to be accounted for by factors such as noise, am-
biguity or label overlap during data collection —
factors that we also expect to weigh in on measure-
ments of linguistic disagreement — then there is
a need to reconcile this line of thought with the
limited predictability of model-based assessments
of data complexity from annotators’ preferences.

9A related train of thought that can shed more light on
our observations consists in considering which factors shape
model decisions. See §B.3 for a discussion.
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7 Conclusions

We present a study with 11 indicators and 29 mod-
els, which show that human-based assessments of
difficulty need not align with model-based assess-
ments (Pavlick and Kwiatkowski, 2019) and that
model-based assessments exhibit stark differences
according to whether they factor in human pref-
erences. Data complexity and annotator disagree-
ments, as assessed by model-based indicators or
annotator label distribution, have clearly distinct
behaviors, despite the overlap the literature posits
(Lalor et al., 2018). This calls for replication of our
study in other settings, other tasks, other languages,
etc.: Establishing the prevalence of the confound
we identify remains a topic for future work.

Lastly, our findings also question practices
adopted by the field. If we are to posit a sharp
distinction between data complexity as exempli-
fied by Swayamdipta et al. (2020) or Baldock et al.
(2021), vs. uncertainty as captured by e.g. confor-
mal prediction methods, then we need to explain
why said data complexity is more in line with an-
notator disagreement than CP-based estimates of
uncertainty. Likewise, model-based estimates used
in active learning (e.g. Schröder et al., 2022; Baum-
ler et al., 2023) do not align with all definitions of
uncertainty, especially label uncertainty as assessed
through inter-annotator agreements. Such an exer-
cise in terminology is a necessary step forward if
we are to address challenges such as disentangling
sources of uncertainty (Mucsányi et al., 2024) or
leveraging uncertainty as a richer training signal
(Basile et al., 2021; Palomaki et al., 2018).
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Limitations

We identify two core limitations on our findings.
First, the present study relies on two datasets,

namely the ChaosNLI re-annotation by Nie et al.
(2020) and the DynaSent dataset of Potts et al.
(2021). While this limits the usefulness of our find-
ings, and entails that our results might not carry on
to other setups, we believe this choice is practically
necessary (in that very few datasets are available
with a training split large enough to easily train clas-
sifiers). It is in fact debatable whether DynaSent

squarely meets all desiderata, since its validation
split might not contain a rich enough set of an-
notations to accurately capture human label varia-
tion: DynaSent only collects five judgments from
crowd workers, which Nie et al. (2020) shows to
be unreliable. On a practical level, this also means
that there are many human-based indicators that
we have ignored; e.g., the ‘complicated’ label of
Jiang and de Marneffe (2022) or other explicit self-
reports of uncertainty from the annotators could
yield valuable insight that would contrast with the
label distribution–based indicators we consider in
eqs. (1) and (2); conversely, we have not consid-
ered metrics defined with respect to the dataset its
in entirety (e.g. Ethayarajh et al., 2022). Of course,
all studies need to define their scope: In our case,
more can always be done to integrate other data
uncertainty/difficulty indicators from a wider range
of studies, beyond the key ones we study here (viz.
Nie et al., 2020; Vovk et al., 2005; Baldock et al.,
2021; Swayamdipta et al., 2020).

Second, we rely on pool of models that have
not been individually optimized for the task they
are tested on. This point bears further discussion:
As we identify in Table 8, a major driver of the
difference between reference-free and reference-
dependent indicators is whether or not the classifier
correctly identifies the gold label; and it therefore
stands to reason that better trained classifiers may
exhibit different patterns. There are however three
key facts to stress here. First, hyperparameter tun-
ing over a large pool of models (24 BERT variants
from (Turc et al., 2019), plus 25 1B PLMs–based
classifiers, on three different datasets) is computa-
tionally prohibitive and would actively hinder the
reproducibility of our experiments, which justifies
the practice of limiting hyperparameter searches.
Second, our discussion pertains to the general use-
fulness of the indicators, rather than the fitness of
the models — or in other words, it is reasonable
to expect of indicators of data complexity that they
be robust enough to be deployed with less-than-
top-of-the-leaderboard models. Third, going by
Table 8, the main driver for the limited correlation
between the different groups of model-based indi-
cators is their failure, i.e., the main insight is that
we would observe higher correlations if the models
never failed, which is not a very realistic standard
to expect from NLP systems. While we believe this
justifies our approach, it is quite plausible that the
exact results as reported here would shift towards
higher correlations with human assessments should
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the models reach higher accuracy scores.
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A Implementation details

Our use of all preexisting research artifacts is con-
sistent with their corresponding licenses. We trust
creators of said artifacts to have handled any per-
sonally identifying information that the artifacts
may contain.

We also provide our code for replication pur-
poses at this link.

A.1 Data

As noted above, we use SNLI (Bowman et al.,
2015: retrieved from HuggingFace), MNLI
(Williams et al., 2018, retrieved from Hugging-
Face), ChaosNLI (Nie et al., 2020; retrieved from
GitHub) and DynaSent (Potts et al., 2021, retrieved
from GitHub, round 1 data). We remove items with-
out public labels from SNLI and MNLI, as well as
datapoints with no majority label from DynaSent.

Data shuffling was seeded (with fixed random
seeds per runs) for DynaSent experiments so as to
guarantee strictly comparable training conditions
between soft and hard label experiments.

A.2 Models

All models are implemented with HuggingFace
(HF; Wolf et al., 2020; Lhoest et al., 2021). As
per default HF implementations, for the 1B pool
of models, classifiers rely on the last token in the
input; for the <1B model pool, we use the first
token. All experiments are supervised full fine-
tuning processes using learned linear projections as
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classification heads. Models are trained on a V100
NVIDIA GPU, for an individual runtime of ≤15
hours for any individual model.

All classifier heads for DynaSent were initialized
(with fixed random seeds per run) so as to guarantee
strictly comparable training conditions between
soft and hard label experiments.

Number of epochs 2

Batch size 16

(a) Hyperparameters, <1B SNLI models

Number of epochs 10

Batch size 16

(b) Hyperparameters, 1B SNLI models

Number of epochs 5

Batch size 1

Gradient accumulation 16

Warmup ratio 0.1

(c) Hyperparameters, all DynaSent models

Number of epochs 5

Batch size 1

Gradient accumulation 16

Warmup ratio 0.1

Learning rate 1e-6

(d) Hyperparameters, all MNLI models

Table 6: Hyperparameters for all models considered

Hyperparameters are listed in Table 6. Any hy-
perparameter not listed in Table 6 was left to its
default value as listed in the HF documentation.

B Supplementary results

B.1 Non-linear relationship of human-based
indicators and model-based indicators

To get a better grasp on the magnitude of the dif-
ference highlighted in Tables 2 and 3, we can turn
to residual analyses. We fit a linear regression, at-
tempting to predict one indicator from another, and
measure the proportion of variance that this linear
model can explain using a coefficient of determi-
nation R2. Corresponding values are shown in Ta-
ble 7, with Table 7a focusing on the <1B group and
Table 7b the 1B group. In short,R2 are never above
20%, and often below 10% for reference-free met-
rics, suggesting that at least 80% of the behavior
of our model-based indicators cannot be accounted
for with human-based indicators alone. In this
case as well, we can observe a difference between

Hdis Hent

Mdis 0.0475 0.0595
Ment 0.0592 0.0775
Mavg ent 0.1218 0.1521
MCP α=0.05 0.1015 0.1396
MCP α=0.1 0.1142 0.1416
MCP α=0.2 0.0939 0.1055

Mref
fail 0.1568 0.1592

Mref
1st layer 0.1441 0.1383

Mref
1st ckpt 0.1802 0.1898

Mref
avg ckpt 0.1524 0.1576

M+ref
avg ckpt p 0.1799 0.1924

(a) <1B models

Hdis Hent

Mdis 0.0314 0.0379
Mavg ent 0.0575 0.0790
Ment 0.0388 0.0477
MCP α=0.05 0.0536 0.0766
MCP α=0.1 0.0573 0.0795
MCP α=0.2 0.0465 0.0616

Mref
fail 0.1109 0.1223

Mref
1st layer 0.1147 0.1313

Mref
1st ckpt 0.1186 0.1356

Mref
avg ckpt 0.1072 0.1209

M+ref
avg ckpt p 0.1175 0.1347

(b) 1B models

Table 7: Proportion of explained variance (R2) of linear
regressions predicting a model-based indicator from a
human-based indicator.

reference-free and reference-dependent indicators:
As one would expect, reference-dependent indica-
tors yield quantitatively higher R2 scores, suggest-
ing they are (marginally) more in line with human
indicators. It is worth highlighting that out of all
the reference-free indicators, conformal prediction
set sizes and average model entropy scores tend to
be the most in line with human judgments. This
echoes our earlier remarks on the reference-free
indicators being partitioned in two sub-groups, and
suggests that more elaborate statistical estimators
may mitigate some of the discrepancy we observe
between human-based and model-based indicators.

B.2 Interaction of model-based indicators and
model success

A more formal statement of the argument shown
in Figure 1 is that we observe higher correlations
when comparing two model-based indicators than
when comparing human-based to model-based in-
dicators, although correlations remain smaller than
what we observe when comparing indicators within
the same group. This can be seen in Table 8 for
SNLI, where the values are clearly below what
we observe within any subgroup of indicators, but
higher than what we summarized in Table 2.

To show that all of our reference-free indicators
conflate model-success and failure, we can break
down observations depending on whether over 50%
of the model pool produces the majority label of
the human annotator pools. Recomputing corre-
lations for each subgroup yields systematic nega-
tive correlations when the models tend to fail, and
systematic positive correlations when the models
tend to succeed according to the majority labels, as
summarized in Tables 9 to 11 — informally, corre-
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Mref
fail Mref

1st layer Mref
1st ckpt Mref

avg ckpt Mref
avg ckpt p

Mdis 0.6190 0.5098 0.6053 0.6091 0.5986
Ment 0.6212 0.5133 0.6083 0.6117 0.6035
Mavg ent 0.5904 0.4973 0.6221 0.5876 0.6428
MCP α=0.05 0.4602 0.3762 0.4845 0.4585 0.5206
MCP α=0.1 0.4601 0.3748 0.4881 0.4572 0.5044
MCP α=0.2 0.3546 0.3170 0.3747 0.3504 0.3623

(a) <1B models

Mref
fail Mref

1st layer Mref
1st ckpt Mref

avg ckpt Mref
avg ckpt p

Mdis 0.5154 0.4966 0.5029 0.5035 0.5048
Ment 0.5168 0.4984 0.5047 0.5073 0.5127
Mavg ent 0.5292 0.5419 0.5468 0.5292 0.5560
MCP α=0.05 0.4860 0.4958 0.4972 0.4916 0.5286
MCP α=0.1 0.5216 0.5290 0.5353 0.5241 0.5527
MCP α=0.2 0.5232 0.5338 0.5437 0.5188 0.5338

(b) 1B models

Table 8: Spearman correlation between reference-
dependent and reference-free indicators.

lations form the ‘left leg’ of the inverted U-shape
distributions, and anti-correlation the ‘right leg.’

We have already mentioned the surprising anti-
correlation of MCP α=0.2 on DynaSent within the
1B pool in the main body of the text, here we see
that this unexpected behavior also impacts its joint
distributions. Another case worth highlighting con-
cerns MCP α=0.05 on MNLI within the 1B pool:
correlations and anti-correlations are of remarkably
lower magnitudes, which suggests that this specific
indicator is not in line with any of the reference-
dependent indicators we consider. This is in line
with our remarks that the exact setup considered
always plays a key role. More broadly, these ob-
servations largely confirm our claims in the main
body of this article: We find that in most cases, the
discrepancy between reference-free and reference-
dependent indicators is due to the former conflating
model success and model failure.

B.3 Factors shaping model dissensus

We can also leverage the different pools of mod-
els to assess how their factors of variation might
impact data complexity metrics. In particular, our
heterogeneous group of 1B models was defined
with respect to different PLMs and training subsets,
and therefore we can measure whether pretrain-
ing conditions are more impactful than supervised
fine-tuning data. In practice, we can measure how
likely it is that two predictions for a specific dat-
apoint will match, given that they were made by
classifiers trained from the same model or by clas-
sifiers trained on the same training subset of SNLI.
This can be measured using common language ef-
fect sizes derived from a Mann-Whitney U test.

Doing so suggests a statistically significant effect
from both splits and models (p < 10−44) with
a very small effect size (f ≈ 51.2%) on SNLI.
On MNLI, we find a somewhat stronger effect
(f = 53.10%, p < ϵ) when considering classifiers
derived from the same PLM; as for the training data,
it appears to yield the opposite effect, though with
a much higher p-value (f = 49.77%, p < 10−3);
i.e., any two different PLMs trained on the same
split tend to disagree more than other pair of mod-
els. For DynaSent, recall we have no sub-splits to
experiment with; however we do find a positive ef-
fect when considering classifiers derived from the
same PLMs (f = 53.63%, p < ϵ). In short, there
is some evidence that classifiers derived from the
same PLM tend to make similar predictions.

Our homogeneous <1B pool also allows us to
look into whether responses are more likely to dif-
fer for two models with a larger difference in num-
ber of parameters. To test this, we can measure
the likelihood of the parameter count difference be-
ing larger when the predictions differ using U tests.
Doing so, we can observe a common language ef-
fect size of f = 45.96% on SNLI, f = 45.63% on
MNLI, and f = 45.69% on DynaSent. We can like-
wise observe a similar effect when focusing on our
heterogeneous pool: we find a common language
effect size of f = 48.90% for SNLI, f = 45.63%
for MNLI, and f = 43.72% on DynaSent. In other
words, predictions that match tend to come from
models with more similar parameter counts.

B.4 Replication of DynaSent experiments
without re-balancing

For the sake of exhaustiveness, we include experi-
mental results derived all usable datapoints in Dy-
naSent, i.e., without applying the label re-balancing
step we detail in §5. This entails several key differ-
ences. In particular, we now consider a classifica-
tion with imbalanced labels among four possible
classes (instead of three evenly split classes as per
§5), but have access to more data to fit our clas-
sifiers. Also note that by construction Potts et al.
(2021) exclude datapoints classified by a majority
of annotators as ‘mixed’ from the test sets, mean-
ing there is a clear distributional shift between train
and test.

Comparisons between model-based and human-
based indicators are shown in Table 12. The main
point to be stressed is that we replicate the core
findings stressed in the main body of the text, with
two key differences. First, we do not observe an
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Mref
fail Mref

1st layer Mref
1st ckpt Mref

avg ckpt Mref
avg ckpt p

Mdis −0.8508 −0.8518 −0.8461 −0.8085 −0.7631
Ment −0.7933 −0.7930 −0.7863 −0.7551 −0.7007
Mavg ent −0.5969 −0.5617 −0.5390 −0.5828 −0.5941
MCP α=0.05 −0.3958 −0.3876 −0.3874 −0.3736 −0.3552
MCP α=0.1 −0.4965 −0.4640 −0.4670 −0.4833 −0.4824
MCP α=0.2 −0.4392 −0.4014 −0.3974 −0.4297 −0.4403

(a) <1B models, datapoints where most models fail

Mref
fail Mref

1st layer Mref
1st ckpt Mref

avg ckpt Mref
avg ckpt p

Mdis 0.9507 0.6920 0.9187 0.9213 0.8859
Ment 0.9489 0.6912 0.9177 0.9201 0.8873
Mavg ent 0.8202 0.5998 0.8760 0.8123 0.9371
MCP α=0.05 0.5833 0.4026 0.6342 0.5763 0.7053
MCP α=0.1 0.6237 0.4339 0.6775 0.6156 0.7166
MCP α=0.2 0.4985 0.4016 0.5317 0.4866 0.5165

(b) <1B models, datapoints where most models succeed

Mref
fail Mref

1st layer Mref
1st ckpt Mref

avg ckpt Mref
avg ckpt p

Mdis −0.7761 −0.7593 −0.7737 −0.7136 −0.6838
Ment −0.7131 −0.7075 −0.7174 −0.6539 −0.6140
Mavg ent −0.5615 −0.5264 −0.5283 −0.5303 −0.5111
MCP α=0.05 −0.3670 −0.3633 −0.3515 −0.3389 −0.3037
MCP α=0.1 −0.4761 −0.4565 −0.4575 −0.4453 −0.4182
MCP α=0.2 −0.6427 −0.5836 −0.5967 −0.6156 −0.6116

(c) 1B models, datapoints where most models fail

Mref
fail Mref

1st layer Mref
1st ckpt Mref

avg ckpt Mref
avg ckpt p

Mdis 0.9536 0.8928 0.9159 0.9003 0.8934
Ment 0.9464 0.8891 0.9107 0.8980 0.8962
Mavg ent 0.8803 0.8955 0.9116 0.8694 0.9315
MCP α=0.05 0.7748 0.7939 0.7971 0.7759 0.8546
MCP α=0.1 0.8546 0.8601 0.8816 0.8491 0.9103
MCP α=0.2 0.8996 0.8982 0.9320 0.8799 0.9166

(d) 1B models, datapoints where most models succeed

Table 9: Spearman correlation on SNLI data between reference-dependent and reference-free indicators of data
complexity, broken down by average model success or failure.

Mref
fail Mref

avg ckpt Mref
1st ckpt Mref

1st layer Mref
avg ckpt p

Mdis −0.7676 −0.7625 −0.7812 −0.6911 −0.7380
Ment −0.7322 −0.7301 −0.7469 −0.6487 −0.7034
Mavg ent −0.5241 −0.5130 −0.5148 −0.5189 −0.5044
MCP α=0.05 −0.3463 −0.3307 −0.3484 −0.3289 −0.3320
MCP α=0.1 −0.4079 −0.3930 −0.4083 −0.3964 −0.3930
MCP α=0.2 −0.5070 −0.4949 −0.5013 −0.5041 −0.4915

(a) <1B models, datapoints where most models fail

Mref
fail Mref

avg ckpt Mref
1st ckpt Mref

1st layer Mref
avg ckpt p

Mdis 0.9747 0.8189 0.9593 0.9276 0.9345
Ment 0.9623 0.8053 0.9484 0.9294 0.9281
Mavg ent 0.7828 0.7236 0.8000 0.9118 0.7530
MCP α=0.05 0.5770 0.5819 0.5857 0.7120 0.5664
MCP α=0.1 0.6581 0.6282 0.6680 0.7971 0.6466
MCP α=0.2 0.7559 0.6753 0.7693 0.8888 0.7386

(b) <1B models, datapoints where most models succeed

Mref
fail Mref

1st layer Mref
1st ckpt Mref

avg ckpt Mref
avg ckpt p

Mdis −0.8044 −0.7910 −0.8041 −0.7773 −0.7784
Ment −0.7594 −0.7457 −0.7640 −0.7346 −0.7320
Mavg ent −0.5422 −0.4933 −0.4884 −0.5259 −0.5365
MCP α=0.05 −0.1415 −0.1186 −0.1614 −0.1246 −0.1106
MCP α=0.1 −0.3913 −0.3610 −0.4014 −0.3724 −0.3706
MCP α=0.2 −0.5293 −0.4843 −0.5179 −0.5155 −0.5182

(c) 1B models, datapoints where most models fail

Mref
fail Mref

1st layer Mref
1st ckpt Mref

avg ckpt Mref
avg ckpt p

Mdis 0.9767 0.8951 0.9413 0.9447 0.9459
Ment 0.9635 0.8875 0.9309 0.9337 0.9358
Mavg ent 0.7414 0.7345 0.7863 0.7339 0.7532
MCP α=0.05 0.0547 0.0540 0.0366 0.0432 0.0330
MCP α=0.1 0.5058 0.5204 0.5220 0.4995 0.5159
MCP α=0.2 0.6734 0.6806 0.7091 0.6661 0.6936

(d) 1B models, datapoints where most models succeed

Table 10: Spearman correlation on MNLI data between reference-dependent and reference-free indicators of data
complexity, broken down by average model success or failure.

anti-correlation for MCP α=0.2 within the 1B pool
pof models. Second, the use of soft labels does
not appear to be beneficial to any indicator derived
from the <1B pool of models. Soft labels do remain
useful to 1B models, and we still observe that soft
labels are not sufficient for reference-free indicators
to systematically bridge the gap separating them
from reference-dependent indicators.

We further include evidence for the inverted U-
shapes of the joint distributions of reference-free
and reference-dependent indicators in Table 13. Re-
marks similar to what we already discussed in §B.2
can be made.

Overall, this supplementary experiment suggests
an interesting perspective for future work: Label-
imbalance does impact our indicators, as Ho and
Basu (2002) suggest, but its exact effects appear to
be contingent on the exact pool of models under
consideration.
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Mref
fail Mref

1st layer Mref
1st ckpt Mref

avg ckpt Mref
avg ckpt p

Mdis −0.7329 −0.6892 −0.7323 −0.6989 −0.6435
Ment −0.6539 −0.6259 −0.6519 −0.6287 −0.5509
Mavg ent −0.2106 −0.2094 −0.1926 −0.1969 −0.2094
MCP α=0.05 −0.2056 −0.2213 −0.1903 −0.2089 −0.1463
MCP α=0.1 −0.2449 −0.2595 −0.2248 −0.2454 −0.2067
MCP α=0.2 −0.3730 −0.3801 −0.3465 −0.3658 −0.3743

(a) <1B models, soft labels, datapoints where most models
fail

Mref
fail Mref

1st layer Mref
1st ckpt Mref

avg ckpt Mref
avg ckpt p

Mdis 0.9777 0.9115 0.9666 0.9452 0.7375
Ment 0.9502 0.9039 0.9406 0.9231 0.7442
Mavg ent 0.4917 0.5037 0.5107 0.4592 0.9306
MCP α=0.05 0.5433 0.5904 0.5592 0.5280 0.8927
MCP α=0.1 0.6237 0.6439 0.6423 0.6005 0.9367
MCP α=0.2 0.7351 0.7151 0.7542 0.7032 0.8975

(b) <1B models, soft labels, datapoints where most models
succeed

Mref
fail Mref

1st layer Mref
1st ckpt Mref

avg ckpt Mref
avg ckpt p

Mdis −0.7420 −0.7208 −0.7437 −0.7178 −0.6310
Ment −0.6792 −0.6705 −0.6804 −0.6559 −0.5609
Mavg ent −0.3213 −0.3350 −0.3053 −0.2978 −0.2991
MCP α=0.05 −0.3062 −0.3126 −0.2906 −0.2945 −0.2432
MCP α=0.1 −0.3848 −0.3805 −0.3664 −0.3747 −0.3465
MCP α=0.2 −0.4875 −0.4821 −0.4647 −0.4793 −0.4771

(c) <1B models, hard labels, datapoints where most models
fail

Mref
fail Mref

1st layer Mref
1st ckpt Mref

avg ckpt Mref
avg ckpt p

Mdis 0.9832 0.8659 0.9580 0.9454 0.6924
Ment 0.9692 0.8547 0.9448 0.9337 0.7022
Mavg ent 0.4628 0.4438 0.4835 0.4602 0.9265
MCP α=0.05 0.4725 0.4379 0.4943 0.4837 0.8639
MCP α=0.1 0.6116 0.5831 0.6318 0.6129 0.9209
MCP α=0.2 0.7380 0.7528 0.7509 0.7194 0.8124

(d) <1B models, hard labels, datapoints where most models
succeed

Mref
fail Mref

1st layer Mref
1st ckpt Mref

avg ckpt Mref
avg ckpt p

Mdis −0.8089 −0.7620 −0.7934 −0.7572 −0.7499
Ment −0.7167 −0.6897 −0.7127 −0.6785 −0.6616
Mavg ent −0.4201 −0.3365 −0.3031 −0.4281 −0.4268
MCP α=0.05 −0.4268 −0.3579 −0.3555 −0.4238 −0.4122
MCP α=0.1 −0.4366 −0.3594 −0.3407 −0.4470 −0.4430
MCP α=0.2 0.3924 0.3417 0.2990 0.4006 0.3996

(e) 1B models, soft labels, datapoints where most models fail

Mref
fail Mref

1st layer Mref
1st ckpt Mref

avg ckpt Mref
avg ckpt p

Mdis 0.8681 0.7185 0.8442 0.8292 0.7854
Ment 0.8666 0.7170 0.8425 0.8279 0.7849
Mavg ent 0.7937 0.7843 0.8146 0.7943 0.9399
MCP α=0.05 0.7935 0.7715 0.8166 0.7923 0.9239
MCP α=0.1 0.8056 0.7311 0.8328 0.7980 0.8688
MCP α=0.2 −0.3794 −0.3613 −0.3880 −0.3715 −0.4033

(f) 1B models, soft labels, datapoints where most models
succeed

Mref
fail Mref

1st layer Mref
1st ckpt Mref

avg ckpt Mref
avg ckpt p

Mdis −0.8121 −0.7822 −0.8183 −0.7466 −0.5481
Ment −0.7233 −0.7044 −0.7384 −0.6693 −0.4481
Mavg ent −0.4584 −0.4193 −0.4118 −0.4364 −0.2267
MCP α=0.05 −0.4693 −0.4369 −0.4026 −0.4593 −0.3371
MCP α=0.1 −0.4678 −0.3731 −0.3376 −0.4844 −0.5469
MCP α=0.2 0.2795 0.2400 0.2432 0.2634 0.0669

(g) 1B models, hard labels, datapoints where most models
fail

Mref
fail Mref

1st layer Mref
1st ckpt Mref

avg ckpt Mref
avg ckpt p

Mdis 0.8522 0.7383 0.8303 0.8231 0.8084
Ment 0.8510 0.7372 0.8289 0.8220 0.8073
Mavg ent 0.7860 0.6693 0.8113 0.7770 0.8519
MCP α=0.05 0.7091 0.5812 0.7301 0.7074 0.7697
MCP α=0.1 0.7794 0.6588 0.8057 0.7729 0.8225
MCP α=0.2 −0.5255 −0.4794 −0.5538 −0.5172 −0.5332

(h) 1B models, hard labels, datapoints where most models
succeed

Table 11: Spearman correlation on DynaSent re-balanced data between reference-dependent and reference-free
indicators of data complexity, broken down by average model success or failure.

<1B pool 1B pool
soft hard soft hard

Mdis 0.0695 0.0699 0.1380 0.1332
Ment 0.0712 0.0801 0.1449 0.1368
Mavg ent 0.1415 0.1301 0.2081 0.1320
MCP α=0.05 0.1278 0.1265 0.1881 0.1533
MCP α=0.1 0.1292 0.1251 0.1952 0.1557
MCP α=0.2 0.1247 0.1087 0.0294 0.0709

Mref
fail 0.1399 0.1426 0.1709 0.1725

Mref
1st layer 0.1239 0.1205 0.2013 0.1843

Mref
1st ckpt 0.1411 0.1438 0.1990 0.2006

Mref
avg ckpt 0.1344 0.1370 0.1740 0.1749

Mref
avg ckpt p 0.1627 0.1605 0.2214 0.1885

Table 12: Spearman’s ρ between model-based indicators
vs. human-based (entropy) indicator on DynaSent.
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Mref
fail Mref

1st layer Mref
1st ckpt Mref

avg ckpt Mref
avg ckpt p

Mdis −0.7786 −0.7574 −0.7875 −0.7709 −0.7041
Ment −0.7339 −0.7202 −0.7402 −0.7327 −0.6448
Mavg ent −0.5347 −0.5086 −0.5059 −0.5460 −0.5116
MCP α=0.05 −0.4914 −0.4610 −0.4673 −0.5049 −0.4600
MCP α=0.1 −0.4963 −0.4701 −0.4672 −0.5090 −0.4741
MCP α=0.2 −0.5433 −0.5288 −0.5146 −0.5535 −0.5470

(a) <1B models, soft labels, datapoints where most models
fail

Mref
fail Mref

1st layer Mref
1st ckpt Mref

avg ckpt Mref
avg ckpt p

Mdis 0.9449 0.9100 0.9416 0.9312 0.8865
Ment 0.9366 0.9106 0.9342 0.9246 0.8953
Mavg ent 0.7411 0.7966 0.7566 0.7283 0.9544
MCP α=0.05 0.7115 0.7870 0.7242 0.7040 0.9270
MCP α=0.1 0.7390 0.7973 0.7539 0.7286 0.9453
MCP α=0.2 0.7873 0.8189 0.8038 0.7734 0.9493

(b) <1B models, soft labels, datapoints where most models
succeed

Mref
fail Mref

1st layer Mref
1st ckpt Mref

avg ckpt Mref
avg ckpt p

Mdis −0.7997 −0.7526 −0.7957 −0.7885 −0.7217
Ment −0.7568 −0.7154 −0.7514 −0.7528 −0.6680
Mavg ent −0.5807 −0.5388 −0.5483 −0.5938 −0.5507
MCP α=0.05 −0.5090 −0.4579 −0.4805 −0.5251 −0.4749
MCP α=0.1 −0.5107 −0.4721 −0.4826 −0.5213 −0.4944
MCP α=0.2 −0.5565 −0.5299 −0.5244 −0.5622 −0.5710

(c) <1B models, hard labels, datapoints where most models
fail

Mref
fail Mref

1st layer Mref
1st ckpt Mref

avg ckpt Mref
avg ckpt p

Mdis 0.9432 0.8761 0.9376 0.9227 0.8878
Ment 0.9361 0.8817 0.9321 0.9181 0.8963
Mavg ent 0.7925 0.8090 0.8104 0.7838 0.9691
MCP α=0.05 0.7427 0.7817 0.7596 0.7381 0.9363
MCP α=0.1 0.7608 0.7840 0.7788 0.7509 0.9467
MCP α=0.2 0.8146 0.8096 0.8327 0.7989 0.9506

(d) <1B models, hard labels, datapoints where most models
succeed

Mref
fail Mref

1st layer Mref
1st ckpt Mref

avg ckpt Mref
avg ckpt p

Mdis −0.7581 −0.6938 −0.7591 −0.6973 −0.4618
Ment −0.6731 −0.6259 −0.6856 −0.6202 −0.3616
Mavg ent −0.4073 −0.3155 −0.3829 −0.4030 −0.1180
MCP α=0.05 −0.3711 −0.2924 −0.3530 −0.3667 −0.1134
MCP α=0.1 −0.5794 −0.4849 −0.4691 −0.5806 −0.5778
MCP α=0.2 −0.0654 −0.0862 0.0103 −0.0663 −0.3327

(e) 1B models, soft labels, datapoints where most models fail

Mref
fail Mref

1st layer Mref
1st ckpt Mref

avg ckpt Mref
avg ckpt p

Mdis 0.8672 0.6965 0.8362 0.8318 0.7920
Ment 0.8654 0.6956 0.8342 0.8304 0.7923
Mavg ent 0.7803 0.7605 0.8099 0.7799 0.9346
MCP α=0.05 0.7380 0.7007 0.7687 0.7377 0.8975
MCP α=0.1 0.7746 0.7023 0.8199 0.7700 0.8823
MCP α=0.2 0.1686 0.0856 0.1970 0.1647 0.1396

(f) 1B models, soft labels, datapoints where most models
succeed

Mref
fail Mref

1st layer Mref
1st ckpt Mref

avg ckpt Mref
avg ckpt p

Mdis −0.7523 −0.7232 −0.7450 −0.7109 −0.6883
Ment −0.6754 −0.6490 −0.6772 −0.6430 −0.6104
Mavg ent −0.4985 −0.4198 −0.3943 −0.4953 −0.4814
MCP α=0.05 −0.4228 −0.3493 −0.3663 −0.4268 −0.4001
MCP α=0.1 −0.4657 −0.3925 −0.3999 −0.4716 −0.4440
MCP α=0.2 −0.3062 −0.2508 −0.2484 −0.3039 −0.3090

(g) 1B models, hard labels, datapoints where most models
fail

Mref
fail Mref

1st layer Mref
1st ckpt Mref

avg ckpt Mref
avg ckpt p

Mdis 0.8574 0.7466 0.8239 0.8221 0.8170
Ment 0.8550 0.7449 0.8212 0.8196 0.8148
Mavg ent 0.7639 0.6358 0.7988 0.7506 0.8091
MCP α=0.05 0.7023 0.6103 0.7234 0.7026 0.7357
MCP α=0.1 0.7482 0.6241 0.7769 0.7438 0.7884
MCP α=0.2 0.4830 0.4154 0.4977 0.4782 0.4898

(h) 1B models, hard labels, datapoints where most models
succeed

Table 13: Spearman correlation on DynaSent data (without label re-balancing) between reference-dependent and
reference-free indicators of data complexity, broken down by average model success or failure.
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