
Proceedings of the 63rd Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers), pages 5095–5114
July 27 - August 1, 2025 ©2025 Association for Computational Linguistics

Optimizing Decomposition for Optimal Claim Verification

Yining Lu Noah Ziems Hy Dang Meng Jiang
University of Notre Dame

South Bend, IN
ylu33@nd.edu

Abstract

Current research on the Decompose-Then-
Verify paradigm for evaluating the factuality
of long-form text typically treats decomposi-
tion and verification in isolation, overlooking
their interactions and potential misalignment.
We find that existing decomposition policies,
typically hand-crafted demonstrations, do not
align well with downstream verifiers in terms
of atomicity—a novel metric quantifying infor-
mation density—leading to suboptimal verifica-
tion results. We formulate finding the optimal
decomposition policy for optimal verification
as a bilevel optimization problem. To approxi-
mate a solution for this strongly NP-hard prob-
lem, we propose dynamic decomposition, a re-
inforcement learning framework that leverages
verifier feedback to learn a policy for dynami-
cally decomposing claims to verifier-preferred
atomicity. Experimental results show that dy-
namic decomposition outperforms existing de-
composition policies, improving verification
confidence by 0.07 and accuracy by 0.12 (on a
0-1 scale) on average across varying verifiers,
datasets, and atomcities of input claims.1

1 Introduction

The Decompose-Then-Verify paradigm has been
widely used in fact-checking systems, as it re-
duces the claim complexity and makes the factu-
ality evaluation fine-grained and easy (Min et al.,
2023; Chern et al., 2023; Chen et al., 2023; Kamoi
et al., 2023; Wei et al., 2024; Song et al., 2024).
The paradigm comprises two components: (1) a
decomposer, which leverages a large language
model (LLM) guided by a decomposition pol-
icy—typically hand-crafted prompts—to break
claims into subclaims,2 and (2) a verifier, which

1Our code: github.com/yining610/dynamic-decomposition
2Following Jiang et al. (2024), we use claim to denote

original sentence to be verified and subclaims the result of
decomposition.

similarly utilizes LLM paired with a verification
policy (e.g., retrieving evidence to assist verifica-
tion). Figure 1 provides an illustration.

In this work, we first systematically investigate
how decomposition policies could affect verifica-
tion through subclaim atomicity—a metric we intro-
duced for quantifying information density. We find
that different verifiers achieve optimal verification
confidence at distinct input atomicity. We define
atomicity = log2(# atomic information), where
one piece of atomic information is an utterance con-
veying a single nontrivial fact (e.g., “Owen made a
comeback in 2017” in Figure 1). Higher atomic-
ity means a subclaim is more coarse-grained and
information-rich, which ostensibly implies lower
verifier confidence, yet our finding indicates this is
not always the case.

The above finding reveals that existing prompt-
based decomposition policies do not always gen-
erate subclaims with optimal atomicity, resulting
in suboptimal verification results. For instance,
FActScore (Min et al., 2023) formulates its decom-
position policy using eight annotated demonstra-
tions to generate intended atomic subclaims. Our
experiments find that verifiers, such as Inst-Llama-
7B with the evidence retrieval verification policy
shown in Figure 1, do not exhibit optimal perfor-
mance at the atomicity level (i.e., atomicity = 0)
featured by the given decomposition policy. Thus,
there is a performance gap between the decomposer
and verifier in terms of atomicity, which remains
unaddressed. We further discuss the limitations of
prior studies in the related work §5.1.

To solve the above problem, we propose dynamic
decomposition—a novel framework to learn a de-
composition policy tailored to the downstream ver-
ifier. Our approach is compatible with any existing
fact-checking systems where both the decomposi-
tion and verification LLMs are given and frozen.
Unlike existing decomposition policies that use a
single prompt call to generate subclaims (Min et al.,
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Figure 1: Left: overall framework of Decompose-Then-Verify paradigm. We define each decomposer and verifier as
a LLM paired with a corresponding policy. Our dynamic decomposition is compatible with existing fact-checking
systems and requires training only a decomposition policy with 4.73M parameters. Right: the figure (upper right)
shows that the verification confidence of the verifier (i.e., Inst-Llama-7B with a retrieval verification policy) peaks
at atomicity 1. An atomicity of -1 denotes the claim is partially trivial and tautological. The example (lower right)
shows that the decomposition policy from FActScore (Min et al., 2023) fails to generate subclaims that best
evoke the verifier’s performance, leading to suboptimal results. We provide an additional example in Appendix
E to show the limitation of existing decomposition policies.

2023; Wei et al., 2024; Hu et al., 2024; Wanner
et al., 2024), we formulate dynamic decomposition
as a Markov Decision Process (Puterman, 2014)
that involves a sequence of decomposition calls.
At each step, the policy determines whether a sub-
claim should be decomposed, with the newly gen-
erated subclaims passed to the verifier that returns
verification confidence change as a reward.3 Thus,
this formulation enables the problem to be tackled
using on-policy reinforcement learning (RL).

The learned policy, requiring only 4.73M pa-
rameters, significantly improves steerability over
decomposition processes by dynamically decom-
posing claims to the verifier-perferred atomicity
level. Extensive experiments show that it outper-
forms baseline decomposition policies (Min et al.,
2023; Kamoi et al., 2023; Wanner et al., 2024),
improving both verification confidence (by 0.07)
and accuracy (by 0.12) across varying verifiers,
datasets, and atomicity levels. In summary, our
contributions are twofold:

• Our study exposes the impact of subclaim
atomicities on verifiers. We find that each veri-
fier prefers a distinct optimal input atomicity, yet

3We provide a detailed justification of the reward design
in §2.2.

existing decomposition policies hardly achieve
the optimum.

• We introduce a RL framework designed to
bridge the performance gap between decom-
posers and verifiers. It learns a decomposition
policy to dynamically adjust the atomicity of sub-
claims tailored to downstream verifiers, thereby
optimizing verification results.

2 Methodology

We formulate finding the optimal decomposition
policy for optimal verification as a bilevel optimiza-
tion problem. Specifically, given a decomposition
LLM D, a verification LLM V , verification policy
πv, and a claim dataset {(Ci, Yi)} with binary fac-
tuality labels Yi, we aim to find an optimal decom-
position policy πd such that decomposed subclaims
{cj} maximize the verification accuracy:

max
c∈{cj},πd

Ei

[
1
(
Yi =

∧

c

V(c | πv)
)]
, (1)

subject to

πd ∈ argmax
πd

f({cj}, πd), {cj} ∼ D(Ci | πd),

where verifier V(· | πv) returns the prediction label
conditioned on its verification policy. We deter-
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mine the claim is true if and only if all its sub-
claims are true, implemented via a logical AND
operator

∧
. f(, ) represents the lower-level con-

straint, which observes the decisions {cj} made at
the upper level and optimizes its own policy πd ac-
cordingly (Sinha et al., 2018). DecomposerD is the
upper-level constraint, ensuring that all subclaims
are generated by it under a feasible decomposition
policy that is lower-level optimal.

By formulating the problem as a bilevel opti-
mization, we can simultaneously refine the up-
stream decomposition policy and optimize the
downstream verification task, ensuring that the de-
composition policy is aligned with the verifier to
achieve optimal overall performance. Bilevel opti-
mization is known to be strongly NP-hard (Hansen
et al., 1992), and research has shown that it can be
alternatively approximated using online stochastic
approximation (Qiu et al., 2021). Therefore, we
propose our dynamic decomposition as an advan-
tage actor-critic (A2C) style (Mnih et al., 2016)
RL solution to approximate Eq.1. It enables the
decomposition policy to learn directly from the ver-
ifier, dynamically converging toward an optimistic
bilevel optimum.

2.1 Overview of Dynamic Decomposition

Unlike most of the prior work that applies its de-
composition policy only once, we iteratively gener-
ate decomposition calls from the learned decompo-
sition policy. The call is to either request the decom-
position LLM to decompose the current subclaim
or not. Specifically, given a temporary subclaim
list {cj} and a target subclaim to be decomposed
c∗ ∈ {cj} sampled from it, we perform decompo-
sition D(· | πd) in Eq.1 as:

{cj}∗ =
{
D(c∗), if πd({cj}) = decompose
∅, if πd({cj}) = not decompose

,

(2)

{cj} ← κ({cj}, {cj}∗). (3)

We repeat the above process until all subclaims in
{cj} have been decided not to decompose further.

Therefore, this can be formulated as a finite
MDP defined as M = (S,A, κ, r). S represents
the state space, and A is the action space which in-
cludes two actions in our case: decompose or not to
decompose. κ : S × S∗ → S is the state transition
function that replaces the target subclaim c∗ in the
subclaim list {cj} with its decomposition results

{cj}∗. r : S × S∗ → A is the immediate reward
received from the verifier after state transition.

2.2 Implement Dynamic Decomposition
Policy

In this section, we elaborate on how we implement
our dynamic decomposition based on the MDP
formulation proposed above.

Atomicity state: To find the optimal atomicity
that is favored by the verifier, we create an atomic-
ity state reflecting the overall atomicity of current
subclaims {cj} at step t. Each atomicity state is a
d dimension vector st ∈ Rd.

State transition: Similar to the work of Chen
et al. (2024b), we use a trainable Gated Recurrent
Unit (GRU) (Cho et al., 2014) to model state tran-
sition function κ in Eq.3:

st+1 = GRU
[
st, (1 + σ(∆Info))Enc({cj})

]
,
(4)

where Enc(·) : T → Rd is a textual encoder that
maps the text sequence to a d-dimensional em-
bedding and σ : R → R is the sigmoid func-
tion. We compute ∆Info as the average Condi-
tional Pairwise Mutual Information (CPMI) (Jiang
et al., 2024) difference between the target subclaim
c∗ and its decomposed results {cj}∗, which basi-
cally quantifies how much information is lost from
each subclaim after decomposition:

∆Info = Ec∈{cj}∗
[
log

P (c | H)
P (c∗ | H)

]
, (5)

where P (· | H) measures the entailment probabil-
ity between a claim and a pre-defined set of tauto-
logical and bleached claims H (e.g., “{topic}
is a person”, “{topic} exists”). In prac-
tice, this conditional probability is estimated as
maxh∈H P (· | h) for better stability (Jiang et al.,
2024). As both c∗ and its subclaims c ∈ {cj}∗ get-
ting syntactically closer to bleached claims through
iterative decomposition, ∆Info tend to decrease
because of the diminishing marginal information
loss (e.g., P (“Kruger was a religious man”|H)

P (“Kruger was a deeply ... faith”|H) ≫
P (“Kruger was a man”|H)

P (“Kruger was a religious”|H) ; see Figure 6 in Ap-
pendix C for experimental justification.).

Therefore, we design ∆Info as a metric to quan-
tify localized atomicity change caused by the cur-
rent decomposition call, and Enc({cj}) reflects the
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overall atomicity of all subclaims in terms of se-
mantics. Multiplying global decomposition em-
beddings by the local atomicity change in Eq.4
preserves original semantics (Vaswani et al., 2017)
while revealing hidden states regarding atomicity
of current subclaims.

Action: We define A as having only two actions:
1 (decompose) or 0 (not decompose). For each
atomicity state, the action is sampled from a policy
distribution, at ∼ πd(at | st), namely our decom-
position policy. πd is trained to determine when
to decompose a claim until achieving the desired
atomicity state that maximizes the reward.

Reward: Due to the lack of ground-truth labels
for newly generated subclaims, accuracy-based
evaluation is not feasible for evaluating verification
improvement after decomposition. To address this
limitation, we introduce verification confidence, a
label-free proxy for accuracy that is computable
for all subclaims. It is defined as the absolute prob-
ability difference between positive and negative
verification labels:

Conf(c,V, πv) =
∣∣PV(True | c, πv)− (6)

PV(False | c, πv)
∣∣.

Verification confidence measures how much cer-
tainty a verifier has in making a verification, which
we find to strongly correlate with verification accu-
racy in Figure 2.

Our reward is the verification confidence change
before and after decomposition. This design en-
courages the policy to perform decomposition
when the verifier is more confident in evaluating
the factuality of generated subclaims:

rt = Ec∈{cj}∗
[
Conf(c,V, πv)

]

︸ ︷︷ ︸
After Decomposition

− Conf(c∗,V, πv)︸ ︷︷ ︸
Before Decomposition

.

(7)

Breadth-First Order Decomposition: In dy-
namic decomposition, each decomposition call
could generate a new list of subclaims at a lower
level of atomicity, which are then queued for further
decomposition. Therefore, the order of decomposi-
tion becomes matter. A depth-first approach, where
a single subclaim is continually decomposed until
reaching the lowest possible atomicity level, can
result in significant variance in atomicity among
all subclaims, which in turn leads to high variance
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Figure 2: Verification confidence versus accuracy. The
number in each convex hull denotes the claim atom-
icity. Irrespective of data sources, atomicities, and
verifiers, verification confidence exhibits a strong
positive correlation with accuracy (0.88 Pearson’s r).

in modeling the state (Eq.4). Hence, we employ a
breadth-first strategy to prioritize the decomposi-
tion of subclaims at higher atomicity. We provide
an illustration in Figure 3.

4

2

Claim finished 
decomposition

Claim waiting
for decomposition

Current subclaims

Past subclaims

1

3

π (s )=1d 1

π (s )=0d 4

Decomposition

Figure 3: Breadth-first order sampling for dynamic de-
composition. We perform binary decomposition for
each claim. The number in the node represents its sam-
pling priority in the decomposition process. We first
sample out subclaims at the same atomicity level, with
newly generated subclaims queued in a FIFO (first-in-
first-out) order.

2.3 Train Dynamic Decomposition Policy

We employ PPO (Schulman et al., 2017) in A2C
style to train our dynamic decomposition policy
given its effectiveness and stability (Engstrom
et al., 2019). We model policy function πd :
Rd → R2 as an MLP (Multi-Layer Perceptron)
that outputs a two-dimensional normalized vec-
tor. A core component of the PPO objective
function is the clipped surrogate term, which con-
strains the policy change during the optimization
process. Given a finite decomposition trajectory
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{(a1, s1), (a2, s2), · · · , (aT , sT )}, we have

Lclip = Et

[
min

(
ρt, clip(ρt, 1− ϵ, 1 + ϵ)

)
Ât

]
,

(8)

where ρt =
πd(at|st)
πold
d (at|st) is a probability ratio to esti-

mate the divergence between old and current policy.
The hyperparameter ϵ sets the clipping boundary
for ρ to fall between [1 − ϵ, 1 + ϵ]. Ât is the ad-
vantage at step t which measures how better taking
the action at at state st is compared to the average
value of the state.

To calculate the average value of a state, we
create another trainable MLP as a value function,
v : Rd → R, to map the state to its corresponding
value. Then, we estimate the advantage Ât using
GAE (Generalized Advantage Estimator; Schul-
man et al. (2016)):

Ât = δt + (γλ)δt+1 + · · ·+ (γλ)T−t+1δT−1,

where δt = rt + γv(st+1)− v(st). (9)

rt is the reward defined in Eq.7. δt is the TD resid-
ual of value function with discount factor γ (Sutton
and Barto, 1998). Another hyperparameter λ con-
trols the trade-off between bias and variance in
advantage estimation. We use the squared-error
loss to train our value function: (v(st)−v

target
t )2 ≈(

v(st)−(Ât+v(st))
)2

= Â2
t . Therefore, our final

PPO objective function with entropy bonus term
S[πd](st) becomes:

LPPO = Et

[
Lclip − c1Â

2
t + c2S[πd](st)

]
, (10)

where c1 and c2 are coefficients. We perform gra-
dient descent on −LPPO to maximize the above
objective function. Algorithm 1 outlines the proce-
dure.

3 Experiment Setup

3.1 Dataset Construction
To evaluate the effect of decomposition policies
on verification, we construct two claim datasets
from FActScore (Min et al., 2023), whose origi-
nal claims are sourced from ChatGPT (OpenAI,
2022) and PerplexityAI (AI, 2023).4 Each dataset
contains claims with 6 different atomicities rang-
ing from -1 to 4. Specifically, we consider the
given human-annotated atomic subclaims as the

4For simplicity, we refer to each dataset by the name of its
source LLM.

Algorithm 1 Train Dynamic Decomposition Policy

Input: decomposition LLM D, verification LLM V ,
decomposition policy πd, verification policy πv , value
function v, state transition model GRU, initial atomicity state
s0, claims {Ci} to be verified.

1: while not done do
# update replay buffer

2: for step = 1, · · · ,m do
3: C ∼ {Ci}, {cj} = C, st = s0 ▷ initialization
4: while not finish decomposition do
5: st ← start atomicity state

6: c∗
BF Sampling←−−−−−− {cj} ▷ get target subclaim

7: at ← sample action from πd(at | st)
8: LLM D decompose c∗ following Eq.2
9: {cj} ← update subclaim list following Eq.3

10: rt ← reward from Eq.7
11: st+1 ← end atomicity state updated by Eq.4
12: Record (at, rt, st, st+1) into replay buffer R
13: end while
14: end for

# train dynamic decomposition policy
15: πold

d ← πd

16: for each update step do
17: Sample minibatch M from replay buffer R
18: for each (at, rt, st, st+1) in M do
19: Ât ← advantage from Eq.9
20: ρt ← πd(at|st)

πold
d

(at|st)
21: end for
22: Lclip ← clipped surrogate term from Eq.8
23: LPPO ← objective function from Eq.10
24: Update πd, v,GRU using −LPPO through GD
25: end for
26: end while

base with atomicity 0, because they typically are
self-contained sentences with single factual infor-
mation (e.g., “The String is a collection
of poetry”). We construct higher-level subclaims
by recursively merging pairs at the same atomic-
ity level from the base up until atomicity 4, which
is the highest level that cannot be merged further.
We also decompose the base subclaims to a lower
level at atomicity -1, where subclaims are partially
tautological (e.g., “String exists”, “String is
a collection”, “The collection is composed
of poetry”).5 Thus, each subclaim is purposefully
built to contain 2atomicity pieces of information. We
provide data statistics in Appendix B.1.

3.2 Models

Decomposers Because decomposition requires a
deep understanding of both the semantic and syn-
tactic aspects of the given claims, we use the follow-
ing two open-source and widely-recognized models
as decomposition LLM: Llama3-Inst-70B (Meta,

5We use gpt-3.5-turbo-0125 to perform the decomposi-
tion and name the decomposition policy as FActScore-Atom
whose prompt can be found in Appendix D.
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2024) and DeepSeek-V3 (DeepSeek-AI, 2024).

Verfiers Following Min et al. (2023), we de-
termine factual labels by comparing the condi-
tional probability of True and False from the
verifier. We experiment the following three ver-
ification LLMs: a T5-3B (Raffel et al., 2023)
fine-tuned on FActScore for the factuality veri-
fication task (FT-T5-3B), a Llama-7B (Touvron
et al., 2023) trained on Super Natural Instructions
(Wang et al., 2022) (Inst-Llama-7B), and a pre-
trained and instruction tuned Llama3-8B model
(Meta, 2024) (Llama3-Inst-8B). We employ three
verification policies, each utilizing differently con-
structed prompts to assist verification: (1) Re-
trieval retrieves relevant passages from a database
as evidence; (2) In-Context Example provides ver-
ification demonstrations to instruct verification;6

and (3) No-Context directly asks the verifier for
predictions, as inspired by Kadavath et al. (2022).

3.3 Training
Initialization We model each policy and value
function as a two-layer fully connected perceptron
with a ReLU activation function (Agarap, 2019).
The total number of trainable parameters is 4.73M.
We perform binary decomposition on each sub-
claim during our dynamic decomposition, aligning
with the definition of atomicity (using a logarithm
with base 2), to ensure maximal exploration of the
subclaim space. Please refer to Appendix B.3 for
more details.

Data We train our policy on two constructed
claim datasets across atomicity [1, 4].

Hyperparameters Please see Appendix B.4.

3.4 Baselines and Metrics
We compare our trained decomposition policy
(hereafter denoted as DYDECOMP) to existing de-
composition policies, including FActScore (Min
et al., 2023), WICE (Kamoi et al., 2023) and R-ND
(Wanner et al., 2024), on both verification confi-
dence (Eq.6) and accuracy (Eq.1). These works
typically apply heuristic splitting prior to neural
decomposition, thus their decomposition policies
are primarily designed for subclaims under atomic-
ity 2. To ensure a fair comparison, our evaluation
is conducted on claims on atomicity within [0, 2].
We also evaluate DYDECOMP against a modified
version of the FActScore policy, FActScore-Atom,

6In-context examples can be found in Appendix D.

which is designed to decompose human-annotated
atomic subclaims (atomicity 0) to partially trivial
subclaims (atomicity -1) in §3.1.

4 Results and Analysis

We first study the effect of subclaim atomicity on
verification (§4.1), followed by evaluating dynamic
decomposition against existing baselines (§4.2) and
ablation study (§4.4).

4.1 Effect of Subclaim Atomicity on
Verification

Prior works have found that decomposition policy
influences verification results and does not guar-
antee consistent verification improvement across
varying input length and verifier strength (Jiang
et al., 2024; Wanner et al., 2024; Hu et al., 2024).
In this study, we take one step further by look-
ing into the following two questions: How can
we quantify the impact of decomposition policy on
verification, and why does this influence not yield
consistent improvements across different verifiers?

Why use verification confidence? Our experi-
ment finds a strong correlation between verification
confidence and accuracy across various conditions
(Figure 2), including different datasets, atomiticity
levels, and verifies. Additionally, verficaition confi-
dence is more accessible than accuracy as it does
not require ground-truth labels. These properties
support verification confidence as a reliable metric
for evaluating the impact of decomposition policies
and as an ideal signal funneling back to policy.

Each verifier has its own atomicity optimum.
We investigate how atomicity, a key characteristic
of decomposed subclaims, affects verification. Fig-
ure 4 shows verification confidence change across
different atomicity levels. We find that each ver-
ifier, which is a verification LLM with a specific
verification policy, achieves peak verification confi-
dence at a distinct optimal atomicity. For instance,
Llama3-Inst-8B with a retrieval verification policy
consistently performs best at atomicity 0 on both
the ChatGPT and PerplexityAI datasets, whereas
FT-T5-3B with retrieval reaches its optimum at
atomicity 2. This observation answers the second
question that the different preference for atomicity
makes existing static decomposition policies hard
to find optimal subclaims that bring consistent ver-
ification improvement.
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Figure 4: Verification confidence across atomicities. Evidently, each verifier has its own preferred input
atomicity at which the verification confidence peaks. Even when utilizing the same verification policy, such as
retrieval, different verifiers exhibit distinct preferences, and vice versa.

4.2 Dynamic Decomposition Results

Table 1 shows the evaluation results of decom-
poser Llama3-Inst-70B with DYDECOMP policy
on various verifiers, datasets, and claim atomici-
ties. Evidently, DYDECOMP consistently achieves
the highest verification confidence for claims with
atomicity 1 and 2, outperforming the four baselines
by an average margin of 0.07. This result aligns
with our findings from Figure 4, where the veri-
fication LLM for Table 1 (i.e., Llama3-Inst-8B)
generally achieves the best performance at atomic-
ity 0. In other words, an effective decomposition
policy should strategically decompose claims to
lower atomicities, ideally to 0, which is an ability
our DYDECOMP excels. Conversely, since claims
are already near optimal, DYDECOMP does not al-
ways achieve higher verification confidence than
other baselines when atomicity = 0.

We also evaluate DYDECOMP on verification ac-
curacy and observe a notable average improvement
of 0.12 for claims from PerplexityAI with atomic-
ity 1 and 2. We repeat the experiments with another
decomposition LLM, DeepSeek-V3, and observe
similar improvement in verification accuracy (see
Table 5 in Appendix C).

4.3 Case Study

A critical question emerges when adopting verifi-
cation confidence as a proxy for accuracy: whether
the policy would over-optimize for confidence in
ways that did not actually improve accuracy? Our
findings indicate that this phenomenon does hap-
pen, primarily due to inherent limitations in verifier
capabilities. As shown in Table 1, on the Perplex-
ityAI dataset, we observe aligned improvements
in both verification confidence and actual accuracy.
However, the ChatGPT dataset demonstrates sub-
stantial gains in verifier confidence with only negli-
gible improvements in accuracy.

We posit that the disparity stems from funda-
mental differences in verifier capability relative to
data complexity. Specifically, we find claims in
the ChatGPT dataset are generally more complex
and less grounded than those in the PerplexityAI
dataset, making them inherently more difficult to
verify. In contrast, PerplexityAI claims are typi-
cally more concise and feature explicit reference
through indexed citations, enabling even less ca-
pable verifiers (Llama3-Inst-8B in this case) to
evaluate factuality with greater confidence and ac-
curacy. We provide examples in Appendix B.2 to
illustrate this difference.

Our observations indicate that verifier capability
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Atomicity Decompose Policy→
Verify Policy↓

FActScore FActScore-Atom WICE R-ND DYDECOMP
Verification Confidence [0-1] ↑ / Verification Accuracy [0-1] ↑

0

Data Source: ChatGPT
Retrieval 0.627 / 0.666 0.618 / 0.796 0.431 / 0.782 0.556 / 0.449 0.600 / 0.789
In-Context Example 0.677 / 0.454 0.677 / 0.388 0.724 / 0.451 0.714 / 0.401 0.715 / 0.428
No-Context 0.557 / 0.457 0.526 / 0.566 0.374 / 0.525 0.527 / 0.378 0.547 / 0.551
Data Source: PerplexityAI
Retrieval 0.629 / 0.559 0.611 / 0.755 0.435 / 0.762 0.541 / 0.241 0.612 / 0.799
In-Context Example 0.681 / 0.266 0.670 / 0.197 0.726 / 0.308 0.711 / 0.172 0.733 / 0.301
No-Context 0.555 / 0.352 0.515 / 0.471 0.380 / 0.475 0.519 / 0.166 0.542 / 0.554

1

Data Source: ChatGPT
Retrieval 0.609 / 0.739 0.611 / 0.815 0.527 / 0.755 0.541 / 0.635 0.654 / 0.758
In-Context Example 0.714 / 0.635 0.705 / 0.627 0.658 / 0.631 0.749 / 0.610 0.809 / 0.609
No-Context 0.549 / 0.619 0.521 / 0.550 0.437 / 0.606 0.508 / 0.610 0.567 / 0.512
Data Source: PerplexityAI
Retrieval 0.610 / 0.493 0.615 / 0.68 0.527 / 0.597 0.515 / 0.232 0.651 / 0.753
In-Context Example 0.721 / 0.247 0.711 / 0.253 0.684 / 0.27 0.746 / 0.22 0.791 / 0.347
No-Context 0.535 / 0.260 0.506 / 0.350 0.423 / 0.273 0.506 / 0.223 0.559 / 0.437

2

Data Source: ChatGPT
Retrieval 0.616 / 0.844 0.639 / 0.887 0.588 / 0.809 0.547 / 0.852 0.644 / 0.652
In-Context Example 0.731 / 0.835 0.725 / 0.835 0.665 / 0.835 0.744 / 0.835 0.824 / 0.750
No-Context 0.553 / 0.809 0.545 / 0.800 0.507 / 0.835 0.515 / 0.835 0.583 / 0.509
Data Source: PerplexityAI
Retrieval 0.622 / 0.483 0.639 / 0.601 0.592 / 0.546 0.529 / 0.406 0.633 / 0.664
In-Context Example 0.755 / 0.392 0.734 / 0.378 0.675 / 0.392 0.751 / 0.392 0.823 / 0.464
No-Context 0.543 / 0.378 0.535 / 0.378 0.492 / 0.392 0.509 / 0.392 0.544 / 0.421

Table 1: Comparison of our DYDECOMP over baselines on the test dataset. Each metric is scaled from 0 to
1. ↑ indicates higher values are preferred. We employ decomposition LLM Llama3-Inst-70B and verification
LLM Llama3-Inst-8B. DYDECOMP consistently outperforms on atomicity 1 and 2, achieving an average
improvement of 0.07 in verification confidence across two datasets and three verifiers, and a 0.12 average
improvement in verification accuracy for claims sourced from PerplexityAI.

is a pivotal factor in the success of dynamic decom-
position, exemplifying a “bucket effect” where the
weakest component constrains system performance.
When paired with a sufficiently strong verifier, the
dynamic decomposition can optimize the entire sys-
tem in tandem, ensuring that confidence improve-
ments translate into genuine accuracy gains.

4.4 Ablation Study

Table 2 display our ablation study on different com-
ponents of DYDECOMP regarding algorithm design
and training data selection. We use the decom-
position LLM Llama3-Inst-70B, and the verifier
Llama3-8B-Inst with a retrieval verification pol-
icy. The ablation experiments are conducted on
claims with atomicity 4.

Decomposition exploration is effective for long-
form text verification. In experiment setup §3,
we model each policy and value function as a two-
layer perceptron. We investigate whether a simple,
shallow model can capture the atomicity state and
find that reducing the network to a single layer
results in lower verification confidence for decom-
posed subclaims. Similarly, switching from bi-

Variants Verification Confidence

DYDECOMP 0.446
− one layer NN 0.398 (-0.048)
− binary; + triple decompose 0.424 (-0.022)
− entropy bonus 0.356 (-0.090)

− data on atomcitity 1 0.353 (-0.093)
− data on atomicity 1, 2 0.356 (-0.090)
− data on atomicity 1, 2, 3 0.401 (-0.045)

Table 2: Ablation study results of DYDECOMP. “−”
indicates the removal of a component from DYDECOMP.
For instance, “− one layer NN” means modeling the pol-
icy and value functions using a single-layer perceptron
instead of two layers. “− data on atomicity 1” removes
claims with atomicity 1 from the training data.

nary to triple decomposition at each step, which
reduces the exploration of subclaims on different
atomicities, also leads to declined verification con-
fidence. Furthermore, removing the entropy bonus
term, which promotes action exploration, from the
objective function leads to a substantial drop in
verification confidence (-0.090). These findings
demonstrate that DYDECOMP benefits from diverse
decomposition trajectories during training, which
facilitate the search for subclaims with optimal
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atomicity.

Cross-atomicity training data stabilizes perfor-
mance. In Table 2, we train DYDECOMP using
claims with atomicity ranging from 0 to 4 and
evaluate on atomicity 4. We find that gradually
removing claims of lower atomicity (from 1 to 3)
from the training set negatively impacts verification
performance, highlighting the importance of cross-
atomicity data for improving the generalizability
of DYDECOMP. However, this negative effect di-
minishes as more data with irrelevant atomicities is
removed (−0.093→ −0.045). This suggests that
increased exposure to claims of a specific atomic-
ity during PPO rollouts enhances learning for that
atomicity but cannot fully compensate for perfor-
mance losses due to reduced atomicity coverage in
training data.

5 Related Works

5.1 Decompose-Then-Verify Paradigms

Unlike traditional fact-checking systems that focus
on short and simple claims (Thorne et al., 2018;
Sathe et al., 2020; Schuster et al., 2021; Chen et al.,
2022; Guo et al., 2022), Decompose-Then-Verify
now becomes a typical approach in long-form text
evaluation works, as it allows for more precise er-
ror identification and enhances the accuracy of ver-
ification by decomposing claims into shorter sub-
claims, which can then be independently validated
(Min et al., 2023; Chern et al., 2023; Kamoi et al.,
2023; Chen et al., 2023; Iqbal et al., 2024; Song
et al., 2024; Chen et al., 2024a; Wang et al., 2024).
However, how the decomposition and verification
should be conducted is always underspecified.

Decomposition policies. Existing factuality eval-
uation works have proposed various decomposition
prompts revealing different characteristics of tex-
tual decomposition regarding precision (Min et al.,
2023), verifiability (Song et al., 2024), coverage
(Wanner et al., 2024), and atomicity (Stacey et al.,
2024). More recently, research has found that su-
perficially fine-grained subclaims with trivial infor-
mation could easily inflate verification precision
(Jiang et al., 2024), and decomposition benefits
weaker verifiers more than stronger verifiers by
generating simpler subclaims (Hu et al., 2024). Our
dynamic decomposition effectively addresses the
over-optimization problem by providing necessary
controllability over the decomposition process.

Moreover, static decomposition policies may

struggle to handle input claims with varying fact
density and often produce atomically homogeneous
subclaims. We elaborate on these limitations in Ap-
pendix A.

Verification policies. Policies for verification
can be categorized according to the methods veri-
fiers utilize to process subclaims and predict final
labels. Popular processing methods include retriev-
ing relevant evidence (Kamoi et al., 2023; Wei et al.,
2024), constructing in-context exemplars (Kamoi
et al., 2023; Song et al., 2024), generating claim-
focused summarization (Chen et al., 2024a), and
simply zero-shot prompting (Kadavath et al., 2022;
Min et al., 2023). The final label can be predicted
by either gradient-based approaches (e.g., compar-
ing logits of factual labels) (Chen et al., 2024a;
Tang et al., 2024; Milbauer et al., 2023; Kamoi
et al., 2023; Min et al., 2023) or searching for key-
words (e.g., True or False) (Min et al., 2023; Li
et al., 2024; Song et al., 2024).

5.2 RL in NLP Problems

Prior works have validated the use of RL in optimiz-
ing singular-task systems, such as identifying opti-
mal exemplars for in-context learning (Zhang et al.,
2022; Lu et al., 2023; Chen et al., 2024b). How-
ever, how RL can be applied to dual-task systems
where multiple LLMs are involved remains under-
explored. One concurrent work uses two LLMs
as process reward and policy models, employing
PPO to train them jointly for challenging reason-
ing tasks (Cui et al., 2025). In contrast, our dy-
namic decomposition first explores RL to solve a
bilevel optimization problem in another dual-task
system, Decompose-Then-Verify, to reveal the nu-
anced characteristics of hierarchical LLM systems
through their interactions.

6 Conclusion

We find that each verifier has an optimal atom-
icity where its verification confidence peaks. To
leverage it, we introduce dynamic decomposition
that optimizes claim verification by decomposing
claims into verifier-preferred atomicity learned via
on-policy optimization. Our policy stands out for
its adaptability to diverse verifiers and input claim
atomicities, outperforming existing baselines while
adding only 4.73M parameters.
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Limitations

Different characteristics of decomposition.
While dynamic decomposition addresses the prob-
lem of misalignment between decomposer and ver-
ifier, we focus on the aspect of information density
(i.e., atomicity). Although well-structured, self-
contained, and verifiable subclaims could further
improve verification, these aspects are beyond the
scope of this paper. Future research could inves-
tigate other key characteristics of decomposition
and explore how to amplify their positive effects on
verification through dynamic decomposition (e.g.,
using a more powerful decomposer).

Evaluation metrics. Our reward design relies on
verification confidence rather than accuracy. We
leave it for future works to acquire more ground-
truth labels to effectively employ verification accu-
racy as feedback.
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A Limitations of Static Decomposition Policies

Static decomposition demonstrations hardly handle input with varying fact density. Song et al.
(2024) find that the factual score evaluated on one task (e.g., biography generation) does not necessarily
correlate with the one evaluated on different tasks (e.g., long-form QA), which have different input
atomicities. Similar issues have also been revealed in other compositional tasks, such as semantic parsing,
where static ICL demonstrations have unreliable performance on out-of-distribution data (Levy et al.,
2023; Mueller et al., 2024). Thus, existing decomposition policies that rely on static demonstrations,
including FActScore (Min et al., 2023), WICE (Kamoi et al., 2023), R-ND (Wanner et al., 2024), and
SAFE (Wei et al., 2024), may struggle to handle input claims with varying fact densities or atomicities.

Subclaims are atomically homogeneous and not optimized for downstream verifiers. There is a
prevailing assumption made in prior works that verification performance is expected to increase as input
complexity decreases (Min et al., 2023; Wei et al., 2024; Hu et al., 2024). Therefore, they leverage
in-context demonstrations to establish uniformly low atomicity among all generated subclaims, which
barely accommodate downstream verifiers based on our findings.

Our dynamic decomposition is the first solution to tackle these limitations by explicitly exploring various
decomposition complexities during training. As a result, it achieves a more generalizable performance
and consistently outperforms static methods across varying input atomicities.

B Experiment Setup

B.1 Data Preparation

We first split the given FActScore dataset into train (60%), validation (20%), and test (20%) sets. Subclaims
are then recursively constructed,7 with each atomicity level having its own train, validation, and test sets.
We present the number of claims per atomicity in Table 3.

Atomicity→
Data Source↓ 4 3 2 1 0 -1

ChatGPT 89 251 578 1239 4886 2482
PerplexityAI 116 289 661 1405 5568 2842

Table 3: Statistics of constructed subclaim datasets.

Note that we do not use subclaims with atomicity -1 during training because they are already over-
decomposed. Thus only the test set at atomicity 0 is decomposed to get subclaims at −1, resulting in
fewer instances at atomicity -1 compared to at 0.

7We use the same protocol as in Eq.1 to label new subclaims: a claim is true only if all its subclaims are true.
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B.2 Data Example

Data from ChatGPT

Quintus Sosius Senecio was a Roman senator and military commander who lived during the 2nd
century AD. He was a member of the senatorial class and served in various high-ranking positions
in the Roman government, including as consul in 128 AD.

In addition to his political career, Quintus Sosius Senecio was also a distinguished
military leader. He served as a legate (commander) in several provinces, including Africa and
Pannonia, and was awarded triumphal honors for his victories over the enemies of Rome.

Quintus Sosius Senecio was also known for his literary works, including a history of
the Roman Empire, which unfortunately has not survived to the present day.

Overall, Quintus Sosius Senecio was a prominent figure in Roman society, known for his
military prowess, political acumen, and intellectual pursuits.

Data from PerplexityAI

Quintus Sosius Senecio was a Roman consul who lived during the 1st and 2nd centuries AD[1].
He was married to Julia, the daughter of Frontinus, a prominent Roman civil engineer, author,
soldier, and senator[3]. Quintus Sosius Senecio was the father of Sosia Polla[1], who married
Quintus Pompeius Falco, a consul in AD 109[4].

Quintus Sosius Senecio was a friend of Plutarch, a Greek Middle Platonist philosopher,
historian, biographer, essayist[2]. Plutarch wrote about several Roman nobles in his works
including Quintus Sosius Senecio and Titus Avidius Quietus[2].

B.3 Training Initialization
We initialize our atomicity state as a zero vector with dimension size 768 and set the bias of the update
gate in GRU to −∞. This is because Chen et al. (2024b) found that using an identity function in state
transition helps stabilize RL training. We use BERT (Devlin et al., 2019) to obtain embeddings for Eq.4,
where subclaims are concatenated using the [SEP] token.8 We employ an UNLI model (Chen et al., 2020)
to estimate the conditional probability P (· | H) in Eq.5.9 Following Jiang et al. (2024), we use these
bleached contextual claims showed in Table 4 asH.

Claim Template

${TOPIC} is a person.
${TOPIC} breathes.
${TOPIC} exists.

${TOPIC} is a name.
${TOPIC} is unique.
${TOPIC} is famous.

${TOPIC} has some abilities.
somebody knows ${TOPIC}.

${TOPIC} is a star.

Table 4: Bleached claim set designed for FActScore-style biography evaluation.

We provide our binary decomposition prompt in Appendix D. Similar to (Cui et al., 2025), we employ
online trajectory filtering, which filters out trajectories based on a predefined reward mean threshold.

B.4 Hyperparameters
For decomposition, we set the sampling temperature to 0.2 during training to encourage exploration and
use 0 during evaluation for better reproducibility. We consistently set the temperature to 0 for verification.

8https://huggingface.co/google-bert/bert-base-uncased
9https://huggingface.co/Zhengping/roberta-large-unli
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For PPO training, we use the following hyperparameters: ϵ = 0.2, γ = 0.99, λ = 0.95, c1 = 0.02,
c2 = 0.005. We configure the replay buffer size to 512 steps, the rollout batch size to 32 samples, the
maximum decomposition trajectory length to 20 steps, the mini-batch size to 32, and the trajectory filter
threshold to -0.02. We use the learning rate 3e−5 together with a cosine-annealing learning rate scheduler.
The model is trained for 100 steps, with validation performed every 10 steps, and the best-performing
model is saved. Training is conducted on 2 NVIDIA RTX A6000 GPUs, requiring approximately 80 GPU
hours.
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C Experiment Results

How much data is needed for training a dynamic decomposition policy? Given DYDECOMP requires
iterative online practice to determine optimal atomicity, it is natural to ask how much data is required
to train an effective DYDECOMP policy. The results are presented in Figure 5, where we trained six
DYDECOMP policies using varying amounts of training data. A training data ratio of 1 represents the
dataset size used in our main experiment. We observe that DYDECOMP with on-policy learning can
achieve promising and comparable performance even with a limited amount of data. Generally,
DYDECOMP performance improves with increased training data, particularly on claims with lower
atomicity, but begins to oscillate after reaching a certain data threshold (e.g. 0.75).
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(a) Verification results on ChatGPT dataset
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(b) Verification results on PerplexityAI dataset

Figure 5: The verification sensitivity of dynamic decomposition as the training data size changes. The five figures
(from left to right) represent claims with atomicity in the range [0, 4], evaluated under DYDECOMP policy trained
on different dataset sizes. The horizontal dashed line denotes verification confidence for original claims without
decomposition. We use decomposition LLM Llama3-Inst-70B and verification LLM Llama3-Inst-8B with
retrieval verification policy.
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Figure 6: Average information loss measures across training steps on the validation set. Clearly, it decreases as the
model continues training and learning to decompose claims into more atomic levels. This trend aligns with our
design motivation outlined in Eq.5: as claims become syntactically closer to bleached claims through decomposition,
the resulting information loss diminishes accordingly.
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Atomicity Decompose Policy→
Verify Policy↓

FActScore FActScore-Atom WICE R-ND DYDECOMP
Verification Confidence [0-1] ↑ / Verification Accuracy [0-1] ↑

0

Data Source: PerplexityAI
Retrieval 0.702 / 0.844 0.655 / 0.770 0.705 / 0.856 0.700 / 0.802 0.685 / 0.820
In-Context Example 0.741 / 0.309 0.702 / 0.197 0.757 / 0.334 0.730 / 0.283 0.757 / 0.323
No-Context 0.593 / 0.522 0.557 / 0.454 0.600 / 0.553 0.600 / 0.463 0.580 / 0.507

1

Data Source: PerplexityAI
Retrieval 0.694 / 0.740 0.685 / 0.717 0.690 / 0.760 0.681 / 0.673 0.680 / 0.780
In-Context Example 0.754 / 0.260 0.743 / 0.247 0.763 / 0.273 0.749 / 0.230 0.768 / 0.333
No-Context 0.583 / 0.310 0.561 / 0.337 0.563 / 0.347 0.591 / 0.290 0.569 / 0.457

2

Data Source: PerplexityAI
Retrieval 0.706 / 0.692 0.695 / 0.650 0.700 / 0.671 0.675 / 0.622 0.656 / 0.679
In-Context Example 0.749 / 0.385 0.748 / 0.385 0.763 / 0.385 0.747 / 0.385 0.802 / 0.400
No-Context 0.594 / 0.364 0.586 / 0.385 0.586 / 0.371 0.587 / 0.385 0.564 / 0.386

Table 5: Comparison of our DYDECOMP over baselines on the testing set. Each metric is scaled from 0 to 1.
↑ indicates higher values are preferred. We employ decomposition LLM DeepSeek-V3 and verification LLM
Llama3-Inst-8B. DYDECOMP consistently outperforms baselines on verification accuracy across various
verifiers and input claim atomicities.

D Prompts

Binary Decomposition

[system] You are a decomposer. Your task is to decompose the given claim into two sub-claims.
There are two principles you have to follow: 1) making sure there is no information loss or
gain after decomposition and 2) making sure each generated subclaim is self-contained and
approximately equal in length and information. Seperate the two subclaims with a hyphen.

[user] Following the given two principles, please decompose the following claim into two
sub-claims: In 1963, Collins became one of the third group of astronauts selected by NASA and
he served as the back-up Command Module Pilot for the Gemini 7 mission.
- Collins became one of the third group of astronauts selected by NASA in 1963.
- Collins served as the back-up Command Module Pilot for the Gemini 7 mission.

Following the given two principles, please decompose the following claim into two sub-claims:
In addition to his acting roles, Bateman has written and directed two short films and is
currently in development on his feature debut.
- In addition to his acting roles, Bateman has written and directed two short films.
- Bateman is currently in development on his feature debut.

Following the given two principles, please decompose the following claim into two sub-claims:
"Parasite" received widespread critical acclaim for its screenplay, direction, acting, and its
social commentary.
- "Parasite" received widespread critical acclaim for its screenplay and direction.
- "Parasite" received widespread critical acclaim for its acting and social commentary.

Following the given two principles, please decompose the following claim into two sub-claims:
{claim}
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FActScore-Atom Decomposition Policy

[system] You are a decomposer. Your task is to decompose the given claim into more granular
subclaims. There are two principles you have to follow: 1) making sure there is no information
loss or gain after decomposition and 2) making sure each generated subclaim is self-contained.
Seperate the decomposed subclaims with a hyphen

[user] Following the given two principles, please decompose the following claim into more
granular subclaims: He made his acting debut in the film The Moon is the Sun’s Dream.
- He made his acting debut.
- Debut happened in the film.
- The Moon is the Sun’s Dream is a film.

Following the given two principles, please decompose the following claim into more granular
subclaims: He has worked with a wide variety of artists.
- He worked.
- It happened with a wide variety of artists.

Following the given two principles, please decompose the following claim into more granular
subclaims: Bateman has directed two short films.
- Bateman had directed films.
- There are two films.
- Films are short.

Following the given two principles, please decompose the following claim into more granular
subclaims: {claim}

In-Context Examples Verification Policy

[system] Your task is to verify the correctness of the given claim. Only answer with ’True’ or
’False’.

[user] Input: In 1996, he was awarded the Ig Nobel Prize for Art, an award given to honor
achievements that make people laugh, and then think. True or False?
Output: True
Input: Featherstone’s pink flamingo design was displayed at the Smithsonian National Museum of
American History in 1996, and he was inducted into the Plastics Hall of Fame in 1998. True or
False?
Output: False
Input: Featherstone continued to work on his designs until his death in 2015, and his creations
remain popular among collectors and enthusiasts of Americana. True or False?
Output: False
Input: Travis Oliphant is a data scientist and entrepreneur who is best known for creating the
NumPy and SciPy libraries for Python programming language. True or False?
Output: True
Input: He was born on August 22, 1972, in the United States. True or False?
Output: False
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E Example

Method Results

Original
After retiring from tennis in 1996, Sabatini pursued other interests, including fashion
and fragrance design. She also established the Gabriela Sabatini Foundation, which
supports children’s education and sports programs in Argentina.

FactScore
(Min et al.,
2023)

1. Sabatini retired from tennis in 1996.

2. After retiring from tennis, Sabatini pursued other interests.

3. Sabatini pursued fashion design.

4. Sabatini pursued fragrance design.

5. Sabatini established the Gabriela Sabatini Foundation.

6. The Gabriela Sabatini Foundation supports children’s education.

7. The Gabriela Sabatini Foundation supports sports programs.

8. The Gabriela Sabatini Foundation supports children’s education and sports programs
in Argentina.

R-ND (Wan-
ner et al.,
2024)

1. Sabatini retired from tennis.

2. Sabatini’s retirement from tennis occurred in 1996.

3. Sabatini pursued other interests after retiring.

4. Sabatini’s other interests include fashion.

5. Sabatini’s other interests include fragrance design.

6. Sabatini established the Gabriela Sabatini Foundation.

7. The Gabriela Sabatini Foundation supports children’s education.

8. The Gabriela Sabatini Foundation supports sports programs.

9. The Gabriela Sabatini Foundation operates in Argentina.

10. Sabatini’s establishment of the foundation occurred after her retirement.

11. Sabatini’s pursuit of other interests occurred after her retirement.

WICE
(Kamoi
et al., 2023)

1. Sabatini retired from tennis in 1996.

2. Sabatini pursued other interests after retiring.

3. Sabatini’s interests included fashion design.

4. Sabatini’s interests included fragrance design.

5. Sabatini established the Gabriela Sabatini Foundation.

6. The Gabriela Sabatini Foundation supports children’s education in Argentina.

7. The Gabriela Sabatini Foundation supports sports programs in Argentina.

DYDECOMP
(Ours)

1. After retiring from tennis in 1996, Sabatini pursued other interests, including
fashion and fragrance design.

2. Sabatini established the Gabriela Sabatini Foundation, which supports children’s
education and sports programs in Argentina.

Table 6: Example of decomposition results from different methods, where we use DeepSeek-V3 as the decomposer.
Our DYDECOMP policy is trained for the verifier Llama3-Inst-8B with No-Context policy.
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We provide an example in Table 6 to show the differences between subclaims decomposed using our DY-
DECOMP policy and those derived from popular decomposition methods. For the verifier Llama3-Inst-8B
using No-Context verification policy, which according to Figure 4 has the best verification performance
at atomicity level 2 (i.e., input contains 4 pieces of atomic information). Evidently, only our trained
DYDECOMP policy successfully generates subclaims that closely match the verifier’s preferred atomicity
level. These examples highlight how existing decomposition methods can lead to suboptimal performance
in fact-checking systems.
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