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Abstract

The advent of test-time scaling in large lan-
guage models (LLMs), exemplified by Ope-
nAI’s o1 series, has advanced reasoning capa-
bilities by scaling computational resource al-
location during inference. While successors
like QwQ, Deepseek-R1 (R1) and LIMO repli-
cate these advancements, whether these models
truly possess test-time scaling capabilities re-
mains underexplored. This study found that
longer CoTs of these o1-like models do not
consistently enhance accuracy; in fact, correct
solutions are often shorter than incorrect ones
for the same questions. Further investigation
shows this phenomenon is closely related to
models’ self-revision capabilities - longer CoTs
contain more self-revisions, which often lead
to performance degradation. We then com-
pare sequential and parallel scaling strategies
on QwQ, R1 and LIMO, finding that parallel
scaling achieves better coverage and scalability.
Based on these insights, we propose Shortest
Majority Vote, a method that combines parallel
scaling strategies with CoT length characteris-
tics, significantly improving models’ test-time
scalability compared to conventional majority
voting approaches.

1 Introduction

The release of the OpenAI o1 series models (Ope-
nAI, 2024a,b) marked a pivotal advancement in
the reasoning capabilities of Large Language Mod-
els (LLMs), introducing a novel scaling paradigm,
test-time scaling, which allocates more compute
resources during test time. The test-time scaling
have two dimensions, sequential and parallel (Zeng
et al., 2024). Sequential scaling increase test-time
compute by scaling the length of Chain-of-Thought
(CoT) (Wei et al., 2022), while parallel scaling par-
allely samples multiple solutions and pick the best
one.
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Figure 1: The average length of correct solutions versus
incorrect solutions evaluated on the same questions.For
each question, solution lengths were averaged separately
for correct and incorrect responses, then averaged across
all questions.

Following o1’s success, models such as QwQ
(Team, 2024b), Deepseek-R1 (R1) (DeepSeek-AI
et al., 2025) and LIMO (Ye et al., 2025) have
emerged as leading open-source successors, repli-
cating o1’s achievements and demonstrating com-
parable reasoning abilities. Although both QwQ,
R1 and LIMO demonstrate strong reasoning ca-
pabilities and the ability to generate lengthy CoT
at test time, the existence of true test-time scal-
ing where performance consistently improves
with longer CoTs remains to be verified for these
models.

To explore this question, we systematically inves-
tigate the relationship between CoT length and rea-
soning performance in QwQ, R1 and LIMO, chal-
lenging the conventional assumption that extended
reasoning chains inherently lead to improved ac-
curacy. Contrary to expectations, our analysis re-
veals that longer CoTs do not consistently improve
accuracy of these o1-like models. Notably, we
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found that the average length of correct solutions is
shorter than that of incorrect ones for the same ques-
tions, which is shown in Figure 1. This counterin-
tuitive finding underscores the need for a deeper
understanding of the test-time scaling of o1-like
models.

To understand why the longer CoTs do not lead
to the better performance, we compared the differ-
ence between long CoTs and short CoTs, finding
that long CoTs contain more self-revisions (“Wait”,
“Alternatively”) than the short CoTs, which is
shown in Appendix F. Inspired by that, we itera-
tively prompted QwQ, R1 and LIMO for more self-
revisions. Our observations revealed that QwQ and
R1-Distill-1.5b exhibited performance degradation
as the length of reflection increased. In contrast,
R1-Distill-14b, R1-Distill-32b, and LIMO demon-
strated initial performance improvements during
early revisions, followed by oscillatory behavior
in subsequent iterations. To further understand
the limitations of sequential scaling, we evaluated
the models’ capacity to revise incorrect answers.
Our findings indicate that QwQ, R1 and LIMO all
demonstrated limited ability to convert incorrect
answers to correct ones during the revision pro-
cess. Most revisions retained the original answers,
and more concerning, both QwQ and R1-Distill-
1.5b showed a higher propensity to change correct
answers to incorrect ones rather than vice versa.
These results reveal that self-revision ability is
a key factor in the effectiveness of sequential
scaling for o1-like models.

Given the limited effectiveness of sequential scal-
ing, we explored an alternative test-time scaling
strategie, parallel scaling. Our comparative analy-
sis of sequential and parallel scaling revealed that
parallel scaling not only achieves the better cover-
age (pass@k score) but also offers superior scala-
bility compared to sequential scaling for QwQ and
R1, which demonstrates that o1-like models have
limited sequential-scaling capability, but strong
parallel-scaling capability.

Building on these findings, we propose a novel
test-time scaling method, Shortest Majority Vote,
which incorporate parallel scaling approaches with
our insight on sequential scaling. In particular, this
method leverages the observation that shorter solu-
tions tend to lead to better performance compared
to longer ones. Shortest Majority Vote improves
majority vote by prioritizing clusters that have both
more solutions and shorter solution lengths. Exper-
imental results demonstrate that Shortest Majority

Vote substantially outperforms conventional Ma-
jority Vote, significantly improving the test-time
scalability of both QwQ and R1 models.

Our contributions are as follows:

1) We systematically investigate the test-time
scaling capabilities of o1-like models QwQ,
R1 and LIMO, and find that their performance
can not be continuously improved through in-
creasing CoT length.

2) We reveal that insufficient self-revision capa-
bility of o1-like models is the primary reason
for their failure in sequential scaling.

3) We find that parallel scaling achieves better
coverage and scalability than sequential revi-
sion for o1-like models.

4) Based on our insights into sequential and
parallel scaling, we propose Shortest Major-
ity Vote, a test-time scaling method that en-
hances majority voting by considering solu-
tion length, significantly outperforming tradi-
tional methods.

2 Related Work

The success of o1 has ushered in a new scaling
paradigm, test-time compute scaling, which en-
ables continuous improvements in model perfor-
mance by increasing computational expenditure
during inference (OpenAI, 2024a,b). Currently,
scaling test-time compute can be approached in
two dimensions: parallel scaling and sequential
scaling (Snell et al., 2024; Zeng et al., 2024).

Parallel Scaling Parallel scaling typicallly sam-
ples multiple solutions in parallel and pick one
according to some guidence signal like reward. No-
table examples of parallel scaling include Best-of-
N Search (Cobbe et al., 2021; Sun et al., 2024;
Gui et al., 2024; Amini et al., 2024; Sessa et al.,
2024), which is based on a reward model (Cobbe
et al., 2021; Lightman et al., 2024), and Majority
Vote (Wang et al., 2023), which exploits model un-
certainty. The primary distinction between these
approaches lies in the method used to select the
final solution or answer after sampling multiple
candidates. Both Best-of-N Search and Majority
Vote are parallel scaling techniques at the solution
level, while Tree-Search algorithms can be viewed
as parallel scaling at the token or step level. Beam-
Search (Qiu et al., 2024; Yu et al., 2024; Xie et al.,
2023; Kool et al., 2019) and MCTS (Hao et al.,
2023; Wan et al., 2024; Chen et al., 2024a; Zhang
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et al., 2023) are classic examples of Tree-Search
algorithms. All parallel scaling methods rely on
guidance signals to select the optimal token, step,
or solution from a set of candidates.

Sequential Scaling Sequential scaling enhances
test-time computation by generating progressively
longer solutions along the sequence dimension.
The most prevalent method of sequential scaling
is Self-Revision, where Madaan et al. (2023) first
generate an initial response and then iteratively
evaluate and refine it based on self-assessment. In
contrast, Chen et al. (2024b); Gou et al. (2024)
leverage external feedback—such as signals from
a code execution environment—rather than self-
evaluation to enhance solutions.

The effectiveness of sequential scaling with self-
revision remains a contentious issue. Huang et al.
(2024a); Kamoi et al. (2024) argue that models
cannot achieve effective self-refinement without
external feedback. Conversely, some researchers
posit that evaluating a solution’s correctness is in-
herently easier than generating a correct solution
(Leike, 2022), suggesting that LLMs have the ca-
pacity for self-evaluation. Kumar et al. (2024);
Zhang et al. (2024) show that it is possible to teach
LLM to self-refine through reinforcement learn-
ing or supervised fine-tuning. Chen et al. (2024c)
compared various test-time scaling algorithms and
found that when feedback accuracy exceeds 90%,
Self-Revision outperforms Best-of-N Search.

o1-like Models The release of o1 (OpenAI,
2024a,b) has further underscored the significance
of sequential scaling, as o1’s CoT length is substan-
tially greater than that of conventional models. The
research community has made significant efforts to
reproduce the capabilities of o1 (Qin et al., 2024;
Huang et al., 2024b; Jiang et al., 2024; Min et al.,
2024; Muennighoff et al., 2025), with QwQ (Team,
2024b) and R1 (DeepSeek-AI et al., 2025) and
LIMO (Ye et al., 2025) emerging as the most suc-
cessful attempts. However, Our findings reveal that
for R1 and QwQ, extending solution length does
not necessarily yield better performance due to the
models’ limited self-revision capabilities. Parallel
findings by Wang et al. (2025) attribute this phe-
nomenon to model underthinking, where models
initially reach correct intermediate solutions but
subsequently deviate toward incorrect conclusions
during extended reasoning.

3 Experiment Setting

Models Our experiments involved models from
the QwQ (Team, 2024b), LIMO(Ye et al., 2025)
and Deepseek-R1 series (DeepSeek-AI et al.,
2025), including Deepseek-R1, Deepseek-R1-
Distill-Qwen-32b, Deepseek-R1-Distill-Qwen-14b,
and Deepseek-R1-Distill-Qwen-1.5b. For simpl-
icy, we call these R1 models as R1-671b, R1-
Distill-32b, R1-Distill-14b and R1-Distill-1.5b re-
spectively. The models were run using SGLang
framework (Zheng et al., 2024), with the sampling
temperature set to 0.7 and the maximum generation
length set to 32k. We show the system prompt and
instructions used for evaluation in Appendix E.

Benchmark We conducted comprehensive evalu-
ations across four benchmarks: MATH-500 (Light-
man et al., 2024), AIME (AIMO, 2018), Omini-
MATH (Gao et al., 2024), and GPQA (Rein et al.,
2023). While MATH-500, AIME, and Omini-
MATH focus on mathematical reasoning, GPQA
encompasses broader scientific domains. For
AIME evaluation, we utilized the AIMO validation
set, comprising 90 questions from AIME 22, 23,
and 24 (AIMO, 2018). Given the computational de-
mands of evaluating the full Omini-MATH dataset
(4.4K questions), we randomly sampled 500 ques-
tions to maintain efficiency. For GPQA, we focused
on the diamond subset containing 198 questions.
To ensure robust evaluation of answer correctness,
we employed both the OpenCompass (Contributors,
2023) and Qwen Math (Yang et al., 2024) evalua-
tors, considering an answer correct if validated by
either evaluator.

4 The Failure of Sequential Scaling

4.1 Invalid Scaling of CoT Length: Longer
CoTs Do not Improve Performance

To investigate whether the accuracy of QwQ, R1
and LIMO genuinely improves with increasing
CoT length, we sampled each model five times
on the same question and sorted the five solutions
by length in ascending order. We grouped the so-
lutions based on their rank in this sorted list, with
the i-th ranked solutions forming a distinct group.
For instance, all the longest solutions (rank 5) from
different questions formed one group, while all the
shortest solutions (rank 1) formed another, result-
ing in 5 comprehensive solution groups for analy-
sis.

We present the average lengths of the five groups
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Figure 2: Solutions of QwQ and R1 were categorized into different groups according to their length and evaluated
in terms of solution length (a) and accuracy (b). The categorization of solutions is progressed for each question
independently, i.e., all groups of solutions are corresponding to the same questions.

of solutions in Figure 2a. Since the grouping of
solutions is based on their lengths, the differences
in length between the groups are pronounced. The
average length of the longest solutions is approx-
imately twice that of the shortest solutions. This
indicates that long-chain-of-thought (CoT) models
like QwQ, R1 and LIMO exhibit a high diversity
in the lengths of the solutions they sample.

There is no clear correlation between the length
of solutions and the model’s size. For example, R1-
Distill-1.5b produces the longest solutions while
QwQ (32b) generates the shortest. A comparison of
solution lengths across different datasets shows that
solutions for simpler datasets, such as Math, are
significantly shorter than those for more difficult
datasets, like AIME. This suggests that the model
adjusts the solution length based on the difficulty
of the problem.

The accuracy of the five groups of solutions is
presented in Figure 2b. Although there is a sig-
nificant disparity in solution lengths across the
groups, the differences in accuracy are much less
pronounced. Notably, we do not observe a consis-
tent improvement in accuracy for either QwQ or
R1 as solution length increases. This trend holds
true across all model variants as well as across
all evaluated datasets. In some cases, we even

observe an inverse scaling phenomenon, where ac-
curacy decreases with increasing CoT length, es-
pecially on more difficult datasets like AIME and
Omini-MATH. These findings cast doubt on the
presumed test-time scaling capabilities of o1-like
models, challenging the assumption that extended
reasoning chains inherently yield superior problem-
solving performance.

To make the relationship between CoT length
and accuracy more clear, we compared the lengths
of correct and incorrect solutions for the same ques-
tion. First, we identified questions that had both
correct and incorrect answers. For each of these
questions, we calculated the average length of cor-
rect and incorrect solutions. We then averaged
these values across all questions to determine the
overall average length for correct and incorrect so-
lutions. The results are shown in Figure 1. We
found that, for QwQ, R1 and LIMO, across all
model sizes and datasets, the length of correct solu-
tions is consistently shorter than that of incorrect so-
lutions. This observation suggests that longer CoTs
do not necessarily lead to better performance and
may even be associated with lower accuracy. More-
over, we observed that for weaker models, such
as QwQ and R1-Distill-1.5B, the gap in solution
length between correct and incorrect solutions is
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Figure 3: (a): The relationship between model accuracy
and the generation parameter Max Token Limitation.
(b): The relationship between solution length and the
average number of “wait” occur in a solution.

significantly larger than for stronger models, such
as R1-671b. This suggests that the invalid scaling
phenomenon is more pronounced in the weaker
models.

4.2 Explaining Invalid Scaling: The Key
Factor is the Failure of Self-Revision

In Section 4.1, we observed the phenomenon that
long solutions exhibit lower accuracy compared
to short solutions. In this section, we investigate
the underlying reasons for this phenomenon. We
first analyzed how the maximum token limitation
affects generation performance and confirmed that
the observed invalid scaling phenomenon was not
caused by constraints in the maximum token length.
Next, we examined the differences between long
and short solutions, finding that long solutions ex-
hibit a higher frequency of self-revision. Moreover,
our analysis suggests a strong correlation between
self-revision, solution length, and accuracy.

Max Token Limitation The max token limita-
tion parameter controls the maximum number of
tokens a model can generate for a question, which
plays a critical role in influencing model accuracy,
especially when generating long solutions. To ex-
plore its impact, we tested several max token limita-
tion values and compared the performance of QwQ,
R1 and LIMO on the AIME benchmark. The re-
sults are shown in Figure 3a, which revealed that
16k is a key threshold: when the max token lim-
itation is below this value, it significantly affects
the model performance. However, increasing the
max token limitation beyond 16k leads to dimin-
ishing returns, particularly for QwQ. In our other
experiments, we set the max token limitation to
32k, suggesting that this parameter is not the main
cause of invalid scaling.

Difference between Short and Long CoT To
understand why long solutions of QwQ, R1 and
LIMO is not better than short solutions, we ana-
lyzed their differences. We observed that QwQ,
R1 and LIMO all primarily extend solution length
through self-revision, characterized by markers
such as “Wait” and “Alternatively”. We show some
examples of that in Appendix F. To quantify this
phenomenon, we counted the occurrences of “wait”
in solutions of QwQ, R1 and LIMO in Figure 3b.
The results demonstrates a strong linear correlation
between solution length and the frequency of self-
correction markers for all models. This suggests
that the mechanisms of self-revision may play a
significant role in generating longer solutions.

Scaling Solution Length with Self-Revision We
have tried to investigate the revision behaviors in-
side the sampled solutions, however, it is difficult
to extract the initial solution and the following revi-
sion exactly from QwQ, R1 and LIMO’s solutions.
Alternatively to that, we prompted the models to
continue thinking based on their sampled solutions.

QwQ, R1 and LIMO often conclude their solu-
tions with phrases like “final answer: ...”, and R1
additionally outputs a ‘</think>’ tag followed by a
final response. To facilitate smoother continuation
of the reasoning process, we removed the “final an-
swer” portion from the solutions. We then used the
keyword “Wait” or “Alternatively” as the prompt
to encourage self-revision. We calculated the prob-
abilities of the model predicting the next token as
“Wait” or “Alternatively” and selected the one with
the higher probability as the prompt.

We prompted QwQ, R1 and LIMO to continue
reasoning for 40 additional steps on the AIME
benchmark. We show the results in Figure 4c,
from which we observe that the solution length
increase almost linearly with additional steps. Af-
ter 40 steps, the solution length of QwQ and R1 is
almost third as their original length.

We show the accuracy after sequential revision
in Figure 4a and 4b. Our results reveal that the
accuracy of QwQ and R1-Distill-1.5b decreases
constantly as the number of reasoning steps in-
creases, while the accuracy of R1-Distill-32b, R1-
Distill-14b and LIMO initially improves and then
oscillates with further reasoning steps. Further anal-
ysis in Appendix C reveal that the improvement on
R1-Distill-32b, R1-Distill-14b and LIMO during
revisions mainly comes from the revision on short
solutions. These results corroborate our previous
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Figure 4: (a): Accuracy of R1-Distill-32b, R1-Distill-14b and LIMO during sequential revisions. (b): Accuracy of
R1-Distill-1.5b and QwQ during sequential revisions. (c) Solution length increased with the more revision steps.

0 4 8 12 16 20 24 28 32 36
Iteration

0.00

0.02

0.04

0.06

0.08

R
at

io

R1-Distill-32b

0 4 8 12 16 20 24 28 32 36
Iteration

0.02

0.04

0.06

0.08

R1-Distill-14b

0 4 8 12 16 20 24 28 32 36
Iteration

0.00

0.05

0.10

0.15

0.20
R1-Distill-1.5b

0 4 8 12 16 20 24 28 32 36
Iteration

0.0

0.2

0.4

QwQ

0 4 8 12 16 20 24 28 32 36
Iteration

0.02

0.04

0.06

0.08

LIMO
Wrong to Correct Correct to Wrong
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answer to a correct one (wrong to correct) during sequential scaling.

experimental findings, suggesting that longer solu-
tions do not improve performance, especially for
weaker models such as QwQ and R1-Distill-1.5b.
These findings suggest that the reason why longer
solutions do not consistently lead to better perfor-
mance in QwQ, R1 and LIMO may lie in the failure
of self-revision.

Investigating Self-Revision Behavior To further
investigate the effectiveness of self-revision, we
analyzed the proportion of cases where the model
corrected an initial incorrect answer to a correct
one versus changing an initial correct answer to an
incorrect one during scaling solution length, the
results of which are shown in Figure 5. We found
that, the proportions of changing a incorrect answer
to an correct one is extremely low, always below
10%. Notably, for QwQ and R1-Distill-1.5b, the
proportion of changing a correct answer to an in-
correct one was even higher than that of correcting
an incorrect answer to a correct one. This obser-
vation helps explain why prompting QwQ and R1-
Distill-1.5b to continue reasoning led to a decrease
in accuracy. For simplicty, we call the proportions
of changing a incorrect answer to an correct one
as the successful-revision rate, while the reverse as
the failed-revision rate.

Although R1-Distill-32b, R1-Distill-14b and

R1-32b R1-14b R1-1.5b QwQ LIMO

72% 70% 58% 32% 54%

Table 1: The proportion of the revisions that models
sitck to the original wrong answers.

LIMO exhibit a higher successful-revision rate
than failed-revision rate, the increase of successful-
revision rate plateaus after approximately 10 steps,
with further revisions providing no additional ben-
efits. This observation explains why their accuracy
during sequential scaling initially increases with
multiple rounds of revision but later stabilizes with
fluctuations.

The successful-revision rate of QwQ, R1 and
LIMO are all below 10%, what is the outcome of
the model’s self-revision in unsuccessful cases?
We hypothesize that, in most instances, the model
simply keeps its original answer unchanged. To val-
idate that, we computed the proportion of instances
where the model persists with its original answer,
even when it is incorrect, and the results were as ex-
pected. As shown in Figure 1, when the original an-
swer is wrong, both R1-Distill-32b and R1-Distill-
14b maintain the original answer in over 70% of
cases. Although retaining the original answer does
not reduce accuracy, it also makes the scaling solu-
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tion length ineffective. This phenomenon suggests
that the model’s ability to early stop may also be a
critical factor influencing whether its performance
improves with an increasing solution length.

The above analysis indicates that the key factor
determining whether o1-like models’ performance
improve with an increase in solution length is their
ability to self-revise. The model’s accuracy in-
creases with the more incorrect answers revised to
correct and vice versa.

5 Sequential Scaling vs. Parallel Scaling

Based on our experimental findings presented in
Section 4.2, sequential scaling demonstrates lim-
ited effectiveness for QwQ, R1 and LIMO. An
alternative approach to scaling test-time compute
is parallel scaling, which generates multiple solu-
tions in parallel and selects the best one as the final
answer.

We compared the performance of sequential scal-
ing and parallel scaling in terms of the coverage
(pass@k score) and accuracy of QwQ and R1,
which are shown in Figure 6a and 6b respectively.
For sequential scaling, we iteratively prompt mod-
els to self-revise for 40 steps. While for parallel
scaling, we parallely sample 10 solutions. The cov-
erage is evaluated by counting the proportion of
whether multiple candidate answers contain a cor-
rect one. In parallel scaling, coverage increases
by one if at least one sampled solution is correct.
Similarly, in sequential scaling, coverage increases
by one if at least one revision iteration succeeds.

Our findings show that, for the same number of
generated tokens, parallel scaling provides a signif-
icantly larger improvement in coverage compared
to sequential scaling, for both R1-Distill-32b and

QwQ. However, a practical parallel scaling method
must select a final answer from a set of candidate
answers. We implement parallel scaling using ma-
jority vote (Wang et al., 2023) and sequential scal-
ing by taking the answer from the last revision as
the final answer. Since majority voting requires
at least three solutions to be effective, it does not
provide any benefit when scaling the number of
solutions from 1 to 2. In contrast, sequential revi-
sion is effective for R1-Distill-32b when scaling
the number of tokens to 10k, but further scaling
does not yield additional benefits. Additionally,
because sequential scaling involves attention over
a longer context, its computational cost is much
higher than that of parallel scaling when generating
the same number of tokens.

6 Application of Our Findings: Shortest
Majority Vote

Given the limitation of sequential scaling of the
current o1-like models, we turn to parallel scal-
ing techniques and incorperate it with our insight
on sequential scaling. Specifically, we propose a
new Parallel Scaling algorithm: Shortest Majority
Vote. Shortest Majority Vote is an extension of
Majority Vote, but it accounts for the length of the
solutions generated by the model. In the original
Majority Vote, solutions with the same answer are
grouped into a single category, and the number of
solutions in each category is counted, with the an-
swer corresponding to the category with the most
solutions selected as the final answer. In contrast,
Shortest Majority Vote not only counts the number
of solutions in each category, but also computes
the average length of the solutions in each category.
Let the number of solutions in the i-th category be
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Figure 7: Parallel-scaling performance of Majority Vote, Shortest and Shortest Majority Vote on AIME.

Model Solutions
AIME GPQA

MV Shortest Shortest MV MV Shortest Shortest MV

R1-Distill-32b

2

59.77 62.22 62.22 61.41 62.52 62.52
R1-Distill-14b 58.88 60.44 60.44 51.21 52.32 52.32
R1-Distill-1.5b 24 27.55 27.55 15.25 15.35 15.35

QwQ 41.77 40.22 40.22 58.05 57.02 57.02
LIMO 56.66 60.88 60.88 50.46 54.56 54.56

R1-Distill-32b

16

72.88 61.99 73.77 63.33 61.21 63.53
R1-Distill-14b 71.77 62.00 71.55 56.16 56.66 56.46
R1-Distill-1.5b 40.00 26.22 42.22 29.59 27.77 30.20

QwQ 51.33 40.88 50.88 62.25 56.82 62.25
LIMO 68.88 62.22 70.00 55.58 50.15 55.89

Table 2: Performance comparison between Majority Vote (MV), Shortest and Shortest Majority Vote (Shortest MV)
on AIME and GPQA, when there are 2 and 16 solutions sampled.

ci and the average solution length in that category
be li. The score for category i in Shortest Majority
Vote is computed as:

si =
ci

log li
(1)

and the final answer is chosen from the category
with the highest score. The score si is designed
with the assumption that the correct answer is more
likely to appear in categories with a larger number
of solutions and shorter solution lengths. Shortest
Majority Vote offers two key advantages: first, it
is particularly effective for some o1-like models,
where performance deteriorates with increasing so-
lution length; second, it enables the use of solution
length as a guidence signal for identifying supe-
rior solutions when candidate solutions are limited,
especially in cases where conventional Majority
Vote becomes ineffective due to having only two
candidate solutions.

We evaluated the performance of Shortest Ma-
jority Vote and Majority Vote through experiments
on the AIME and GPQA benchmarks, sampling 16
solutions from QwQ, R1 and LIMO models. We
implemented a simple baseline approach, denoted
as "Shortest," which selects the answer from the
solution with the minimal length. The experimen-

tal results are presented in Table 2 and Figure 7.
Table 2 demonstrates that Shortest Majority Vote
significantly outperforms both Majority Vote and
Shortest methods, particularly on the AIME bench-
mark. Figure 7 illustrates the parallel-scaling per-
formance of these three methods, showing that as
the number of generated tokens increases, Short-
est Majority Vote maintains superior performance
over both alternatives on AIME. The correspond-
ing parallel-scaling results for GPQA are provided
in Appendix D. Notably, while Shortest performs
better than Majority Vote when only two solutions
are sampled, it exhibits inferior performance in all
other scenarios. Shortest Majority Vote is also ef-
fective for many other reasoning models and chat
models, which is shown in Appendix A. These em-
pirical findings strongly support the effectiveness
of the Shortest Majority Vote approach.

6.1 Variants of Shortest Majority Vote

There are many variations of Shortest Majority
Vote implementation, such as ci

li
, ci√

li
. We chose to

use log for two main reasons:

1. Scaling laws tell us that model performance is
log - linearly related to the amount of compu-
tation, and computation is quadratically re-
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Model Majority Vote log sqrt linear square
QwQ 51.33% (baseline) 50.89% (-0.87%) 50.67% (-1.30%) 50.44% (-1.73%) 49.33% (-3.90%)
R1-32b 72.89% (baseline) 73.78% (+1.22%) 74.22% (+1.83%) 73.56% (+0.91%) 71.33% (-2.13%)
R1-14b 71.78% (baseline) 71.56% (-0.31%) 71.78% (+0.00%) 71.33% (-0.62%) 71.11% (-0.93%)
R1-1.5b 40.00% (baseline) 42.22% (+5.56%) 42.44% (+6.11%) 42.22% (+5.56%) 37.78% (-5.56%)
LIMO 68.89% (baseline) 70.00% (+1.61%) 70.00% (+1.61%) 71.11% (+3.23%) 71.11% (+3.23%)

Table 3: Performance of different Shortest Majority Vote variants on AIME dataset. 16 Solutions are sampled for
each question.

Model Majority Vote log sqrt linear square
QwQ 62.26% (baseline) 62.26% (+0.00%) 61.95% (-0.49%) 61.64% (-0.99%) 60.41% (-2.97%)
R1-32b 63.33% (baseline) 63.54% (+0.32%) 63.43% (+0.16%) 63.94% (+0.96%) 63.94% (+0.96%)
R1-14b 56.16% (baseline) 56.46% (+0.54%) 56.26% (+0.18%) 56.36% (+0.36%) 56.57% (+0.72%)
R1-1.5b 29.60% (baseline) 30.20% (+2.05%) 30.10% (+1.71%) 29.29% (-1.02%) 28.18% (-4.78%)
LIMO 67.49% (baseline) 67.69% (+0.30%) 67.18% (-0.46%) 66.67% (-1.22%) 65.13% (-3.50%)

Table 4: Performance of different Shortest Majority Vote variants on GPQA dataset. 16 Solutions sampled for each
question

lated to the number of tokens. Therefore,
model performance should be related to the
log of token count: f(log l2i ) = f(2 log li).

2. As we can observe from Figure 2, the vari-
ance in solution length for the same question
sample is substantial. Longer solutions often
contain more than twice the number of tokens
as shorter solutions, and token counts signif-
icantly outweigh the vote counts in majority
voting. To prevent token counts from com-
pletely dominating cluster selection in Short-
est Majority Vote, we use log to reduce the
influence of token count on voting results. As
shown in Figure 7 and Table 2, directly using
length as a reward (Shortest) performs much
worse compared to Majority Vote.

We empirically compared the impact of different
weight functions on shortest majority voting per-
formance in Table 2, testing four functions: 1) Log:
ci

log li
2) Sqrt: ci√

li
3) Linear: ci

li
4) Square: ci

l2i
We found that Log function can stably improve

performance over Majority Vote. Sqrt, Linear and
Square functions, however, show more unstable
performance. For example, in GPQA experiments,
Linear and Square may actually cause performance
degradation. We will supplement these experi-
ments in the appendix, thank you for your sug-
gestion.

7 Conclusion

In this study, we challenged the assumption that
o1-like models like QwQ and R1 have test-time

scaling capability. We found that the longer solu-
tions not necessarily yield better performance, and
that sequential scaling through self-revision has
limited effectiveness. Based on these insights, we
developed Shortest Majority Vote, a parallel scaling
method that considers solution length, which sig-
nificantly outperformed traditional majority vote.

Limitations

1. Given the considerable cost of R1-671b, eval-
uation on it was limited to the experiments
in Figures 1 and 2, whereas distilled R1 was
utilized for all subsequent.

2. Our experimental framework was limited to
static model checkpoints. Future research
should investigate test-time scaling behavior
using dynamic checkpoints in reinforcement
learning settings.

3. While the proposed shortest majority method
may have limited applicability for models
with strong sequential-scaling capabilities, so-
lution length remains a valuable guidance sig-
nal for candidate selection in parallel scaling
scenarios. The method can be adapted to a
Longest Majority Vote variant for such cases.

Ethics Statement

This paper honors the ACL Code of Ethics. The
dataset used in the paper does not contain any pri-
vate information. All data and tools used in this
study comply with their respective licenses and
terms of use.
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A Performance of Shortest Majority Vote
on More Models.

To demonstrate the applicability of shortest ma-
jority voting across a wider range of models, we
have included additional evaluation results for both
o1-like models (s1 (Muennighoff et al., 2025)
and Open-Reasoner-Zero (Wang et al., 2024)) and
instruction-based models (Deepseek-v3 (Liu et al.,
2024) and Qwen-2.5-72b-instruct (Team, 2024a)),
as shown in Tables 5. We found that Shortest Ma-
jority Vote also performs excellently on these mod-
els, especially with s1 and Open-Reasoner-Zero.
Although Qwen-2.5-72b and Deepseek-v3 do not
generate long chain-of-thought reasoning, Short-
est Majority Vote still significantly improves their
performance on AIME.

B Is Invalid Scaling Phenomenon Conflict
to Findings of R1 technique Report?

The training objective of R1 aims to improve model
accuracy, yet we observe that correct solutions tend
to be shorter than incorrect ones. This raises an
intriguing question: Why does R1’s reinforcement
learning (RL) training consistently produce longer
solutions?

To investigate this phenomenon, we analyzed
five solutions per question, organizing them into
groups by length in ascending order. Figure 8 il-
lustrates the distribution of correct solutions across
these groups.

Our analysis revealed that correct solutions pre-
dominantly appear in shorter-length groups, par-
ticularly in the AIME dataset. However, when
examining the token distribution, we found that
correct solution tokens are concentrated in longer-
solution groups. This apparent contradiction arises
because the total token count is determined by both
the number of solutions and the average tokens per
solution. As shown in Figure 2a, solutions in the
longest group contain nearly twice as many tokens
as those in the shortest group. This explains why,
despite having fewer individual solutions, longer
solutions account for a greater share of the total
tokens.

We hypothesize that this discrepancy explains
why RL training tends to produce longer solutions:
the training process may favor generating longer
solutions, even if they are less accurate, because
they contribute more tokens to the gradient.
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Figure 8: The number of correct solutions and tokens
distributed across groups of different lengths.

C Further analysis on Sequential Scaling
on R1-Distill-14b, R1-Distill-32b and
LIMO

In Section 4.2, we observed that R1-Distill-14b, R1-
Distill-32b and LIMO demonstrated some perfor-
mance improvements after multiple rounds of self-
revision, followed by stabilization. Furthermore, in
Section 4.1, we found that the correct solutions gen-
erated by R1-Distill-14b, R1-Distill-32b and LIMO
were generally shorter than incorrect solutions. To
reconcile these seemingly contradictory findings
and further analyze how R1-Distill-14b, R1-Distill-
32b and LIMO benefit from self-revision, we con-
ducted a detailed analysis of self-revision outcomes
on both long and short solutions. Our methodol-
ogy for collecting long and short solutions involved
sampling five solutions for each question, ordering
them by length, and then segregating the longest
and shortest solutions into separate groups. The
results of self-revision on both short and long so-
lutions are presented in Figure 9. Our analysis
reveals that short solutions exhibited significant
performance improvements following self-revision,
while this trend was less pronounced for long so-
lutions. Therefore, the performance improvements
we observed through self-revision in R1-Distill-
14b, R1-Distill-32b and LIMO primarily stem from
the self-revision on short solutions. This suggests
that the relationship between accuracy and solution
length for these models is complex, demonstrating
neither a strictly positive nor negative correlation
with length.
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Model
AIME Dataset GPQA Dataset

Majority Vote Shortest Majority Vote Majority Vote Shortest Majority Vote

QwQ 51.33% (baseline) 50.89% (-0.87%) 62.26% (baseline) 62.26% (+0.00%)
R1-32b 72.89% (baseline) 73.78% (+1.22%) 63.33% (baseline) 63.54% (+0.32%)
R1-14b 71.78% (baseline) 71.56% (-0.31%) 56.16% (baseline) 56.46% (+0.54%)
R1-1.5b 40.00% (baseline) 42.22% (+5.56%) 29.60% (baseline) 30.20% (+2.05%)
LIMO 68.89% (baseline) 70.00% (+1.61%) 67.49% (baseline) 67.69% (+0.30%)
s1 40.89% (baseline) 42.22% (+3.26%) 55.59% (baseline) 55.90% (+0.55%)
Open-Reasoner-Zero 41.78% (baseline) 43.33% (+3.72%) 50.81% (baseline) 50.51% (-0.60%)
Qwen-2.5-72b 20.22% (baseline) 21.11% (+4.40%) 46.26% (baseline) 47.18% (+2.00%)
Deepseek-v3 64.67% (baseline) 65.56% (+1.37%) 66.46% (baseline) 66.16% (-0.46%)

Table 5: Performance improvement of Shortest Majority Vote compared to Majority Vote on QwQ, distilled R1,
LIMO, s1, Open-Reasoner-Zero, Qwen-2.5-72b and Deepseek-v3.
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Figure 9: Accuracy of short solutions and long solutions of R1-Distill-14b (a) and R1-Distill-32b (b) during
sequential revision.

D Parallel Scaling of Shortest Majority
Vote on GPQA

In Section 6, we demonstrated that our proposed
Shortest Majority Vote achieves superior test-time
scaling performance compared to the other two
methods on the AIME benchmark. In this section,
we present the parallel-scaling results on GPQA in
Figure 10. While Shortest Majority Vote consis-
tently outperforms the Shortest method on GPQA,
it does not exhibit significantly better parallel scal-
ing performance compared to Majority Vote on this
benchmark. This phenomenon might be attributed
to the smaller performance gap between short and
long solutions on GPQA compared to AIME, sug-
gesting that solution length plays a less critical
role in determining solution quality on the GPQA
benchmark, which can be observed from Figure 2b

E Prompt

System prompt:

System prompt

You are a helpful and harmless assistant.
You should think step-by-step.

Instruction for MATH-500, AIME and Omini-
MATH:

Instruction

Answer the question and enclose the final
answer in boxed{}

Instruction for GPQA:

Instruction

Select the best answer from the following op-
tions. Output only the letter corresponding
to the correct answer, enclosed in boxed{}.
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Figure 10: Performance Comparison between Majority Vote and Shortest Majority Vote on GPQA.

F Examples of self-revision

Examples

Wait, let me verify that again ...

Wait, but that seems straightforward,
but let me check if I got the constants right
...

Wait, but let me verify this to ensure
I didn’t make a mistake ...

Wait, so is the answer 756? But let
me check if this is consistent ...

Wait, but in 3D space, the centers
might not be coplanar? ...

Alternatively, try to find a general formula ...

Alternatively, consider that m is such
that m divides k where k is from 1 to 999 ...

Alternatively, maybe we can use mod-
ulo 8 to get constraints ...

Alternatively, perhaps there’s a smarter
approach ...

Alternatively, another way to think
about this problem is to recognize that w
and z are roots of unity ...
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