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Abstract

Text-based hyperbole and metaphor detection
are of great significance for natural language
processing (NLP) tasks. However, due to their
semantic obscurity and expressive diversity, it
is rather challenging to identify them. Exist-
ing methods mostly focus on superficial text
features, ignoring the associations of hyperbole
and metaphor as well as the effect of implicit
emotion on perceiving these rhetorical devices.
To implement these hypotheses, we propose
an emotion-guided hyperbole and metaphor de-
tection framework based on bidirectional dy-
namic interaction (EmoBi). Firstly, the emo-
tion analysis module deeply mines the emotion
connotations behind hyperbole and metaphor.
Next, the emotion-based domain mapping mod-
ule identifies the target and source domains
to gain a deeper understanding of the implicit
meanings of hyperbole and metaphor. Finally,
the bidirectional dynamic interaction module
enables the mutual promotion between hyper-
bole and metaphor. Meanwhile, a verification
mechanism is designed to ensure detection ac-
curacy and reliability. Experiments show that
EmoBi outperforms all baseline methods on
four datasets. Specifically, compared to the cur-
rent SoTA, the F1 score increased by 28.1% for
hyperbole detection on the TroFi dataset and
23.1% for metaphor detection on the HYPO-L
dataset. These results, underpinned by in-depth
analyses, underscore the effectiveness and po-
tential of our approach for advancing hyperbole
and metaphor detection.

1 Introduction

Hyperbole and metaphor, as common rhetorical
devices, not only enrich language expressions but
also play a crucial role in emotion conveyance (Mo-
hammad et al., 2016; Djokic et al., 2021) and se-
mantic understanding (Neuman et al., 2013; Ding
et al., 2025; He et al., 2025). Therefore, the accu-
rate detection and understanding of hyperbole and
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Figure 1: Examples of Hyperbole and Metaphor Detec-
tion.

metaphor are of critical significance for improv-
ing the performance of many Natural Language
Processing (NLP) tasks, such as emotion analysis
systems (Zheng et al., 2023b; Zhang et al., 2024a;
Lee et al., 2023) and intelligent chatbots (Samad
et al., 2022; Zheng et al., 2023a; Xie et al., 2024;
Zheng et al., 2025). However, due to their seman-
tic obscurity and expressive diversity, identifying
hyperbole and metaphor has always been a chal-
lenging issue in NLP research.

Several studies have made commendable efforts
in hyperbole and metaphor detection. Some re-
searches build separate detection models for hy-
perboles (Tian et al., 2021; Schneidermann et al.,
2023) or metaphors (Tian et al., 2024; Zhang et al.,
2024b). Additionally, the latest work (Badathala
et al., 2023) considering the interaction between
hyperboles and metaphors, proposed a multi-task
method for simultaneously detecting them. How-
ever, these methods mainly focus on the extraction
of surface-level text features and implicit feature
sharing among tasks. They ignore the emotions
behind rhetorical expressions and the dynamic in-
teraction between tasks. Specifically, the employ-
ment of rhetorical devices is often emotion-driven
(Dankers et al., 2019; Chen et al., 2023; Zhang
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et al., 2024a), and different devices can interact
and jointly construct semantics. Therefore, (1)
how to mine the emotions behind hyperbole and
metaphor and (2) how to model the dynamic in-
teraction relationship between them, and utilize
these to achieve detection are of crucial importance.

On the one hand, most prior approaches (Elzohbi
and Zhao, 2023; Zhang and Wan, 2023; Badathala
et al., 2023) only focus on lexical and syntactic fea-
tures, while the consideration of emotion factors
remains insufficient. In fact, emotion is the vehicle
of semantic expression and a key factor in facili-
tating the understanding of rhetorical effects. As
shown in Figure 1 (a), from the emotion perspec-
tive, the term “butcher’s knife” carries a cruel and
ruthless emotion connotation. Without emotion
knowledge, it is arduous to fathom that “time” (the
target domain) is metaphorically referred to as a
“butcher’s knife” (the source domain) just from a lit-
eral interpretation. It might be misinterpreted as a
description of an actual knife. For hyperbole detec-
tion, the cruel and ruthless “butcher’s knife” holds
a hyperbolic significance, intimating the great influ-
ence of time. Absent the aid of emotion knowledge,
it could be misapprehended as a meaningless text.

On the other hand, although hyperboles and
metaphors differ in linguistic manifestations, they
possess certain inherent associations as both in-
volve deviations from the literal meaning to achieve
specific expressive effects (Carston and Wearing,
2011; Burgers et al., 2016). Nevertheless, exist-
ing methods (Troiano et al., 2018; Badathala et al.,
2023; Qiao et al., 2024) either treat these two rhetor-
ical devices separately or simply conduct implicit
feature fusion, neglecting to explicitly explore and
utilize the bidirectional dynamic interaction pro-
cess between them. As illustrated in Figure 1 (b),
from the metaphor perspective, comparing “deter-
mination” to “steel fortress” vividly exaggerates
the firmness of determination via the fortress’s stur-
diness and impregnability. Conversely, this hyper-
bole elevates the sturdiness of the fortress to the
extreme, reinforcing the metaphorical link between
“determination” and “steel fortress”.

Based on the above observations, we propose an
Emotion-guided hyperbole and metaphor detection
framework based on Bidirectional Dynamic Inter-
action (EmoBi). Firstly, we conduct an emotion
analysis of the sentence. By excavating the deep-
seated correlations between emotions and hyper-
boles as well as metaphors within the text, crucial

cues are provided for subsequent identification and
comprehension. Secondly, we perform emotion-
based domain mapping. Based on the emotion anal-
ysis results, we prompt the large language model
(LLM) to identify the target domain and the source
domain from the emotion perspective. This en-
riches the semantic representation of the target do-
main through emotional connotations, facilitating
a deeper understanding of implicit meaning in hy-
perboles and metaphors. Finally, we design a bidi-
rectional dynamic interaction mechanism to enable
hyperbole and metaphor to mutually reinforce each
other. The intense emotion and degree variation
within hyperbole render the conceptual mapping
of metaphor more profound and expressive. Mean-
while, metaphor sets the semantic framework and
emotional tone for hyperbole. Additionally, we set
up a verification mechanism to ensure detection
accuracy and reliability.

To validate the effectiveness of our model, we
conduct experiments on four widely used datasets
for hyperbole and metaphor detection, namely
HYPO (Troiano et al., 2018), and HYPO-L (Zhang
and Wan, 2021), LCC (Mohler et al., 2016), TroFi
(Birke and Sarkar, 2006). The experimental results
show that our model significantly outperforms all
state-of-the-art (SoTA) baselines on all evaluation
metrics. Specifically, in hyperbole and metaphor
detection, the F1 scores are improved by 28.1%
on the TroFi dataset and 23.1% on the HYPO-L
dataset respectively compared to the current SoTA.
Moreover, we carry out a large number of exper-
iments to show the effectiveness of the emotion
guidance and the bidirectional dynamic interaction.
Our main contributions are summarized as follows:

• We propose a novel emotion-guided frame-
work to understand hyperbole and metaphor
comprehensively through emotion expres-
sions, providing a new perspective for rhetori-
cal language study.

• We design a bidirectional dynamic interaction
mechanism that promotes the mutual enhance-
ment between hyperboles and metaphors.

• Our extensive experimental results on the four
widely used hyperbole and metaphor datasets
demonstrate that our scheme achieves SoTA
performance.1

1Our codes: https://github.com/ZhengL00/EmoBi.
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2 Related Work

2.1 Hyperbole and Metaphors Detection
Hyperbole and metaphor detection has been an ac-
tive research area in Natural Language Processing
(NLP) (Zhang and Wan, 2024; Kalarani et al., 2024;
Govindan and Balakrishnan, 2022). For metaphor
detection, Birke and Sarkar (2006) developed the
TroFi dataset, focusing on literal and metaphorical
verb usages. Mohler et al. (2016) contributed the
LCC dataset with sentence-level metaphor annota-
tions in four languages. Tian et al. (2024) proposed
a domain mining method based on interpretable
word pairs for metaphor detection. Yang et al.
(2024) bootstraped and combined tacit knowledge
to conduct verb metaphor detection. In the realm of
hyperbole detection, McCarthy and Carter (2004)
established a theoretical framework, which pro-
vided a foundation for subsequent research efforts.
Troiano et al. (2018) took a significant step forward
by developing the first comprehensive hyperbole
dataset. Tian et al. (2021) utilized common sense
and counterfactual knowledge to generate sentence-
level hyperboles. Schneidermann et al. (2023) ex-
plored hyperbole detection in pre-trained language
models. Nevertheless, these methods typically han-
dle metaphors or hyperboles independently, over-
looking the interactions between them. Badathala
et al. (2023) proposed a multi-task approach that
considered the mutual promotion between hyper-
boles and metaphors. However, they mainly fo-
cused on surface feature sharing and insufficiently
considered the emotion guidance and the deep-level
interaction between hyperboles and metaphors.

2.2 Emotion Analysis
Significant progress has been made in emotion
analysis (Liu, 2020; Akhtar et al., 2016; Pang
et al., 2002; Zheng et al., 2024b,a), evolving from
early dictionary matching methods to deep learn-
ing models. Turney (2002) proposed a pointwise
mutual information measure method for predicting
emotions. With the emergence of deep learning,
Rakhlin (2016) introduced convolutional neural net-
works for sentiment analysis. Wang et al. (2023)
found that emotions can be effectively used to study
personality traits. Regarding the research on the as-
sociation between emotions and rhetoric. Moham-
mad et al. (2016) explored the relationship between
metaphor and emotion, finding that metaphors of-
ten carry emotion tendencies. Chen et al. (2023)
proposed an emotion recognition model through hi-

erarchical structure and rhetorical correlation. Con-
sidering the driving role of emotion on rhetorical
devices, we propose an emotion-guided framework
to achieve more accurate and comprehensive detec-
tion.

2.3 LLM Reasoning

The emergence of large language models (LLMs)
has opened up new avenues for hyperbole and
metaphor detection (Mann et al., 2020; Wu et al.,
2023; Xu et al., 2024). Prompting techniques have
been widely explored to elicit the knowledge and
reasoning capabilities of LLMs (Li et al., 2023;
Liang et al., 2024; Zhou et al., 2024). Chain-of-
Thought (CoT) prompting and its variants have
been proposed to guide LLMs in generating inter-
mediate reasoning steps, which have shown promis-
ing results in improving performance on complex
tasks (Wei et al., 2022; Yao et al., 2024; Besta et al.,
2024). Although existing prompting techniques
have achieved success in other domains, the unique
characteristics of hyperbole and metaphor, such as
their implicitness and context-dependence, pose
additional challenges. There is a lack of system-
atic research to effectively prompt LLMs to capture
the essence of these rhetorical devices. Our work
builds upon these previous efforts and proposes
a novel emotion-guided framework that explicitly
models the emotion knowledge and dynamic inter-
action between hyperboles and metaphors.

3 Methodology

3.1 Task Definition

For a given sentence x , our goal is to predict the
corresponding hyperbole label yh and metaphor
label ym, that is f(x) → (yh, ym) , where f(x)
represents the detection model.

3.2 Method Overview

In this paper, we propose an emotion-guided hyper-
bole and metaphor detection framework based on
bidirectional dynamic interaction (EmoBi), which
fully utilizes emotion information and inter-task
interactions to enhance hyperbole and metaphor
detection. The architecture of our framework is
illustrated in Figure 2 and comprises three com-
ponents: (1) an emotion analysis module, (2) an
emotion-guided domain mapping module, and (3)
a bidirectional dynamic interaction module. The
emotion analysis module, captures the emotion con-
text of the sentence, supplying key cues for later
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Figure 2: The overall architecture of our model.

detection. The domain mapping module utilizes
semantic and emotion information to identify target
and source domains, aiding in understanding im-
plicit meanings. Finally, the bidirectional dynamic
interaction mechanism enables mutual promotion
in detection via knowledge transfer.

3.3 Emotion Analysis
The first stage involves a comprehensive sentiment
analysis of the given sentence. This step is of ut-
most importance as emotion is a key factor in fa-
cilitating the understanding of rhetorical effects.
By deeply mining the emotion within the sentence,
it can effectively connect the surface level of lan-
guage with the deeper level of rhetoric, thus con-
tributing to a precise interpretation of the rhetorical
effects of the text. Specifically, we prompt the
LLM to analyze the emotion of the sentence. The
specific input template is as follows:

Input: <sentence>

Prompt1: Please analyze the emotion
of the following sentence.

This step can be formulated as:

xe = LLM(x, Prompt1) (1)

where xe represents the result of emotion analy-
sis. The LLM processes the input and returns the
emotion information. Emotion analysis not only en-
ables us to understand the emotion background of

hyperboles and metaphors but also provides crucial
guidance for subsequent domain mapping.

3.4 Emotion-Based Domain Mapping

Domain mapping is of crucial significance as it
facilitates the comprehension of semantic trans-
fer and conceptual relationships within a sentence,
which are typically the key elements in the detec-
tion of hyperboles and metaphor. Based on the
emotion analysis result from the previous step, we
prompt the LLM to perform domain mapping from
an emotion perspective and identify the source do-
main and target domain of the sentence. We design
the following prompt template for the LLM:

Input: <sentence> + <emotion
analysis>

Prompt2: Based on the above emotion
analysis result, identify the source
domain and target domain in the
sentence, and analyze the emotion
connection between the two domains.

This step can be formulated as:

xd = LLM(x, xe, P rompt2) (2)

where xd contains the source domain, the target
domain, and the corresponding explanations. The
identification of source and target domains con-
structs a crucial bridge for understanding hyperbole
and metaphor. The source domain, as the initial
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conceptual foundation of hyperbolic and metaphor-
ical expressions, bears fundamental semantic fea-
tures and emotional connotations. The target do-
main is the destination where these semantic fea-
tures and emotional connotations are transferred
and mapped. By identifying the source domain and
the target domain, the starting and ending points of
semantic transfer can be accurately located. This
allows for a clear examination of semantic magnifi-
cation or distortion in hyperbole and cross-domain
conceptual mapping and fusion in metaphor. Con-
sequently, it promotes a more comprehensive un-
derstanding of sentence semantics and more precise
detection of hyperbole and metaphor.

3.5 Bidirectional Dynamic Interaction

Utilizing the obtained emotion knowledge and do-
main understanding, we design a bidirectional dy-
namic interaction mechanism to further perform hy-
perbole and metaphor detection. In this mechanism,
hyperbole and metaphor mutually reinforce each
other. The intense emotions and degree changes
inherent in hyperbole can provide richer seman-
tic expansion directions for metaphor, enhancing
the depth and expressiveness of the metaphorical
concept mapping. Conversely, metaphor sets the se-
mantic framework and emotion tone for hyperbole,
making the degree changes in hyperbole more rea-
sonable and coherent. This bidirectional dynamic
interaction promotes mutual learning between the
hyperbole and metaphor detection tasks, thereby
improving the accuracy and efficiency of detection.

Taking metaphor-guided hyperbole detection
as an example, we prompt the LLM to perform
metaphor detection based on the knowledge ob-
tained from the previous two steps, obtaining
metaphor detection knowledge.

xm = LLM(x, xe, xd) (3)

where xm denotes the metaphor information in the
sentence. Then, based on the prior emotion knowl-
edge, domain knowledge, and metaphor informa-
tion, we conduct hyperbole detection.

Input: <sentence> + <emotion
analysis> + <domain mapping> +
<metaphor analysis>

Prompt3: Based on the emotion
knowledge, domain knowledge, and
metaphor knowledge, analyze whether
the sentence is a hyperbole sentence.

This step can be formulated as:

yh = LLM(x, xe, xd, xm, P rompt3) (4)

The LLM analyzes the sentence based on the
provided information and outputs the hyperbole
label yh. Conversely, the process of hyperbole-
guided metaphor detection is similar. First, we
utilize the emotion and domain knowledge from
the previous two steps to analyze the hyperbole
information xh in the sentence. Subsequently, the
final metaphor label ym is derived based on the
emotion knowledge xe, domain knowledge xd, and
hyperbole information xh. This bidirectional dy-
namic interaction not only improves the detection
of each individual rhetorical device but also en-
riches the overall understanding of the semantic
and rhetorical complexity of the text.

Furthermore, we design a validation mechanism.
If an error is detected in the identified hyperboles
or metaphors, the model re-evaluate and adjust the
results. Through the validation mechanism, we
ensure the accuracy and reliability of the hyperbole
and metaphor detection and improve the overall
performance of the framework.

4 Experiments

4.1 Experimental Setting

Datasets. We evaluate the effectiveness of our
framework on four widely-used datasets with both
hyperbole and metaphor labels, namely HYPO
(Troiano et al., 2018), and HYPO-L (Zhang and
Wan, 2021), LCC (Mohler et al., 2016), TroFi
(Birke and Sarkar, 2006).
Evaluation Metrics. In terms of evaluation met-
rics, we align with (Badathala et al., 2023) and use
three metrics, namely precision (P), and recall (R),
and F1, to assess the performance.

4.2 Baseline Systems

To verify the effectiveness of our model, we com-
pare it with the following state-of-the-art baselines.
(1) Badathala et al. (2023) propose a multi-task
method with a fully shared layers (MTL-F) model
based on BERT (Devlin, 2018), ALBERT (Lan,
2019), and RoBERTa (Liu, 2019) respectively.
(2) Standard Prompting. Standard prompting
methods have been widely utilized in previous
works (Ma et al., 2023; Zhu et al., 2024). For this
task, we construct the following prompt template
as the input for LLMs:
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Method Hyperbole Metaphor Hyperbole Metaphor
P R F1 P R F1 P R F1 P R F1

HYPO HYPO-L
MTL-F-BERT 85.3 82.4 83.6 79.9 68.6 72.9 65.5 61.9 63.8 55.2 45.4 50.3
MTL-F-ALBERT 84.7 87.7 86.0 75.7 76.1 75.3 63.8 59.3 61.4 49.8 38.5 43.0
MTL-F-RoBERTa 87.9 88.4 88.1 82.6 75.2 78.7 70.6 66.8 68.7 59.9 55.4 57.2
Prompt-based 71.6 90.2 79.8 72.8 70.1 71.4 62.4 77.3 69.1 61.9 73.2 67.1
CoT-based 76.1 91.8 83.2 75.4 79.2 77.2 67.5 78.7 72.8 65.3 81.7 72.6
Ours 87.7 94.1 90.8 81.2 88.1 84.5 74.2 85.1 79.3 75.8 85.4 80.3

(-0.2%) (+2.3%) (+2.7%) (-1.4%) (+8.9%) (+5.8%) (+3.6%) (+6.4%) (+6.5%) (+10.5%) (+3.7%) (+7.7%)

LCC TroFi
MTL-F-BERT 63.3 53.1 57.5 75.0 77.4 76.0 56.5 43.3 48.6 55.6 52.5 54.0
MTL-F-ALBERT 61.4 42.5 49.9 70.9 78.5 74.4 48.7 24.1 31.2 51.6 45.7 47.5
MTL-F-RoBERTa 63.0 69.1 65.9 79.8 81.2 80.5 60.5 52.9 56.1 56.5 58.7 57.3
Prompt-based 61.4 87.9 72.3 82.3 69.1 75.2 68.1 79.4 73.3 82.4 56.3 66.9
CoT-based 68.1 90.1 77.5 89.4 78.4 83.6 71.3 87.3 78.5 83.5 61.2 70.7
Ours 76.3 95.6 84.9 95.7 87.3 91.3 76.6 93.5 84.2 91.3 65.9 76.6

(+8.2%) (+5.5%) (+7.4%) (+6.3%) (+6.1%) (+7.7%) (+5.3%) (+6.2%) (+5.7%) (+7.8%) (+4.7%) (+5.9%)

Table 1: Experimental results on hyperbole and metaphor detection. In the brackets are the improvements of our
model over the best-performing baseline(s). MTL-F-RoBERTa is the current SoTA.

Prompt: Please identify the hyperbole
label yh and metaphor label ym of the
following sentence x.

Nevertheless, this method lacks explicit guid-
ance for the LLM’s step-by-step reasoning process,
diminishing the interpretability of their answers
and making it challenging to understand the under-
lying logic behind the LLM’s responses.
(3) Vanilla CoT Prompting. To enhance the stan-
dard prompting method, chain-of-thought (CoT)
prompting has been investigated (Wei et al., 2022).
It has made progress not only in generating answers
but also in inspiring the LLM to provide the ratio-
nale basis behind the answers. We construct the
following prompt template as inputs to LLMs:

Prompt: Let’s think step by step to
identify the hyperbole label yh and
metaphor label ym of the following
sentence x.

However, the CoT merely prompts the model to
directly generate the intermediate reasoning pro-
cess. It falls short of delving into the emotion
background behind hyperbole and metaphor and
the profound interaction between them.

4.3 Main Results

The experimental results of the hyperbole and
metaphor detection tasks on four datasets are
shown in Table 1. The results highlight that our
method outperforms the SoTA baselines on four
datasets, revealing several key findings. Firstly,
compared with prompt-based and CoT-based rea-
soning, our method has unique advantages. On

the LCC dataset, the F1 score of the metaphor de-
tection has risen by 16.1% and 7.7% respectively
compared with prompt-based and CoT-based rea-
soning, and the F1 score of the hyperbole detection
has increased by 12.6% and 7.4%. This firmly
validates that in-depth text emotion analysis and
hyperbole-metaphor interaction exploration enable
a more precise grasp of their nuanced semantics. In
addition, contrasted with the current SoTA (MTL-
F-RoBERTa), our method presents more promi-
nent benefits. On the TroFi dataset, the F1 scores
of the hyperbole detection has surged by 28.1%.
And on the HYPO-L dataset, the F1 scores of the
metaphor detection has increased by 23.1%. This
indicates that it is insufficient for MTL-F to mine
the clues of hyperbole and metaphor only from
the surface features. It also shows the necessity
and effectiveness of understanding the emotional
background behind the sentence. The hyperbole
providing a richer semantic expansion direction
for the metaphor and the metaphor setting a se-
mantic framework for the hyperbole. Furthermore,
compared to the current SoTA, the F1 scores of
prompt-based and CoT-based reasoning in hyper-
bole detection on the HYPO dataset decreased by
8.3% and 4.9% respectively, and those in metaphor
detection declined by 7.3% and 1.5% respectively.
This indicates that relying solely on the inference
ability of the LLM itself is inadequate and further
demonstrates the effectiveness of our method.

4.4 Ablation Study

We perform ablation experiments to evaluate the
contribution of each component in our model. As
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HYPO HYPO-L
Hyperbole Metaphor Hyperbole Metaphor

Ours 90.8 84.5 79.3 80.3

w/o emotion 86.2 (-4.6) 79.4 (-5.1) 74.7 (-4.6) 74.6 (-5.7)

w/o interaction 87.4 (-3.4) 80.7 (-3.8) 75.8 (-3.5) 75.3 (-5.0)

w/o domain 88.2 (-2.6) 81.2 (-3.3) 76.6 (-2.7) 76.0 (-4.3)

w/o verification 89.3 (-1.5) 83.1 (-1.4) 78.1 (-1.2) 78.4 (-1.9)

LCC TroFi
Hyperbole Metaphor Hyperbole Metaphor

Ours 84.9 91.3 84.2 76.6

w/o emotion 79.6 (-5.3) 85.9 (-5.4) 79.8 (-4.4) 72.2 (-4.4)

w/o interaction 80.9 (-4.0) 87.2 (-4.1) 80.6 (-3.6) 73.6 (-3.0)

w/o domain 81.4 (-3.5) 88.1 (-3.2) 81.4 (-2.8) 73.9 (-2.7)

w/o verification 83.4 (-1.5) 89.9 (-1.4) 82.9 (-1.3) 75.2 (-1.4)

Table 2: Ablation results. The numbers in the brackets
are the decreased values compared with our full model.

depicted in Table 2, no variant matches the full
model’s performance, highlighting the indispens-
ability of each component. Specifically, when
the emotional analysis is not utilized, the perfor-
mance degradation is the most prominent across
both tasks on all four datasets. Particularly, on the
metaphor detection of the HYPO-L dataset, the F1
score dropped by 5.7%. This indicates the signifi-
cance of providing emotional context. To verify the
necessity of the bidirectional dynamic interaction
mechanism, we remove this module. The sharp
decline in the results demonstrate that this module
enables a mutual reinforcement between hyperbole
and metaphor, facilitating a more comprehensive
and accurate understanding of their semantic rela-
tionships. Besides, removing the emotion-guided
domain mapping led to a decline in performance.
This implies that identifying the source domain and
the target domain as well as tracing the emotional
connections between the two domains can enhance
the model’s ability. Furthermore, the performance
declined when the verification mechanism is re-
moved, which indicates that re-evaluate the results
contributes to the improvement of performance.

4.5 Discussion
To further investigate the effectiveness of our
method, we conduct in-depth analyses to answer
the following questions, aiming to deeply mine the
intuition and analyze implicit phenomena.
1) What are the impacts of LLM scales? With the
attempt to investigate the impact of different LLM
scales, we evaluate the hyperbole and metaphor de-
tection performance of Llama models with different
sizes on four datasets. As illustrated in the Figure 3,
it can be observed that for both our method and the
prompt-based method, the performance of hyper-
bole and metaphor detection improves as the model
scale increases. Moreover, we discover that com-
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pared with the prompt-based method, our method
exhibits a more significant enhancement in perfor-
mance when the model scale is enlarged. This indi-
cates that our method can deeply mine the semantic
and emotional information within the text, thereby
demonstrating stronger adaptability in hyperbole
and metaphor detection tasks.
2) What are the influences of different LLMs?
To explore the impact of different LLMs on hyper-
bole and metaphor detection, we select two rep-
resentative models: Llama3-8b and GPT-4o for
comparative experiments. The experimental results
are shown in Figure 4. We observe that on all four
datasets, GPT-4o consistently outperforms Llama3-
8b. This consistent performance gap indicates that
more powerful LLMs indeed have better rhetorical
comprehension abilities. Additionally, we find that
the performance of our method far surpasses that
of prompt-based method, regardless of whether it
is applied to Llama3-8b or GPT-4o. This shows
that by deeply mining the semantic and emotional
cues in the text, we compensate for the potential de-
ficiencies of LLMs in handling rhetorical detection
tasks, proving the effectiveness of our method.
3) What are the advantages of the bidirectional
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Figure 5: Influence of the bidirectional dynamic interac-
tion mechanism in hyperbole and metaphor detection.

dynamic interaction mechanism? We are cu-
rious about the effectiveness of the bidirectional
dynamic interaction mechanism. In Figure 5, we
design three groups of experiments for compari-
son, namely: 1) detecting hyperboles or metaphors
separately (Separate). 2) detecting hyperboles and
metaphors simultaneously (Together). 3) detecting
hyperboles and metaphors using the bidirectional
dynamic mechanism (Ours). We observe that our
method outperforms both separate and simultane-
ous detection on the four datasets. This indicates
that the mechanism can better capture the seman-
tic features. It averts information one-sidedness in
separate detection and overcomes interaction defi-
ciency in simultaneous detection, yielding more ac-
curate and efficient results. Moreover, we find that
the performance of separate detection is the worst,
which proves that hyperboles and metaphors can
help each other and highlights the importance of
integrating the effective knowledge between them.

4.6 Case Study

We conduct a case study to gain a deeper under-
standing of the importance and effectiveness of our
framework. As shown in Figure 6, our framework
successfully detects hyperboles and metaphors,
while the prompt-based method fails. 1 In terms
of emotion analysis, in Eg.1, our method correctly
detects it as a hyperbole based on the emotions
of hope and commitment it conveyed, yet the
prompt-based method misses this. Similarly, in
Eg.2, guided by the shopping tired emotion, our
method successfully detects the sentence as hy-
perbole. In contrast, the prompt-based method
misinterprets it as a direct statement. 2 Regard-

1

[Sentence] The president said that the well-being of citizens is his North Star.

[prompt-based] Describe the president's core values literally.

[Emotion-Guided] Conveys emotions of hope, commitment, and inspiration.

->Adopt hyperbole, highlights noble goal of citizen well-being.

2

[Sentence] Shopping drained me today.

[prompt-based] Direct statements of energy or burnout.

[Emotion-Guided] Feeling tired from shopping,a complaint in the tone.

-> Drained figuratively conveys feelings of exhaustion.

3

[Sentence] My bedroom is my sanctuary.

[prompt-based] Not contain an obvious exaggeration or overstatement.

[Domain-Guided] Sanctuary metaphorically conveys safety.

-> Difference btw, emphasizes exaggerated rhetorical elements.

4

[Sentence] His ambitious hunger moves him to a very large attempt.

[prompt-based] The speaker means to convey a literal sense of hunger.

[Domain-Guided] Compares ambition to hunger, visualizing strong desire.

-> Reveals hunger as ambition's metaphorical mapping.

5

[Sentence] She stood frozen, searching for him.

[prompt-based] Someone standing still and looking around for someone.

[Metaphor Interaction] Refers to state of physiological phenomena as frozen.

-> Exaggerate state of stillness, emphasizing intense emotions.

6

[Sentence] People bend to his will.

[prompt-based] A direct expression of bending to one's will.

[Hyperbole Interaction] Emphasizes the strength of obedience and influence.

-> Metaphorically represents yielding to someone's will.

Figure 6: Case study to compare with prompt-based and
our framework.

ing the emotion-based domain mapping, in Eg.3,
our method discerns the source domain “sanctuary”
and the metaphorical meaning of safety and com-
fort, while the prompt-based method fails to rec-
ognize it as an exaggeration. In Eg.4, our method
pinpoints “hunger” as the source domain and “am-
bitious” as the target domain, likening ambition
to hunger to express a strong desire. Whereas the
prompt-based method erroneously views the sen-
tence as simply expressing hunger. 3 Concern-
ing the bidirectional dynamic interaction between
hyperbole and metaphor, in Eg.5, our method ana-
lyzes the metaphor that a person’s body is frozen
like a statue and thus infers that the sentence exag-
gerates the static state. The prompt-based method,
unfortunately, fails to identify the hyperbole. In
Eg.6, Our method reasons out the metaphorical na-
ture of “bend” by identifying the hyperbole of his
influence in the sentence, which the prompt-based
method cannot capture. Overall, this analysis em-
phasizes the significant meaning and effectiveness
of the emotion analysis, the emotion-based domain
mapping, and the bidirectional dynamic interac-
tion between hyperbole and metaphor in precisely
detecting hyperboles and metaphors.

5 Conclusion

In this paper, we proposes an emotion-guided hy-
perbole and metaphor detection framework based
on bidirectional dynamic interaction(EmoBi). By
means of emotion analysis, emotion-based domain
mapping, and bidirectional dynamic interaction
mechanism, it fully utilizes the interaction between
emotion information and tasks to enhance the de-
tection performance. Through in-depth analysis, it
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is discovered that EmoBi can compensate for the
deficiencies of LLM in handling specific rhetori-
cal detection tasks by mining emotion cues. The
experimental results on four widely-used datasets
demonstrate the effectiveness of our proposed in-
novative method, achieving SoTA performance.

6 Limitations

Despite the remarkable achievements of the pro-
posed EmoBi in this paper, there are still some
limitations that present opportunities for further im-
provement. First, due to its multi-step reasoning
approach, EmoBi suffers from the issue of error
propagation. When an error occurs in the previous
steps, it may affect the judgments in the subsequent
steps. Second, while emotion knowledge plays
a crucial role in our model, the current emotion
analysis module may not always accurately capture
all the subtle emotions. In future work, we will
consider how to further ensure the quality of emo-
tion knowledge to better assist in hyperbole and
metaphor detection.
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