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Abstract

Historical analogies, which compare known
past events with contemporary but unfamiliar
events, are important abilities that help peo-
ple make decisions and understand the world.
However, research in applied history suggests
that people have difficulty finding appropriate
analogies. And previous studies in the AI com-
munity have also overlooked historical analo-
gies. To fill this gap, in this paper, we focus on
the historical analogy acquisition task, which
aims to acquire analogous historical events for
a given event. We explore retrieval and gen-
eration methods for acquiring historical analo-
gies based on different large language mod-
els (LLMs). Furthermore, we propose a self-
reflection method to mitigate hallucinations
and stereotypes when LLMs generate histor-
ical analogies. Through human evaluations
and our specially designed automatic multi-
dimensional assessment, we find that LLMs
generally have a good potential for historical
analogies. And the performance of the mod-
els can be further improved by using our self-
reflection method.1

1 Introduction

Historical analogy, which draws comparisons be-
tween contemporary and past situations, is a vital
tool in applied history (Achenbaum, 1983; Guldi
and Armitage, 2014; Parsons and Nalau, 2016; Ghi-
lani et al., 2017; Keulen, 2023). These analogies
enable a deeper understanding of historical events
and facilitate informed decision-making in address-
ing present difficulties (Bartha, 2013; Axelrod and
Forster, 2017). For example, as shown in Figure 1,
when the COVID-19 pandemic spread around the
world, the influenza pandemic of 1918 emerged

*Corresponding author.
†Part of the work done while at Fudan Univeristy.
1Resources of this paper can be found at https://gith
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Figure 1: An example of historical analogy: analogizing
COVID-19 to the Spanish pandemic based on topic,
background, process, and result.

as an analogy, aiding in the navigation of the cri-
sis. However, historians have found that individ-
uals, particularly politicians, often misuse histori-
cal analogies. They tend to gravitate towards the
first analogy that comes to mind, are influenced
by superficial similarities, and rarely conduct thor-
ough analyses (Ghilani et al., 2017; Khong, 2020).
Furthermore, the creation of historical analogies
involves having extensive knowledge of historical
events and selecting the appropriate one, which
can also be a great challenge. Therefore, exploring
large language models (LLMs) (AI-Meta, 2024;
OpenAI, 2022, 2023) with the ability to automati-
cally generate historical analogies is of great value.

Traditional studies within the AI community
have concentrated on recognizing and generating
word analogies, e.g., “king is to man as queen is to
woman”, using word embeddings (Mikolov et al.,
2013; Gladkova et al., 2016; Fournier et al., 2020;
Ushio et al., 2021) or by training language models
(LMs) (Czinczoll et al., 2022; Chen et al., 2022;
Yuan et al., 2023b). Recently, with the advance-
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ment of LLMs, some researchers have designed
prompts to instruct LLMs to generate free-form
analogies (Webb et al., 2022). However, these ef-
forts are limited to the scientific domain (e.g., analo-
gies for atom structure) (Bhavya et al., 2022; Sultan
and Shahaf, 2022; Jiayang et al., 2023; Yuan et al.,
2023b; Sultan et al., 2024; Yuan et al., 2024) or to
everyday scenarios derived from webpages (Wije-
siriwardene et al., 2023; Ding et al., 2023; Bhavya
et al., 2024), neglecting the exploration of analo-
gies that draw comparisons between contemporary
and historical situations, which could provide a
comprehensible perspective on history.

In this paper, we explore the concept of historical
analogy and introduce a new task, i.e., historical
analogy acquisition. This task aims to find histori-
cal events analogous to current events. Specifically,
given an event’s name and text description, the
ultimate goal is to obtain another historical event
analogous to the original event in multiple dimen-
sions, such as cause, process, and result. To test the
performance of LLMs on this task, we employ var-
ious methods based on two paradigms: 1) dataset
retrieval methods, which employ LLMs to retrieve
historical events from a specified dataset, and 2)
free generation methods, which instruct LLMs to
autonomously generate analogous historical events,
leveraging the knowledge stored in their param-
eters. Furthermore, to mitigate the hallucination
and stereotyping in generating historical analogies,
we propose the self-reflection method, which com-
prises two LLM-based modules: the Candidate
Generator and the Answer Reflector. The Candi-
date Generator produces potential analogies, while
the Answer Reflector offers feedback to refine these
candidates to get rid of stereotypes. Additionally,
we verify the candidates through Wikipedia API to
ensure their authenticity.

For evaluation, we employ both human and auto-
matic methods to thoroughly assess the quality of
historical analogies. In human evaluation, we use a
manual ranking system to examine historical analo-
gies. To reduce labor, we also introduce automatic
metrics designed to evaluate historical analogies
across four dimensions: topic, background, pro-
cess, and result. These dimensions represent the
essential components of a historical event (Keulen,
2023). To measure these dimensions, we borrow
the idea of Jiayang et al. (2023) to calculate abstract
and literal similarities. By integrating these two
types of similarities across the four dimensions, our
automatic evaluation metrics demonstrate a high

correlation with human evaluation.
The main contributions of this paper are summa-

rized as follows:

• To the best of our knowledge, our work is the
first to explore the historical analogy in the AI
community.

• We develop a novel, automatic multi-dimensional
metric to evaluate historical analogy from a cog-
nitive perspective, ensuring alignment with hu-
man cognition.

• Through extensive experiments, we find that cur-
rent LLMs have the potential for historical analo-
gies. And by mitigating illusions and stereotypes
in LLMs, our proposed self-reflection method
can further improve the performance of LLMs in
acquiring historical analogies.

2 Related Work

Analogy Making Rooted in classical theories of
analogy such as structural mapping (Gentner, 1983;
Holyoak and Thagard, 1996), early research in
the AI community primarily focuses on generating
word analogies (Falkenhainer et al., 1989; Turney
and Littman, 2005; Gladkova et al., 2016; Fournier
et al., 2020; Ushio et al., 2021; Yuan et al., 2023c)
to examine the capabilities of LMs in analogy-
making. Recent advancements in LLMs (OpenAI,
2022, 2023; AI-Meta, 2024) have expanded this
focus from simple word analogies to the gener-
ation of analogies involving more complex enti-
ties, including systems (Yuan et al., 2023b), pro-
cesses (Bhavya et al., 2022; Sultan and Shahaf,
2022; Sultan et al., 2024), paragraphs (Webb et al.,
2022; Wijesiriwardene et al., 2023; Ding et al.,
2023; Ye et al., 2024; Yuan et al., 2024), measure-
ments (Chen et al., 2024), and stories (Jiayang et al.,
2023). Despite these developments, most studies
have concentrated on analogies within the scien-
tific domain or everyday scenarios, overlooking the
significance of historical analogy (Schuman and
Rieger, 1992; Parsons and Nalau, 2016; Ghilani
et al., 2017). In contrast, our research is the first
to investigate and assess how LLMs can identify
historical analogy, offering valuable insights for
history and decision-making (Keulen, 2023).

Language Model as Knowledge Base Pre-
trained on extensive datasets, LLMs can implicitly
encode a significant amount of knowledge within
their parameters (AlKhamissi et al., 2022; Xie
et al., 2024; Ju et al., 2024), enabling them to serve
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as Knowledge Bases (KBs) (Petroni et al., 2019;
Sung et al., 2021; West et al., 2022; Yuan et al.,
2023a; Xu et al., 2024). However, relying solely
on LLMs for knowledge generation can lead to hal-
lucinations (Rawte et al., 2023; Zhang et al., 2023;
Tonmoy et al., 2024), where the content produced
seems factual but lacks grounding. To address this
issue, some researchers have proposed the retrieval-
augmented generation method (Shuster et al., 2021;
Gao et al., 2023; Kirchenbauer and Barns, 2024)
to mitigate hallucinations by leveraging external
KBs. In this paper, we utilize LLMs to identify his-
torical analogy, employing Wikipedia (Vrandečić
and Krötzsch, 2014) as an external KB to verify
the authenticity of historical events and effectively
mitigate hallucinations.

3 Historical Analogy Generation

3.1 A Cognitive View for Historical Analogy

Historical analogy compares contemporary and
past situations, offering an accessible view of his-
tory and validating policies and decisions, which is
a vital tool in applied history (Schuman and Rieger,
1992; Keulen, 2023; Parsons and Nalau, 2016). For
example, Margaret Thatcher likened Iraq’s invasion
of Kuwait to the Munich Agreement, thereby us-
ing historical analogy to support their intervention
actions in Iraq (Conolly-Smith, 2009). In histor-
ical analogy, both events and personalities serve
to formulate an argument by analogy, elucidating
the present issue. However, research conducted
by historians indicates that individuals, particularly
politicians, ordinarily use history badly. They of-
ten gravitate towards the first analogy that comes
to mind, are easily swayed by superficial similari-
ties, and rarely pursue in-depth or extensive anal-
ysis (Ghilani et al., 2017; Dobney, 1974; Khong,
2020). Therefore, it is crucial to develop a frame-
work that facilitates the automatic, straightforward,
and precise acquisition of historical analogy.

3.2 Task Formulation

Historical analogy acquisition task aims to obtain
a historical event for the given event to form an
analogy. Given the input event EI and its descrip-
tion DI , the goal is to output the event from history
EH , which is analogous to the input event. Figure 1
presents an example of a historical analogy.

3.3 Data Construction

To comprehensively evaluate the ability of LLMs
to acquire historical analogies, we categorize his-
torical analogies into two categories, i.e., popular
analogy and general analogy.

Popular Analogy Popular analogies are analo-
gies that are well known to the general public and
already have standardized results, often proposed
by newspapers, historians, and politicians, such
as Figure 1. To obtain these analogies, we manu-
ally collect samples of popular analogies from web
pages and articles related to historical analogies.2

Due to the limited number of valid analogies and
the presence of misuses or controversies, we end
up with 20 test samples that are widely recognized,
have standard answers, and show some degree of
creativity.

General Analogy Since LLMs may have learned
popular analogies during pre-training, we construct
general analogy sets with events lacking universally
recognized analogies. Specifically, we collect 658
historical events from Google Arts and Culture.3

These events are categorized into four themes: War,
Politics, Culture and Society, and Economy. We se-
lect 50 samples each from the first three categories
and 10 from the Economy category, creating a bal-
anced general analogical set to assess the LLM’s
ability to draw historical analogies across different
themes. Since there are no standardized answers
for general analogies, it is necessary to develop au-
tomated evaluation metrics to assess the quality of
analogies between analogy events and input events.

3.4 Human Evaluation Metrics

Due to the lack of quantitative criteria for evaluat-
ing historical analogies, this paper uses a ranking
approach for manual assessment. For EI , we em-
ploy three annotators from the history department
to rank the EH output from different methods ac-
cording to the quality of the analogies, using a scale
from 1 to n, with higher scores indicating better
analogy quality. The frequency of each method be-
ing ranked best is also calculated to assess the qual-
ity of the analogies. Further details on the human
evaluation process are provided in Appendix A.

2The online resources are shown in Appendix B
3https://artsandculture.google.com/category/e

vent
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3.5 Automatic Evaluation Metrics

For Popular Analogies, we can calculate the
Pass@1 based on the standard answers. However,
it is not applicable to General Analogies, necessitat-
ing the development of broader metrics for automat-
ically evaluating historical analogies quantitatively.
Drawing on the historical applied science4, we de-
velop a multi-dimensional similarity metric (MDS)
to evaluate historical analogies automatically.

Dimension Summary In historiography, the uni-
versal structure of events encompasses topic, back-
ground, process, and result. Therefore, for an event
E and its description D, we utilize GPT-4 to sum-
marize these four dimensions based on D, resulting
in D = (DTopic,DBackground,DProcess,DResult). The
prompt template is shown in Appendix C.1.

Multi-level Similarity Previous research (Bunge,
1981; Jiayang et al., 2023) indicates that analogies
are effective when they share abstract-level similar-
ities, such as themes, central ideas, and processes,
rather than identical entities and behaviors (i.e., lit-
eral similarity). For abstract similarity, based on
the four summarized dimensions, we instruct GPT-
4 to rate the abstract similarity between EI and EH
for each dimension on a scale from 1 to 4. The
prompt template is shown in Appendix C.1. For
literal similarity, we perform the NLTK tokeniza-
tion (Bird, 2006) on each summary and calculate
the Jaccard similarity (Niwattanakul et al., 2013)
after removing stopwords. A higher abstract sim-
ilarity score indicates a better analogy between
EI and EH , while lower literal similarity scores
indicate more innovation. Thus, the overall multi-
dimensional similarity formula is:

MDS =
∑

d∈D
wd · simAbs(Dd

I ,Dd
H)·

max(α− simLit(Dd
I ,Dd

H), 0),

(1)

where D = {Topic,Background,Process,Result},
wd represents the weight of each dimension, Dd

I

(Dd
H ) represents the description of EI (EH ) in the d

dimension. Given that descriptions are summarized
by GPT-4, even identical events may have differing
descriptions. Therefore, α serves as a threshold to
prevent overly similar analogies.

Effectiveness of Automatic Evaluation To de-
termine wd and α, and to validate the automatic

4https://phi.history.ucla.edu/nchs/historical
-thinking-standards/1-chronological-thinking/

evaluation, we calculate the correlation coefficient
between automatic and human evaluations. We use
GPT4 to generate four different analogies for each
popular analogy as the evaluation dataset. For the
manual assessment, we employ three annotators to
rank the four results, with Fleiss’s κ = 0.97. For
the automated assessment, we adopt our automatic
multi-dimensional similarity metric to rank. For
each analogy, we calculate the correlation coeffi-
cient between the two sets of rankings, then take
the average across different analogies to obtain the
final correlation coefficient.

The results show that the best correlation coef-
ficient with the manual results is obtained when
the dimension weights are (0.5, 1, 2, 2) and the
similarity threshold α is 0.35. In this setting, the
Kappa coefficient (Cohen, 1960) is 0.67, and the
Pearson (Pearson, 1920) and Spearman correlation
coefficients (Spearman, 1961) are 0.72 and 0.73,
confirming the reliability of automatic evaluation.

4 Method

In this section, we explore various methods of lever-
aging LLMs to get historical analogies. These
methods fall into two categories: 1) dataset re-
trieval methods and 2) free generation methods.
The illustration of these methods is shown in Fig-
ure 2. The prompt templates for LLMs in each
method are shown in the Appendix C.2.

4.1 Dataset Retrieval Method

A common practice to obtain analogous events is
to select from existing datasets. In this paper, we
use Google Arts and Culture as an event pool for
LLMs to retrieve suitable analogies for a specified
event. We implement two retrieval strategies:

Direct Retrieval This method embeds the de-
scription of the given event and events in the
pool using text-embedding-3-small (Neelakan-
tan et al., 2022). The event with the highest cosine
similarity is then selected as EH .

Two-stage Retrieval This method first selects
the top 10 historical events from the event pool
using cosine similarity. Then, given their descrip-
tions, LLM is asked to select the most appropriate
analogies from the candidate set.

4.2 Free Generation Method

Due to the growing number of historical events,
relying on a fixed dataset for analogies can lead to
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Figure 2: The illustration of different methods for historical analogy identification. We divide these six methods
into two categories: dataset retrieval methods and free generation methods.

issues such as high overhead, slow processing, and
challenges in updating. Since LLMs have learned
extensive knowledge about historical events dur-
ing pre-training, we can employ LLMs to generate
analogous historical events.

Direct Generation Given EI and DI , this
method directly asks LLMs to generate the analo-
gous historical event. However, it heavily depends
on LLMs’ knowledge and can be easily influenced
by biases and stereotypes from pre-training.

Two-stage Generation Direct generation can
lead to suboptimal results and even produce fic-
tional historical events with hallucinations. To
achieve a broader exploration, we ask LLMs to
propose 10 candidate events based on DI . Given
the potential for hallucination, each candidate must
be verified through Wikipedia to confirm its authen-
ticity. Then, LLMs compare the DI and the descrip-
tions of candidate events retrieved from Wikipedia,
selecting the most appropriate one as EH .

Generation with Summarizing As mentioned
in § 3.5, the common structure of events encom-
passes topic, background, process, and result. Thus,
we can ask LLMs to summarize the input and can-
didates into these four dimensions and combine the
summaries to form new descriptions to participate
in the steps of the two-stage generation. Compared

with the original descriptions, the summaries have
shorter lengths and more effective information, so
LLM can better understand the events and com-
pare the similarities and differences in different
dimensions to obtain better analogical results.

Self-reflection Framework Based on the evalua-
tion results in § 5, the generation with summarizing
improves output quality but is prone to stereotyp-
ing when proposing candidates, and the limitation
of only 10 candidates restricts LLM options. Re-
search on the self-reflection method (Shinn et al.,
2023; Renze and Guven, 2024; Wang et al., 2024)
shows that LLMs can provide feedback and up-
date the unsuitable candidates. Inspired by this, we
design two LLM-based modules: the Candidate
Generator and the Answer Reflector. These mod-
ules collaboratively generate historical analogies
through iterative processes. In each iteration, Can-
didate Generator proposes five candidates based
on the EI ’s descriptions of four dimensions. The
Answer Reflector then assesses the candidate set.
If no candidates are suitable as analogous historical
events, the Answer Reflector instructs the Candi-
date Generator to revise the candidate set for the
next iteration. If a suitable candidate is found, the
Answer Reflector outputs EH and concludes the it-
eration. Additionally, we also verify each candidate
through Wikipedia to confirm its authenticity.
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Dataset Method TAbs TLit TAll BAbs BLit BAll PAbs PLit PAll RAbs RLit RAll MDS

Popular

GPT-3.5-Turbo

Direct Re. 2.70 0.15 0.54 2.55 0.14 0.61 2.70 0.09 0.70 2.70 0.09 0.70 3.67
Two-stage Re. 2.85 0.13 0.59 2.45 0.12 0.53 2.65 0.08 0.69 2.60 0.10 0.60 3.41

Direct Gen. 3.10 0.15 0.64 2.64 0.11 0.68 2.94 0.12 0.73 3.15 0.10 0.75 3.97
Two-stage Gen. 3.25 0.16 0.65 2.90 0.12 0.67 2.80 0.13 0.68 2.80 0.12 0.69 3.74
Summarizing 3.30 0.14 0.67 2.70 0.11 0.63 3.30 0.10 0.82 3.19 0.10 0.76 4.14
Self-reflection 3.40 0.13 0.71 2.89 0.09 0.73 3.09 0.10 0.75 3.09 0.09 0.79 4.18

Llama3.1-8B

Direct Re. 2.70 0.15 0.54 2.55 0.14 0.61 2.70 0.09 0.70 2.70 0.09 0.70 3.67
Two-stage Re. 2.80 0.11 0.63 2.45 0.10 0.59 2.60 0.08 0.69 2.44 0.12 0.55 3.38

Direct Gen. 3.30 0.13 0.70 2.69 0.09 0.69 2.90 0.10 0.69 3.10 0.10 0.74 3.90
Two-stage Gen. 2.94 0.13 0.64 2.55 0.08 0.67 2.80 0.08 0.73 2.80 0.10 0.68 3.81
Summarizing 3.24 0.14 0.64 2.74 0.08 0.74 2.69 0.08 0.70 2.94 0.09 0.73 3.92
Self-reflection 3.34 0.13 0.70 2.84 0.08 0.74 3.15 0.09 0.81 2.89 0.10 0.71 4.13

General

GPT-3.5-Turbo

Direct Re. 3.29 0.18 0.53 3.00 0.13 0.67 2.97 0.11 0.69 2.99 0.12 0.66 3.64
Two-stage Re. 2.93 0.19 0.51 2.69 0.15 0.58 2.63 0.12 0.60 2.75 0.14 0.58 3.21

Direct Gen. 2.88 0.13 0.62 2.67 0.10 0.65 2.63 0.09 0.69 2.79 0.10 0.68 3.69
Two-stage Gen. 3.20 0.20 0.57 2.82 0.16 0.63 3.01 0.13 0.70 2.99 0.13 0.67 3.65
Summarizing 3.49 0.18 0.64 3.02 0.13 0.68 3.11 0.12 0.74 3.07 0.13 0.67 3.83
Self-reflection 3.52 0.17 0.61 3.21 0.12 0.73 3.16 0.11 0.75 3.13 0.12 0.70 3.93

Llama3.1-8B

Direct Re. 3.29 0.18 0.53 3.00 0.13 0.67 2.97 0.11 0.69 2.99 0.12 0.66 3.64
Two-stage Re. 3.11 0.16 0.58 2.78 0.11 0.64 2.81 0.09 0.71 2.73 0.11 0.63 3.60

Direct Gen. 3.44 0.19 0.60 3.08 0.15 0.67 3.04 0.13 0.72 3.01 0.14 0.66 3.73
Two-stage Gen. 3.21 0.15 0.63 2.91 0.11 0.69 2.91 0.10 0.73 2.80 0.11 0.66 3.77
Summarizing 3.41 0.17 0.61 3.11 0.11 0.72 3.02 0.10 0.74 3.09 0.12 0.70 3.90
Self-reflection 3.46 0.18 0.62 3.08 0.13 0.70 3.08 0.11 0.75 3.12 0.13 0.70 3.91

Table 1: Results of different methods on Popular Analogies and General Analogies based on ChatGPT and Llama3.1-
8B. “Abs” (“Lit”) denotes abstract similarity (literal similarity). “T”, “B”, “P”, “R” denote the dimensions of Topic,
Background, Process and Result. “MDS” denotes multi-dimensions similarity. The best results are bolded, and the
second best ones are underlined, both counted to four decimal places.

5 Results

This section evaluates methods for historical anal-
ogy acquisition and identifies core challenges, such
as stereotypes and differing perspectives. Further-
more, ablation studies reveal the critical compo-
nents of the framework and validate the potential
of LLMs for this task.

5.1 Model Choice

We use the open-source model Llama3.1-8B-
Instruct (AI-Meta, 2024) and the closed-source
model gpt-3.5-turbo-0125 (OpenAI, 2022) for the
main experiment, with the temperature set to 0.1.

5.2 Main Result

Automatic Evaluation Results The results are
shown in Table 1 and Figure 3. And Appendix D
provides confidence intervals for the results. We
find that: 1) Both Llama and ChatGPT perform

better on the Popular Analogy than on the General
Analogy. In particular, Direct Generation method
achieves a high Pass@1 in Popular Analogy. This
discrepancy suggests potential data leakage during
the pre-training phase within the Popular Analogy,
emphasizing the importance of including General
Analogy in evaluations. 2) Free generation meth-
ods outperform dataset retrieval methods signifi-
cantly, with an average improvement of 0.25. This
improvement likely arises because a finite dataset
cannot encompass the vast expanse of historical
data, making generation from LLMs preferable
to retrieval for historical analogies. 3) The self-
reflection method achieves the highest results for
both open and closed-source models, indicating
that incorporating reflection with feedback can en-
hance the quality of analogies. 4) The summariz-
ing method demonstrates notable enhancements
over two-stage generation across both models and
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Figure 3: Pass@1 results of different methods on the
Popular Analogies.
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Ge
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Probability of Best

Direct Generation
Two-stage Generation

Summarizing
Self-reflection

Figure 4: Human evaluation results for free generation
methods.

datasets, highlighting the effectiveness of dimen-
sion splitting in improving historical analogy gener-
ation. 5) Surprisingly, the two-stage method gener-
ally underperforms compared to the direct method.
This may be attributed to the lengthy and detailed
descriptions, making it more difficult for the LLM
to choose during the selection process.

Human Evaluation Results To further assess
the performance of each method, we conduct a
manual evaluation of the four free generation meth-
ods based on ChatGPT. The results are presented
in Figure 4. In alignment with the automated re-
sults, the self-reflection method receive the highest
ranking score and the highest percentage of opti-
mal. Also, due to the internal knowledge leakage
in LLM, direct generation performs well in Popular
Analogies but poorly in General Analogies.

5.3 Detailed Analysis

Stereotypes in Historical Analogies Stereotypes
in historical analogies are mainly manifested in
generating events that focus on the same entities,
e.g. countries, people, rather than on core ideas.
In order to analyse the impact of stereotypes, we
count the literal similarity scores of candidates and
answers generated by the free generation method,
which reflects the degree of stereotyping by mea-
suring the proportion of shared entities. Figure 5
shows the results, which align with the motivations

Two-stage
Summariz.

1st Self-ref.
Lst Self-ref.

0.09
0.10
0.11
0.12
0.13

Avg LitSim. in Popular

Two-stage
Summariz.

1st Self-ref.
Lst Self-ref.

0.11
0.12
0.13
0.14
0.15

Avg LitSim. in General
LitSim. of Answers LitSim. of Candidates

Figure 5: Average literal similarity of candidates and
answers for free generation method. “1st” indicates the
first round of self-reflection and “Lst’ is the last round.

#Can. Ref. TAll BAll PAll RAll MDS

C=1 0.10 0.60 0.70 0.73 0.70 3.86
C=3 0.14 0.61 0.68 0.74 0.71 3.87
C=5 0.11 0.61 0.73 0.75 0.70 3.93
C=10 0.09 0.63 0.70 0.74 0.70 3.89
C=15 0.09 0.61 0.72 0.77 0.69 3.95

Table 2: Results of different candidate set sizes in the
self-reflection method. Ref. indicates the average num-
ber of times the reflection is performed.

in § 4.2. In both Popular and General Analogy,
the candidates and answers of the self-reflection
method show the least stereotyping and further de-
crease with iteration.

Candidate Number and Reflective Rounds To
further explore self-reflection method, we first test
the effect of different candidate set sizes on it. The
results in Table 2 show that increasing the candidate
set size improves performance, but gains plateau
after five candidates while token consumption con-
tinues to rise.

However, the low Ref. shows that only about
10% data executed reflection, indicating that LLMs
prefer to accept the current candidate, even when
the candidate set is small. To explore the impact
of the number of reflection rounds on performance,
we further require the LLM to warm up with a few
rounds of reflection without output. Table 3 reveals
that while a few warmups can slightly improve per-
formance, additional rounds do not continue this
trend and may reduce effectiveness due to inappro-
priate reflection.

Proposing and Selection Capability of LLMs
As described in § 4, the methods of two-stage gen-
eration, summarizing and self-reflection need to
propose a candidate set and select the analogous
event EH from this set. To prove the effectiveness
of LLMs in proposing an appropriate candidate set
and selecting the EH from the set, we design the
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Input Event: Capitol Hill incident 

Description 1: On January 6, 2021, 
thousands of MAGA supporters gathered at 
the Capitol in Washington, DC, protesting 
election fraud and injustice. They 
believed their voices were not being 
respected and aimed to defend the 
Constitution and democracy by 
occupying the Capitol, hoping to bring 
attention to the issue. 
Analogy Event 1: Storming of the 
Bastille 

Description 2: On January 6, 2021, 
thousands of MAGA supporters stormed the 
U.S. Capitol, trying to overturn a 
legitimate election. They broke into the 
building, threatening officials and 
damaging property. The riot was seen as a 
serious attack on democracy and the 
rule of law, causing widespread fear and 
condemnation. 
Analogy Event 2: Reichstag Fire

Different Perspectives Lead to Different Analogies

Input Event: Statue Toppling Movement 

Description 1: The 2020 "Statue 
Toppling" movement, sparked by the 
George Floyd protests, targeted statues of 
Confederate leaders, colonizers, and slave 
owners, seen as symbols of racial 
oppression. Protesters aimed to promote 
racial equality and address historical 
injustices. 
Analogy Event 1: Civil Rights 
Movement 

Description 2: In 2020, the "Statue 
Toppling" movement spread quickly, with 
protesters removing controversial statues 
without formal procedures. This raised 
concerns about erasing history, 
damaging public property, and 
oversimplifying the past, potentially 
leading to social division and loss of 
historical memory. 
Analogy Event 2: Cultural Revolution 
in China / Iconoclasm 

Different Perspectives 
but Same Analogies

Input Event: Snowden leaks 

Description 1: In 2013, Edward Snowden 
exposed the U.S. government's global 
surveillance programs, which he believed 
unjustly violated privacy rights. His leaks 
to the media aimed to defend civil 
liberties, sparking global debates and 
leading to reforms in surveillance laws to 
protect privacy. 
Analogy Event 1: The Pentagon papers 
case 

Description 2: In 2013, Edward Snowden 
leaked confidential U.S. intelligence 
documents, endangering national 
security and exposing sensitive 
operations. His actions, seen as a betrayal, 
harmed diplomatic relations and put 
intelligence officers at risk. Many consider 
Snowden a traitor who violated the law 
and undermined national security. 
Analogy Event 2: The Pentagon papers 
case

Figure 6: Case studies of historical analogy from different perspectives. Different perspectives often lead to
distinct analogies, although a few analogies remain the same due to the ability to interpret the results from multiple
viewpoints.

Warmup TAll BAll PAll RAll MDS

W=0 0.61 0.73 0.75 0.70 3.93
W=2 0.66 0.72 0.77 0.73 4.03
W=5 0.63 0.70 0.73 0.68 3.85
W=10 0.66 0.70 0.75 0.71 3.94

Table 3: Results for different warmup turns in the self-
reflection method.
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Figure 7: Performance of different models in historical
analogies, including proposing candidate sets and se-
lecting analogous event.

three ablated variants in the two-stage generation
method for exploration: 1) random selection from
the event pool; 2) random selection from the event
pool within the same theme; 3) random selection
from the candidate set proposed by LLMs.

The results are shown in Figure 7. The evi-
dence provided by < and < confirms
that all models, ranging from smaller ones like
Llama2-7B (Touvron et al., 2023) to larger ones

like GPT-4 (OpenAI, 2023), are capable of gener-
ating candidate sets for historical analogies. Fur-
thermore, stronger LLMs, e.g., ChatGPT, GPT-4,
demonstrate superior selection performance, as in-
dicated by < , showing their effectiveness in
selecting the historical event analogous to the in-
put event. However, Llama2-7B shows limited
improvement over random selection in generating
historical analogies, suggesting that there is room
for enhancing the general capabilities of LLMs in
this domain.

Historical Analogies from Different Perspectives
Different individuals may describe the same event
in various ways. We are interested in determin-
ing whether these differing perspectives influence
the historical analogies generated from LLMs. To
investigate this, we select several controversial
events, manually create descriptions from differ-
ent viewpoints, and utilize a self-reflection method
based on ChatGPT to generate historical analogies.
Figure 6 presents some typical cases. Our find-
ings indicate that varying descriptions can indeed
lead to different analogical outcomes. For instance,
the Capitol Hill incident might be analogous to
the Storming of the Bastille from the Republican
Party’s perspective or to the Reichstag fire from
the Democrats’ perspective. However, different
descriptions may also produce the same analogies,
since analogous events can also have diverse inter-
pretations. Future research could focus on devel-
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oping methods to identify and evaluate historical
analogies based on diverse perspectives.

6 Conclusion

In this paper, we explore the concept of historical
analogy and examine the ability of LLMs to acquire
historical analogies for given events. We create
an automatic multi-dimensional similarity metrics
to fairly assess the quality of historical analogies,
and perform numerous experiments with different
models, which show that LLMs have the potential
for historical analogies. In addition, we design an
optimization method, self-reflection, which breaks
from the stereotypes through multiple rounds of
reflection and improves the historical analogical
performance of the model.

Limitations

First, our evaluation mainly focuses on the accu-
racy of the analogous historical events, without
assessing the reasons provided by the model due
to the challenges in automatic evaluation of rea-
soning. Second, while our evaluation considers
four specific dimensions to determine the correct-
ness of historical analogies, it is important to note
that in real-life contexts, additional factors such as
gender, party affiliation, and motivation might also
be considered, particularly by politicians. How-
ever, we believe that the evaluation of these ad-
ditional dimensions could be automated through
the application of our proposed evaluation method-
ology. Although we include historical analogies
from various perspectives, assessing the rationality
and applicability of these analogies across different
perspectives remains challenging.
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work are aware of the provided ACL Code of Ethics
and honor the code of conduct.

Use of Human Annotations Evaluation on the
identified historical analogies from LLMs is imple-
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the authors. We ensure that the privacy rights of all
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the local minimum wage and consent to the use of
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Risks The analogy sets used in the experiment,
including the popular and general sets, are derived
from publicly accessible sources. We have re-
viewed these analogies to ensure they are free from
socially harmful or toxic language. However, we
cannot guarantee that they will not offend certain
groups. Furthermore, evaluating historical analo-
gies depends on common sense, and individuals
from diverse backgrounds may have different per-
spectives. We use ChatGPT (OpenAI, 2022) to
correct grammatical errors in this paper.
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A Crowd-sourcing Details

We have recruited a team of three undergraduates
from the history department. To resolve conflicting
annotations, we adopt a voting majority principle
to determine the results. Each annotator is com-
pensated at $8 per hour, which surpasses the local
minimum wage. Screenshots of the instructions
and interface for the annotation of historical analo-
gies are shown in Figure 8.

B Resource of HISANALOY

We manually collect samples of popular analogies
from web pages and papers related to historical
analogies:

• https://psyche.co/guides/how-shoul
d-you-interpret-historical-analogi
es-in-the-popular-press

• https://scholars-stage.org/sino-ame
rican-competition-and-the-search-f
or-historical-analogies

• https://www.insidehighered.com/opini
on/blogs/higher-ed-gamma/2024/03/08/
use-and-misuse-historical-analogies

• https://www.sciencedirect.com/scienc
e/article/pii/S1090944316301636

• https://medium.com/@ella.ayalon/on
-historical-analogies-3f253e52bfbc

• https://brill.com/view/journals/joah
/5/2/article-p111_2.xml

• https://journals.sagepub.com/doi/abs
/10.1177/1750698017701609

• https://aeon.co/essays/what-thucydi
des-really-thought-about-historica
l-analogies

• https://origins.osu.edu/history-new
s/historical-analogies-handle-care?

• https://www.emerald.com/insight/cont
ent/doi/10.1108/SSRP-03-2019-0020

• https://onlinelibrary.wiley.com/doi/
epdf/10.1111/0162-895X.00145?saml_r
eferrer

• https://www.washingtonpost.com/outlo
ok/2021/05/03/historical-analogies
-covid-fascism-mccarthyism/

• https://slate.com/news-and-politics/
2014/07/pick-your-analogy-is-the-m
iddle-east-today-more-like-world-w
ar-i-the-cold-war-or-the-thirty-yea
rs-war.html
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• https://www.usni.org/magazines/proce
edings/2022/may/new-analogy-america
-and-china-through-lens-pax-britann
ica

C Prompt Template

C.1 Prompt Template for Evaluation
The prompt template for GPT-4 to summarize the
dimensions of the event is shown in List 1

Listing 1: Instruction templates for GPT-4 to summarize
the dimensions of the event.
/* Task prompt */
You are an event summary robot. For the
event description input , please combine
your knowledge and summarize it into
four parts: topic , background , process
and result. The summary should be
concise , with each part consisting of
only one sentence and no more than 100
words.
/* Examples */
Input Event: September 11 attacks
{Description of September 11 attacks}
Output: {Topic , Background , Process and
Result of September 11 attacks}
/* Test Data */
Input Event: COVID -19 pandemic
{Description of COVID -19 pandemic}
Output: Topic: global health crises
caused by viruses , resulting in
widespread illness and significant
mortality ...

The prompt template for abstract similarity scor-
ing is shown in List 2.

Listing 2: Instruction templates for GPT-4 to score the
abstract similarity for the given two events.
/* Task prompt */
You are a sentence -level analogy -scoring
robot. Given the two descriptions ,

please judge the quality of the analogy
and give it a score (1-4). The quality
of an analogy only focuses on the
abstract -level similarity , rather than
the literal
similarity.
/* Evaluation Criteria */
1 point: The two descriptions belong to
completely different
topics or fields , have no connection ,
and cannot be compared.

3954

https://psyche.co/guides/how-should-you-interpret-historical-analogies-in-the-popular-press
https://psyche.co/guides/how-should-you-interpret-historical-analogies-in-the-popular-press
https://psyche.co/guides/how-should-you-interpret-historical-analogies-in-the-popular-press
https://scholars-stage.org/sino-american-competition-and-the-search-for-historical-analogies
https://scholars-stage.org/sino-american-competition-and-the-search-for-historical-analogies
https://scholars-stage.org/sino-american-competition-and-the-search-for-historical-analogies
https://www.insidehighered.com/opinion/blogs/higher-ed-gamma/2024/03/08/use-and-misuse-historical-analogies
https://www.insidehighered.com/opinion/blogs/higher-ed-gamma/2024/03/08/use-and-misuse-historical-analogies
https://www.insidehighered.com/opinion/blogs/higher-ed-gamma/2024/03/08/use-and-misuse-historical-analogies
https://www.sciencedirect.com/science/article/pii/S1090944316301636
https://www.sciencedirect.com/science/article/pii/S1090944316301636
https://medium.com/@ella.ayalon/on-historical-analogies-3f253e52bfbc
https://medium.com/@ella.ayalon/on-historical-analogies-3f253e52bfbc
https://brill.com/view/journals/joah/5/2/article-p111_2.xml
https://brill.com/view/journals/joah/5/2/article-p111_2.xml
https://journals.sagepub.com/doi/abs/10.1177/1750698017701609
https://journals.sagepub.com/doi/abs/10.1177/1750698017701609
https://aeon.co/essays/what-thucydides-really-thought-about-historical-analogies
https://aeon.co/essays/what-thucydides-really-thought-about-historical-analogies
https://aeon.co/essays/what-thucydides-really-thought-about-historical-analogies
https://origins.osu.edu/history-news/historical-analogies-handle-care?
https://origins.osu.edu/history-news/historical-analogies-handle-care?
https://www.emerald.com/insight/content/doi/10.1108/SSRP-03-2019-0020
https://www.emerald.com/insight/content/doi/10.1108/SSRP-03-2019-0020
https://onlinelibrary.wiley.com/doi/epdf/10.1111/0162-895X.00145?saml_referrer
https://onlinelibrary.wiley.com/doi/epdf/10.1111/0162-895X.00145?saml_referrer
https://onlinelibrary.wiley.com/doi/epdf/10.1111/0162-895X.00145?saml_referrer
https://www.washingtonpost.com/outlook/2021/05/03/historical-analogies-covid-fascism-mccarthyism/
https://www.washingtonpost.com/outlook/2021/05/03/historical-analogies-covid-fascism-mccarthyism/
https://www.washingtonpost.com/outlook/2021/05/03/historical-analogies-covid-fascism-mccarthyism/
https://slate.com/news-and-politics/2014/07/pick-your-analogy-is-the-middle-east-today-more-like-world-war-i-the-cold-war-or-the-thirty-years-war.html
https://slate.com/news-and-politics/2014/07/pick-your-analogy-is-the-middle-east-today-more-like-world-war-i-the-cold-war-or-the-thirty-years-war.html
https://slate.com/news-and-politics/2014/07/pick-your-analogy-is-the-middle-east-today-more-like-world-war-i-the-cold-war-or-the-thirty-years-war.html
https://slate.com/news-and-politics/2014/07/pick-your-analogy-is-the-middle-east-today-more-like-world-war-i-the-cold-war-or-the-thirty-years-war.html
https://slate.com/news-and-politics/2014/07/pick-your-analogy-is-the-middle-east-today-more-like-world-war-i-the-cold-war-or-the-thirty-years-war.html
https://launiusr.wordpress.com/2012/05/01/the-use-and-abuse-of-historical-analogs/
https://launiusr.wordpress.com/2012/05/01/the-use-and-abuse-of-historical-analogs/
https://launiusr.wordpress.com/2012/05/01/the-use-and-abuse-of-historical-analogs/
https://www.usni.org/magazines/proceedings/2022/may/new-analogy-america-and-china-through-lens-pax-britannica
https://www.usni.org/magazines/proceedings/2022/may/new-analogy-america-and-china-through-lens-pax-britannica
https://www.usni.org/magazines/proceedings/2022/may/new-analogy-america-and-china-through-lens-pax-britannica
https://www.usni.org/magazines/proceedings/2022/may/new-analogy-america-and-china-through-lens-pax-britannica


2 points: The two descriptions belong to
the same general theme , but the

specific situation or aspect they
express is significantly different.
3 points: The two descriptions belong to
the same topic and

express similar general situations , but
differ somewhat in
details or focus.
4 points: The two descriptions pertain
to the same topic , with
the general situation expressed being
highly similar , and the
concepts and key points closely
overlapping.
/* Test Data */
{Description of COVID -19 pandemic}
{Description of Spanish pandemic}
Score: 3

C.2 Prompt Template for Methods
The prompt template of each method is given in
List 3

Listing 3: Instruction templates of different methods in
historical analogy generation.
Direct Generation:
You are a historical analogy bot. For
input events , your goal is to find the
most appropriate event to use for
analogizing with the input.
/* Examples */
Input Event:
coronavirus pandemic: {Description of
coronavirus pandemic}
Historical Analogies Events:
Spanish flu

Candidate Proposals in Two-Stage Method:
You are a historical analogy candidate
proposals robot. For input events ,
please consider the summary , background ,
process and results , output n

historical events that are similar in
many aspects above , and return them in
list format.
/* Examples */
Input Event:
coronavirus pandemic: {Description of
coronavirus pandemic}
The 10 historical events that are
similar with input:
[" Spanish flu pandemic","Asian flu
pandemic","Hong Kong flu pandemic","AIDS
pandemic","Ebola outbreak in West

Africa","SARS outbreak","H1N1 influenza
pandemic","MERS outbreak","Cholera
pandemics","Plague pandemics "]

Selection in Two-Stage Method:
You are an analogy robot. For the input
event and the historical event used for
selection , your goal is to find the best
event that can be used for analogies.

/* Examples */
Input Event:
coronavirus pandemic: {Description of
coronavirus pandemic}

Optional Historical Events:
2022 South Asian floods: {Description of
2022 South Asian floods}

Croydon typhoid outbreak of 1937: {
Description of Croydon typhoid outbreak}
Spanish flu: {Description of Spanish flu
}
Cold War: {Description of Cold War}
Among the options , the most appropriate
one to use as an analogy for coronavirus
pandemic is Spanish flu

Candidate Proposals in Self-Reflection:
You 're a robot for proposing historical
analogies events. Historical Analogy is
comparsion of a known past event or
person with a contemporary but
unfamiliar event or person in order to
identify common aspects between the two.
For input events , please consider the

summary , background , process and results
, and output 5 historical events that
are similar in many aspects above , and
return them in list format. If there is
any reflection , please modify the
recommended events based on the
reflection.
/* Examples */
Input Event:
coronavirus pandemic: {Description of
coronavirus pandemic}
The 10 historical events that are
similar with input:
[" Spanish flu pandemic","Asian flu
pandemic","Hong Kong flu pandemic","AIDS
pandemic","Ebola outbreak in West

Africa","SARS outbreak","H1N1 influenza
pandemic","MERS outbreak","Cholera
pandemics","Plague pandemics "]

Selection in Self-Reflection:
You are a historical analogy reflection
robot. Historical Analogy is comparsion
of a known past event or person with a
contemporary but unfamiliar event or
person in order to identify common
aspects between the two. For the input
event and the candidate event set ,
please make a comparison , reflect on the
shortcomings of the candidate set , and

make suggestions for obtaining a better
analogous candidate set. Suggestions
should be succinct and concise , with a
single sentence indicating the direction
of change for the candidate set.

/* Examples */
===== Case 1
Input Event:
coronavirus pandemic: {Description of
coronavirus pandemic}
Optional Historical Events:
2022 South Asian floods: {Description of
2022 South Asian floods}

Croydon typhoid outbreak of 1937: {
Description of Croydon typhoid outbreak}
Thought:
The coronavirus pandemic is a global
epidemic , so the themes of 2022 South
Asian floods are completely different.
The Croydon typhoid outbreak of 1937 was
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Method TopicAbs TopicLit TopicAll BackgroundAbs BackgroundLit BackgroundAll

GPT-3.5-Turbo

Direct Re. [3.16, 3.43] [0.17, 0.20] [0.48, 0.57] [2.86, 3.14] [0.11, 0.15] [0.63, 0.71]
Two-stage Re. [2.78, 3.09] [0.16, 0.21] [0.47, 0.56] [2.54, 2.86] [0.12, 0.17] [0.54, 0.63]

Direct Gen. [2.74, 3.04] [0.12, 0.14] [0.59, 0.66] [2.54, 2.83] [0.09, 0.11] [0.61, 0.69]
Two-stage Gen. [3.07, 3.34] [0.17, 0.23] [0.52, 0.62] [2.68, 2.97] [0.13, 0.19] [0.58, 0.67]
Summarizing [3.39, 3.61] [0.16, 0.21] [0.59, 0.68] [2.89, 3.16] [0.11, 0.16] [0.64, 0.72]
Self-reflection [3.42, 3.62] [0.16, 0.19] [0.57, 0.65] [3.10, 3.33] [0.11, 0.13] [0.69, 0.77]

Llama3.1-8B

Direct Re. [3.16, 3.43] [0.17, 0.20] [0.48, 0.57] [2.86, 3.14] [0.11, 0.15] [0.63, 0.71]
Two-stage Re. [2.97, 3.26] [0.14, 0.17] [0.61, 0.68] [2.62, 2.94] [0.10, 0.12] [0.67, 0.74]

Direct Gen. [3.32, 3.56] [0.17, 0.21] [0.55, 0.65] [2.94, 3.21] [0.12, 0.17] [0.63, 0.72]
Two-stage Gen. [3.07, 3.36] [0.13, 0.16] [0.58, 0.67] [2.77, 3.05] [0.10, 0.12] [0.65, 0.73]
Summarizing [3.27, 3.54] [0.15, 0.18] [0.56, 0.65] [2.98, 3.25] [0.10, 0.12] [0.68, 0.75]
Self-reflection [3.36, 3.57] [0.16, 0.20] [0.58, 0.67] [2.95, 3.22] [0.11, 0.15] [0.66, 0.74]

Table 4: Confidence intervals of experimental results on General Analogies, including Topic and Background
dimensions.

Method ProcessAbs ProcessLit ProcessAll ResultAbs ResultLit ResultAll MDS

GPT-3.5-Turbo

Direct Re. [2.84, 3.11] [0.10, 0.12] [0.66, 0.74] [2.86, 3.15] [0.11, 0.14] [0.62, 0.70] [3.50, 3.78]
Two-stage Re. [2.46, 2.81] [0.10, 0.14] [0.55, 0.64] [2.59, 2.92] [0.12, 0.16] [0.54, 0.63] [3.01, 3.39]

Direct Gen. [2.49, 2.76] [0.08, 0.10] [0.65, 0.72] [2.66, 2.93] [0.09, 0.11] [0.64, 0.71] [3.54, 3.84]
Two-stage Gen. [2.87, 3.15] [0.11, 0.15] [0.65, 0.74] [2.87, 3.13] [0.12, 0.16] [0.63, 0.70] [3.45, 3.82]
Summarizing [2.98, 3.24] [0.10, 0.14] [0.70, 0.78] [2.94, 3.21] [0.12, 0.15] [0.63, 0.71] [3.65, 4.00]
Self-reflection [3.04, 3.29] [0.10, 0.12] [0.71, 0.79] [3.01, 3.26] [0.11, 0.14] [0.66, 0.73] [3.79, 4.06]

Llama3.1-8B

Direct Re. [2.84, 3.11] [0.10, 0.12] [0.66, 0.74] [2.86, 3.15] [0.11, 0.14] [0.62, 0.70] [3.50, 3.78]
Two-stage Re. [2.68, 2.96] [0.09, 0.10] [0.59, 0.66] [2.59, 2.87] [0.10, 0.12] [0.54, 0.62] [3.46, 3.75]

Direct Gen. [2.91, 3.18] [0.11, 0.15] [0.68, 0.76] [2.87, 3.14] [0.12, 0.16] [0.62, 0.70] [3.54, 3.90]
Two-stage Gen. [2.78, 3.05] [0.09, 0.11] [0.69, 0.76] [2.66, 2.94] [0.10, 0.12] [0.62, 0.69] [3.61, 3.91]
Summarizing [2.88, 3.16] [0.09, 0.11] [0.71, 0.78] [2.95, 3.23] [0.11, 0.14] [0.66, 0.73] [3.75, 4.03]
Self-reflection [2.94, 3.21] [0.10, 0.13] [0.71, 0.79] [2.99, 3.27] [0.11, 0.14] [0.66, 0.74] [3.75, 4.07]

Table 5: Confidence intervals of experimental results on General Analogies, including Process, Result, and the total
score of the multi-dimensional similarity metric.

smaller in scope , while the coronavirus
pandemic were global influenza

pandemics , so there is no suitable
analogy here and I need to reflect.
Reflection:
Candidate events need to focus on the
epidemic and its impact on a global
scale.
===== Case 2
Input Event:
coronavirus pandemic: {Description of
coronavirus pandemic}
Optional Historical Event:
Spanish flu: {Description of Spanish flu
}
Cold War: {Description of Cold War}
Thought:
The Cold War has nothing to do with the
epidemic. The Spanish flu is also an
epidemic and has had a great impact in
Europe , so it is a qualified analogy for
the coronavirus pandemic.

Final Answer:
Spanish flu

D Stability Analysis of Experimental
Results

To demonstrate the stability and reliability of our
experimental results, we use bootstrapping (Tib-
shirani and Efron, 1993) with 1000 resamples on
general analogy to compute the 95% confidence
intervals for each metric. Our results are shown
in Tables 4 and Table 5. The confidence intervals
align with the main experiment (Table 1) and show
only about a 10% fluctuation. Therefore, our re-
sults are stable and trustworthy.
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Figure 8: The screenshots of the instructions and interface for historical analogy manual annotation.
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