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Abstract
Graph representation learning has garnered
significant attention due to its broad applica-
tions in various domains, such as recommenda-
tion systems and social network analysis. De-
spite advancements in graph learning methods,
challenges still remain in explainability when
graphs are associated with semantic features.
In this paper, we present GraphNarrator, the
first method designed to generate natural lan-
guage explanations for Graph Neural Networks.
GraphNarrator employs a generative language
model that maps input-output pairs to expla-
nations reflecting the model’s decision-making
process. To address the lack of ground truth
explanations to train the model, we propose
first generating pseudo-labels that capture the
model’s decisions from saliency-based expla-
nations, then using Expert Iteration to itera-
tively train the pseudo-label generator based on
training objectives on explanation quality. The
high-quality pseudo-labels are finally utilized
to train an end-to-end explanation generator
model. Extensive experiments are conducted to
demonstrate the effectiveness of GraphNarra-
tor in producing faithful, concise, and human-
preferred natural language explanations.

1 Introduction

Deep learning on graphs, especially Graph Neural
Networks (GNNs) (Kipf and Welling, 2016; Hamil-
ton et al., 2017), has become the standard and dom-
inant technique for various graph-related tasks due
to its expressive power in capturing structured fea-
tures useful for prediction and representation learn-
ing. In many real-world scenarios, graph nodes
and edges are accompanied by textual features, ei-
ther inherently textual as in Text-Attributed Graphs
(TAGs) (Zhou et al., 2019; Yang et al., 2021) or
described using semantic terms and numerical ex-
pressions. For example, in e-commerce graphs of
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Figure 1: Illustration of saliency-based graph explana-
tion and natural language graph explanation.

recommendation systems, products can be associ-
ated with textual descriptions; in molecular graphs,
atoms and bonds can be described by textual to-
kens such as element names or properties. These
textual descriptions offer rich semantic cues that
can augment graph learning (He et al., 2023; Pan
et al., 2024; Hu et al., 2024). Despite the domi-
nant performance of current GNNs across a range
of tasks, their internal decision processes remain
largely opaque, which hampers their adoption in
high-stakes applications. In this work, we aim to
explore the right explanation modality for graphs
with revolutionary tradeoff between conciseness,
fidelity, and readability.

Explainability for graph learning have received a
large amount of attention, with methods usually by
providing node- or edge-level importance scores
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(Ying et al., 2019; Vu and Thai, 2020; Luo et al.,
2020), but they lack the ability to explain the se-
mantic information in graphs since the node- and
edge-level importance scores cannot include any in-
formation of the text features. Some methods (Ying
et al., 2019; Štrumbelj and Kononenko, 2014; Bach
et al., 2015) can also provide node feature-level
explanation, and thus can generate token impor-
tance scores for textual features on nodes. How-
ever, graph predictions are often made based on
a subgraph with many nodes and their associated
texts, such token importance-based explanations
are hardly human-understandable as they are redun-
dant and not integrated, as illustrated in Fig. 1 (a).
The limitation and need for human understandabil-
ity necessitates our research on natural language
explanations for GNNs, which is expected to be
summative, concise, and readable, as one example
shown in Fig. 1 (b).

In this work, we present GraphNarrator, the
first method to generate natural language expla-
nations for GNNs. GraphNarrator is a model-
agnostic method to learn a mapping from graph
model input-output pairs to textual explanations.
To generate textual explanations, since external lan-
guage models have no knowledge of the model’s
internal decision-making process to generate high-
quality explanations, it is necessary to fine-tune
the model with high-quality explanation labels. In
real-world scenarios, it is impractical to have an-
notated ground truth data for explaining model be-
haviors, therefore we propose graph explanation
verbalization to prompt LLMs with saliency-based
explanations to generate natural language explana-
tion pseudo-labels. To continuously improve the
quality of pseudo-labels, we propose three train-
ing objectives related to faithfulness and brevity,
and iteratively fine-tune the pseudo-label generator
model with these objectives with expert iteration.
Finally, the generated pseudo-labels are used to
train an end-to-end explainer model, which serves
as our end-to-end explanation generation model.

2 Related Work

2.1 Explainability of Graph Neural Networks

GNNs have been widely adopted in fields such as
social networks, molecular chemistry, and financial
systems, yet their interpretability remains a signifi-
cant challenge. Existing GNN explanation methods
are generally categorized into instance-level and
model-level approaches. Model-level methods seek

to provide a broad understanding of GNN decision
behaviors independent of specific inputs (Zhang
et al., 2022; Yuan et al., 2020), while instance-
level methods focus on explaining individual pre-
dictions by identifying important features that in-
fluence the model’s decisions. These methods
include gradients/features-based approaches (Bal-
dassarre and Azizpour, 2019), perturbation-based
methods (Ying et al., 2019; Luo et al., 2020),
decomposition-based techniques (Baldassarre and
Azizpour, 2019; Schwarzenberg et al., 2019) and
surrogate model-based methods (Huang et al.,
2022). While significant progress has been made
in improving the explainability of GNNs, current
instance-level methods are limited to providing fea-
ture importance-based explanations, which is dif-
ficult for humans to understand when the input
comes to TAGs. To our best knowledge, no ef-
forts have been made to generate natural language
explanations of graph models.

2.2 Natural Language Explanation

The traditional explanation methods for NLP, such
as feature importance and saliency maps (Lei et al.,
2016; Yu et al., 2019), often fall short in provid-
ing human-interpretable insights, motivating the
development of more intuitive approaches like nat-
ural language explanations (Cambria et al., 2023).
These methods provide textual justifications for
model predictions, aiming to bridge the gap be-
tween model decisions and human understand-
ing (Camburu et al., 2018; Rajani et al., 2019;
Narang et al., 2020). A notable example is self-
explanation models, where models predict labels
while simultaneously generating explanations in
natural language (Wiegreffe et al., 2020; Zhang
et al., 2024; Liu et al., 2023, 2024). With the ad-
vent of LLMs, Chain-of-Thought prompting (Wei
et al., 2022) and zero-shot reasoning (Kojima et al.,
2022) have enhanced their self-explanation abilities
by generating coherent, step-by-step explanations.
Additionally, LLMs’ role as explainers for both
their own predictions and other models’ outputs has
significantly expanded (Kroeger et al., 2023; Gat
et al., 2023; Martens et al., 2023). Recent research
also points out that LLM-based explanations do
not necessarily faithfully reflect the internal model
behaviours (Agarwal et al., 2024; Parcalabescu and
Frank, 2024).

24



Saliency-Based
Explainer

(LIME, SHAP, LRP...)

a) Saliency TAG explanation generation and verbalization b) TAG explanation expert iteration

Saliency Textual Graph

Root (20.5): title(16.2)
comparison(8.9) cellular(7.9)
encoding(6.3)...
    Node 1 (8.9): ...
        Node 1.1 (10.2): ...
    Node 2 (5.4): ... 

Node 2 is also cited by 
node 1.1

Knowledge Distillation

Saliency Paragraph

Explainer LLM (end-to-end)

central node class:

“Genetic Algorithms”

output 

The model
prediction to

explain
① Saliency-based

explanation generation

② TAG explanation
verbalization

Node/token
importance

Pseodo-label 
generator LLM

Multiple Pseudo-
label candidates

Fine-tune

This
prediction
is made
because ...

Filtering by
TAG explanation 
measurements

Because all
neighbors
focus on
genetic
programming...

High-quality
pseudo-labels

- Faithful to important input?
- Faithful to output?
- Brief?

input 

Model

prompt

Figure 2: An illustration of GraphNarrator. A pseudo-label generator model is first trained to provide pseudo-labels,
which are used for knowledge distillation to an LLM as an end-to-end explainer. (a) GraphNarrator first generates
saliency-based graph explanations, then verbalizes them into a documented form (Saliency Paragraph) for easier
understanding of LLMs, and feeds them to LLMs to generate initial natural language explanation pseudo-labels. (b)
We propose the graph explanation expert iteration procedure to iteratively improve the pseudo-label generator LLM
with three objectives related to faithfulness and brevity.

3 Problem Formulation

In this work, we delve into the task of explain-
ing predictions for GNNs with natural languages.
Formally, a Text-Attributed Graph (TAG) can
be represented as G = (V, A,X ), where V =
{v0, v1, ..., vN−1} is a set of N nodes, A ∈
{0, 1}N×N is the adjacency matrix, and X =
{x0, x1, ..., xN−1} is the set of texts where xk =
(tk,0, tk,1, ..., tk,n(t)

k

) is a sequence of tokens associ-
ated with node vk ∈ V . A TAG model f is a model
that can make predictions on TAGs by ŷ = f(G),
where ŷ is the model output.

Given a text-attributed graph G and a trained
TAG model f , the goal is to learn a mapping
g : (G, ŷ) → E to generate a paragraph of text E to
explain the decision-making process of ŷ = f(G).
The generated explanation E should faithfully ex-
plain the reason for model predictions and be
friendly for humans to understand.

4 Proposed Method: GraphNarrator

The overall framework of GraphNarrator is illus-
trated in Figure 2. The high-level idea is we first
train a Pseudo-Label Generator LLM to gener-
ate high-quality explanation labels, then the gen-
erated pseudo-labels are used to fine-tune an Ex-
plainer LLM, which serves as a post-hoc explainer,

the product of our framework. Due to the lack
of ground truth explanation labels, we first use a
saliency-based explainer to attain Saliency Textual
Graph explanation, then verbalize it to the form of
a Saliency Paragraph, and use it as a hint of the
important regions for the Pseudo-Label Generator
LLM (Sec. 4.1). Then the Pseudo-Label Generator
LLM iteratively self-improves via Expert Iteration
based on our proposed three training objectives for
quantifying explanation quality (Sec. 4.2). Finally,
the generated high-quality pseudo-labels from the
fine-tuned Pseudo-Label Generator LLM are used
to train the end-to-end Explainer LLM (Sec. 4.3).
The details of our proposed GraphNarrator frame-
work will be introduced in the following.

4.1 Saliency-based Graph Explanation
Generation and Verbalization

We first construct a Saliency Paragraph to pass the
semantics and structural information of TAG data
as well as the saliency information of the model
decision, as a hint for the Pseudo-Label Genera-
tor LLM. As illustrated in Fig. 2 (a), specifically, a
saliency-based explainer is first adopted to get the
Saliency Textual Graph explanations, and then we
verbalize the graph explanation into textual forms
based on BFS and hierarchical organizing. Finally,
we prompt them to the pseudo-label generator LLM
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to get the initial explanation of pseudo-label can-
didates. Such a procedure will be introduced in
details as follows.

Saliency-based explanation generation. As
shown in Fig. 2 (a), the saliency-based explana-
tions are generated by a feature importance-based
post-hoc explainer. They are represented in the
form of the importance score of each node and
token. An example is illustrated in Fig. 2 (a) as
Saliency Textual Graph, where the red color from
light to dark denotes the importance of nodes and
tokens. Note that here the saliency-based explainer
can be based on various methods that can generate
post-hoc explanations for a TAG model, including
widely used model-agnostic explanation methods
including LRP, Input×Grad, Saliency, etc. This
makes GraphNarrator a model-agnostic framework
for explaining various TAG learning model archi-
tectures.

Saliency textual graph verbalization. Since
the generated Saliency Textual Graph is graph-
structured data, it is vital to transform it into a form
that LLMs are easier to understand. Therefore,
we propose saliency textual graph verbalization, to
transform the saliency-based graphs explanation
into a document-like Saliency Paragraph to pass
the structural, semantic and feature importance in-
formation to LLMs.

In a TAG model prediction, the structure of a
central node and its k-hop salient nodes can be rep-
resented as an ego graph, with the node itself as
the root. Using Breadth-First Search (BFS), this
ego graph can be decomposed into a tree structure.
During the BFS process, we prune unimportant
nodes by identifying nodes with no tokens whose
saliency scores are higher than a threshold. Then
we adopt a Pre-Order Traversal (first visit the root,
then the left subtree, then the right subtree) to orga-
nize the tree structure into a hierarchical saliency
paragraph, maintaining the hierarchical structure
of the k-hop ego graph. In this Saliency Paragraph,
each node’s text is represented as a section, and
its successor nodes are represented as subsections.
Note that when converting the ego graph to a BFS
tree, there can be a set of cross-edges that con-
nect nodes in different branches. We verbalize
them by adding reference sentences in the text of
source nodes, pointing to the sections representing
their respective destination nodes. This ensures
that the saliency paragraph faithfully reflects the
ego graph’s structure.

When organizing the Saliency Paragraph, we at-
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Figure 3: Illustration of graph explanation verbalization.
The blue edge denotes a cross-edge.

tach the saliency scores of nodes and tokens to
prompt the Pseudo-Label Generator LLM with
the feature importance information. For tokens in
nodes, we attach their importance score after the to-
kens to prompt with the importance information, in
the form of token(score), without perturbing the
semantic order of tokens. An example of construct-
ing the Saliency Paragraph is given in Figure 3.

4.2 TAG Explanation Expert Iteration for
Explanation Self-Improvement

Initial explanations can be attained by simply pass-
ing the generated Saliency Paragraph to an LLM to
generate more summarized words. However, such
a zero-shot generation manner cannot ensure the
explanation quality and may still lead to unfaith-
ful or redundant textual explanations. To quantify
the explanation quality, we propose Information-
Theoretic TAG Explanation Measurements that
quantify the text explanations’ faithfulness and
brevity. To effectively optimize such goals with-
out ground truth labels, we propose TAG Expla-
nation Expert Iteration framework that iteratively
conducts text explanation quality measuring, high-
quality text explanation selecting, and text explana-
tion updating, as illustrated in Fig. 2 (b).

4.2.1 Information-Theoretic TAG
Explanation Measurements

High quality model explanations should be faith-
ful to the model decision process, and friendly for
humans to understand. Therefore, we propose our
TAG explanation measurements, quantify the expla-
nation quality with faithfulness to important inputs,
faithfulness to outputs, and brevity.

Faithfulness to important inputs. The explana-
tion is expected to include enough necessary infor-
mation about the rationale of the model prediction.
Suppose there is a true rationale R, then the faith-
fulness can be measured by the Pointwise Mutual
Information (PMI) between the generated explana-
tion E and R, namely,
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fS = PMI(E,R) = log
P (R|E)

P (R)
(1)

However, estimating P (R) and P (R|E) is in-
tractable due to the big space of R to explore.
Therefore, we formulate R as the subset of impor-
tant nodes and tokens in the n the input graph G (the
serialization of G can be found in Appendix B). We
propose to mask the important tokens in nodes of
G, and turn this problem into a tractable masked to-
ken prediction problem with a pretrained language
model. Therefore, P (R) and P (R|E) can be es-
timated with P (R|GM ) and P (R|GM , E), where
GM denotes the remaining part in S after masking
R from G. Moreover, we also need to consider
the fact that not all the tokens in R are equally im-
portant, so we want to prioritize the faithfulness to
those most important ones, though the threshold of
being important is unknown. Therefore, we sam-
ple different thresholds τ in each iteration to give
the model more flexibility to learn the importance.
Then the above PMI can be written as

fS = log
P (R|E)

P (R)

≈
∫ 1

0
P (τ) · log PMLM (Rτ |GMτ , E)

PMLM (Rτ |GMτ )
dτ

(2)

where τ denotes the ratio of tokens in G to be con-
sidered as important (e.g. τ = 0.1 means Rτ in-
cludes the tokens with top 10% high saliency scores
in G) , and P (τ) is the distribution of sampling τ ,
which can be implemented by any distribution that
focuses on different thresholds (e.g. the uniform
distribution from 0 to 0.3), Rτ and GMτ are the
masked rationale R and the remaining text under
the threshold τ (an illustration of constructing GMτ

can be found in Appendix B).
Faithfulness to predictions. In addition to faith-

fulness to important inputs, we also encourage the
generated explanations to be faithful to the out-
puts. Similarly, for faithfulness to predictions, we
leverage the PMI between explanation E and the
predicted label ŷ as a measurement as

fF = PMI(E, ŷ) = log
P (ŷ|E)

P (ŷ)
(3)

where ŷ denotes the textual form of the output
prediction. The calculation of P (ŷ|E) and P (ŷ)
is also implemented with a pre-trained language
model.

Brevity. Since the above objective of faithful-
ness encourages E to be informative, which may re-
sult in generating long and redundant explanations,
which bring difficulty for humans understanding.
Therefore, we also encourage the generated expla-
nation E to be concise, as

fB =
|E|
|G| (4)

where |E| and |G| denotes the length of E and G.
Combining these measurements, we are essen-

tially doing a multi-objective optimization prob-
lem, where we maximize fS , fF , and minimize
fB , which serves as our overall objective and be
optimized with the following TAG expert iteration
framework.

4.2.2 TAG Explanation Expert Iteration
To effectively optimize the objectives to improve
the Pseudo-Label Generator LLM, we propose a
TAG explanation iterative training method based
on Expert Iteration (Dong et al., 2023; Gulcehre
et al., 2023), as shown in Fig. 2 (b). Specifically,
the training is composed of a closed loop of TAG
explanation quality measuring, high-quality TAG
explanation selecting, and TAG explanation updat-
ing, as introduced in details as follows:

(1) TAG explanation quality measuring. Aligned
with our training objectives, we calculate the
scores fS , fF and fB of the generated expla-
nation pseudo-label E based on Eq. 2, Eq. 3
and Eq. 4.

(2) High-quality TAG explanation selection.
Among all generated explanations, a subset of
high-quality explanations is filtered from all
candidates with customizable criteria to bal-
ance fS , fF , and fB , such as weighted sum
and top-k.

(3) TAG explanation updating. The selected high-
quality explanations are used to fine-tune
the Pseudo-Label Generator LLM. Then the
model generates a new batch of explanation
candidates, and it goes back to step (1).

Such three steps form a closed loop, allowing us to
iteratively increase the performance of the model.
Finally, we got the Pseudo-Label Generator LLM
fine-tuned to generate faithful and brief explana-
tions with input as the saliency paragraph.
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4.3 End-to-End Explainer Training via
Knowledge Distillation

The TAG Explanation Expert Iteration process
gives us a pseudo-label generator model that ex-
perts in generating high-quality explanations based
on saliency-based explanations. However, our goal
is to have an end-to-end explainer model that can
generate natural language explanations based on
the raw input and its prediction. Therefore, after
fine-tuning, we distill the whole pipeline to the
Explainer LLM. The distillation is conducted by
accumulating a dataset of filtered high-quality can-
didates during the expert iteration process, and us-
ing this dataset to fine-tune the Explainer LLM.
The Explainer LLM serves as the product of our
framework, an end-to-end post-hoc explainer for
the model f .

5 Experiments

5.1 Experimental Setup

Datasets. We use three real-world TAG datasets,
including two citation networks (Cora (Yang
et al., 2016) and DBLP (Tang et al., 2008)), and
one E-commerce co-purchasing network (Book-
History (Yan et al., 2023)), to evaluate the perfor-
mance of our method. More details of the datasets
are given in Appendix E.

Compared Methods. To our best knowledge,
no existing method are designed to generate natu-
ral language explanations for graph learning. The
most relevant method is SMV (Feldhus et al., 2022),
which verbalizes saliency map explanations for text
classification models. To evaluate the effective-
ness of GraphNarrator, we compare it with vari-
ous most advanced LLMs to generate explanations
in a zero-shot manner given the input subgraph
and the model prediction. We benchmarked our
method with the most advanced LLMs, including
GPT-4o, GPT-3.5 turbo, LLaMA 3.1, and SMV
method based on GPT-4o (denoted as SMV in the
results).

Automatic Evaluation Metrics. Automatic
evaluation is applied to evaluate the faithfulness
and brevity of explanations. Following previous re-
search (Padmakumar and He, 2021; Li et al., 2020),
Pointwise Mutual Information (PMI) and Simulata-
bility (Simul.) are used as indicators for faithful-
ness. PMI (Padmakumar and He, 2021; Chen et al.,
2022; Colombo et al., 2022; Darrin et al., 2024)
measures the mutual information between the gen-
erated explanations and the important regions in the

input text. The top 10%, 20%, and 30% important
tokens are used as references for the calculation of
PMI, denoted as PMI-10%, PMI-20%, and PMI-
30% in the result tables. Simulatability (Sushil
et al., 2018; Sia et al., 2023; Li et al., 2020; Pruthi
et al., 2022) measures the accuracy of the model
prediction can be correctly inferred from the expla-
nation. For Brevity, the average ratio of explanation
length and input length is used as an indicator.

Human Evaluation Setting. We conduct a hu-
man annotation to investigate how human read-
ers view the quality of explanations from different
methods. For each dataset, we sample a split of 50
data points per method. We recruit three annota-
tors with knowledge in computational linguistics
(at least undergraduate level). Given the explana-
tions, the annotators are asked to rate on a scale of
1-7 whether the explanations were (1) easy to un-
derstand, (2) insightful for the underlying decision
process, (3) informative in preserving graph seman-
tics, (4) informative in preserving graph structures.

Implementation Details. Our TAG model to
explain is implemented with the commonly used
Bert+GNN pipeline. We use bert-base-uncased as
the text encoder and 2-layer SAGE as the GNN
backbone. For each dataset we train the TAG
model until converged with a learning rate of 1e-
3 and batch size of 500. We used the GPT-4o-
mini-2024-07-18 model with our prompt for TAG
explanation for generating explanation pseudo la-
bel candidates (the details of prompts are given in
Appendix G), applying one-shot learning for con-
sistency. In the masked token prediction part, we
utilized the gemma2-2b-it model to estimate the
conditional probability distribution. We applied a
balanced configuration for the three objectives (we
select pseudo-label candidates whose three scores
are all among the top 50% of all candidates gen-
erated in that iteration). Finally, we used the fine-
tuned LLaMA-3.1-8b as the base student model
for knowledge distillation using the LoRA tech-
nique. More implementation details are given in
Appendix F.

5.2 Explanation Quality
Automatic Evaluation. We use automatic methods
to evaluate the faithfulness and brevity of gener-
ated explanations. Our experimental results, shown
in Table 1, demonstrate that GraphNarrator con-
sistently performs well in generating high-quality
explanations. Specifically, GraphNarrator shows
an 8.2% average improvement over the second-
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Dataset Method Metrics

Simul. (↑) PMI-10% (↑) PMI-20% (↑) PMI-30% (↑) Brevity (↓)

DBLP

LLaMA3.1 8B 0.63 0.139 0.109 0.077 0.394
GPT-3.5 Turbo 0.71 0.136 0.110 0.084 0.403
GPT-4o 0.82 0.142 0.101 0.085 0.385
SMV 0.76 0.139 0.098 0.082 0.419
GraphNarratorLLaMA3.1 8B 0.95 0.155 0.108 0.085 0.354

Cora

LLaMA3.1 8B 0.78 0.335 0.278 0.199 0.600
GPT-3.5 Turbo 0.83 0.340 0.281 0.213 0.318
GPT-4o 0.95 0.414 0.284 0.225 0.357
SMV 0.88 0.359 0.267 0.217 0.431
GraphNarratorLLaMA3.1 8B 0.97 0.418 0.290 0.227 0.315

Book-History

LLaMA3.1 8B 0.79 0.465 0.390 0.281 0.735
GPT-3.5 Turbo 0.83 0.436 0.361 0.270 0.853
GPT-4o 0.89 0.456 0.313 0.240 0.768
SMV 0.87 0.441 0.320 0.257 0.836
GraphNarratorLLaMA3.1 8B 0.96 0.533 0.374 0.291 0.506

Table 1: Automatic evaluation of natural language explanations quality generated by different methods. Best
results are bolded.

Dataset Method Metrics

EU DMI SI SeI

DBLP
GPT-4o 4.2 4.5 3.6 3.6
SMV 3.8 4.1 3.4 3.7
GraphNarrator 4.5 4.8 5.4 4.3

Cora
GPT-4o 4.7 4.0 4.7 4.3
SMV 4.2 5.2 3.2 3.6
GraphNarrator 4.8 4.6 5.2 5.0

History
GPT-4o 4.9 4.6 3.9 3.9
SMV 4.8 4.7 3.9 4.1
GraphNarrator 5.0 5.1 5.4 5.3

Table 2: Human evaluation. Best results are bolded.
EU: Easy to Understand. DMI: Insightful in explaining
the decision-making process. SI: Structural Informative.
SeI: Semantic Informative.

best performer in the PMI-10% metric over three
datasets, highlighting its effectiveness at capturing
the most important information for model deci-
sions. In terms of simulatability, GraphNarrator
outperforms all baseline methods by 8.6%, achiev-
ing a simulatability score of 0.95 across all three
datasets, significantly higher than other methods,
proving highly faithful to model predictions. For
the brevity metric, GraphNarrator is 13.4% better
than the second-best performer, effectively balanc-
ing conciseness and accuracy. Across all three
datasets, GraphNarrator generates relatively com-
pact explanations while maintaining high simulata-
bility scores. These results demonstrate that Graph-
Narrator successfully navigates the inherent trade-
offs among PMI, simulatability, and brevity. It con-
sistently produces explanations that align closely
with model predictions while remaining concise,

further enhancing their interpretability. This bal-
ance highlights GraphNarrator’s strength in deliv-
ering both faithful and interpretable explanations.
The improvement on Cora dataset is relatively low
due to the low data quality brought OCR-based
collection.

Human Evaluation. Results of human eval-
uation are given in Table 2. Results reveal our
approach demonstrates strong performance across
multiple dimensions of human evaluation. In par-
ticular, it achieves the best overall results in terms
of ease of understanding, insightfulness in the ex-
planation process, and the preservation of both se-
mantic and structural information. When compared
with GPT-4o, our method yields notable improve-
ments—approximately 33.7% in structural infor-
mativeness and 23.9% in semantic informativeness.
Moreover, its ease of understanding is on par with
both GPT-4o and SMV, a benefit likely derived
from the robust large language model backbone
underlying our approach.

5.3 Pseudo-Label Self-Improvement

Effectiveness of TAG Explanation Expert Iter-
ation. The training score curve in our iterative
training (Expert Iteration) of the pseudo-label gen-
erator LLM is illustrated in Figure 4. With an
increasing number of iterations, both faithfulness
to important inputs and faithfulness to predictions
exhibit a overall upward trend, while brevity shows
a gradual decline. This iterative learning process
underscores our TAG explanation expert iteration’s
effectiveness in improving the explanation qual-
ity. It is worth highlighting that during each itera-
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Method Metrics

Simul. (↑) PMI-10% (↑) PMI-20% (↑) PMI-30% (↑) Brevity (↓)

GraphNarrator 0.97 0.418 0.290 0.227 0.315

w/o fS 0.98 0.407 0.298 0.213 0.304
w/o fF 0.90 0.419 0.311 0.241 0.315
w/o fB 0.96 0.432 0.327 0.239 0.361
w/o saliency 0.97 0.402 0.284 0.218 0.343

Table 3: Results of ablation study. w/o fS , fF , FB denotes removing the corresponding objective for training. Cells
highlighted represent metrics where the performance is expected to drop when the corresponding component is
removed.

(a) Cora dataset.

(b) DBLP dataset.

(c) Book-History dataset.

Figure 4: The change of three pseudo-label quality
scores in the TAG explanation expert iteration process,
w.r.t number of training iteration.

tion of the expert iteration process, we select only
50 high-quality samples. Despite this small sam-
ple number, our TAG explanation expert iteration
consistently enhances faithfulness to both impor-
tant inputs and predictions. This demonstrates that
the process is highly efficient, as steady improve-
ments in performance are achieved by using just a
small and high-quality set of high-quality samples
in each iteration. We also evaluated the quality of
pseudo-labels to verify the effectiveness of the Ex-
pert Iteration pipeline, as given in Appendix C. A
study of different pseudo-label selection strategies
is given in Appendix D.1. The performance im-
provement of the explainer LLM after fine-tuning
with generated high-quality pseudo-labels are given
in Appendix D.2.

5.4 Ablation Study

In the ablation study, we removed fS , fF , fB and
Expert Iteration to test their corresponding effec-
tiveness, as shown in Table 3. The results highlight
the effectiveness of different components of the
proposed framework. Removing the saliency opti-
mization objective (w/o fS) decreases PMI scores,

proving its importance for faithfulness. Removing
the fidelity objective (w/o fF ) results in lower sim-
ulatability, and removing the brevity optimization
objective (w/o fB). Notably, sometimes when one
objective is removed, the other two often improve.
This is because the three objectives inherently in-
volve trade-offs—removing one allows the remain-
ing two to be optimized within a larger space, free
from the constraints imposed by the removed ob-
jective, naturally leading to better performance in
those areas.

6 Conclusion

In this paper, we present GraphNarrator, a model-
agnostic post-hoc explainer to generate natural
language explanations for TAG learning models.
GraphNarrator fine-tunes a generative language
model as an explanation generator with pseudo-
labels derived from saliency-based explanations.
Through iterative self-training, we improve the
quality of generated explanation pseudo-labels, en-
suring the explanation generator can be trained
with high-quality data. Our extensive experiments
demonstrate the effectiveness of GraphNarrator.
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Limitation

The backbone of GraphNarrator is based on LLMs,
which may be more costly to do inference than
saliency-based explanation methods. For long doc-
uments although KV-cache can bring significant
improvements for inference, we still find for a few
extremely large subgraphs, the inference time could
exceed 2 mins.
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A Qualitative Evaluation

We show three examples of explanations gener-
ated by GraphNarrator in Fig. 5, Fig. 6, Fig. 7.
As depicted in Figure 5a, we visualize the token
importance of saliency-based explanation, where
individual words within each node are highlighted
with varying intensities of red to indicate their
saliency scores. Darker red hues correspond to
higher saliency scores, while lighter shades rep-
resent lower ones. In contrast, Figure 5b show-
cases the natural language explanations generated
by GraphNarrator, with key terms such as “rein-
forcement learning” and “learning algorithm” em-
phasized in yellow. This demonstrates GraphNar-
rator’s ability to not only capture the salient in-
formation identified in the saliency map but also
present it in a more accessible and interpretable
manner. Compared with the saliency-based ex-
planations that merely highlight important words,
GraphNarrator goes beyond synthesizing and ab-
stracting content across nodes. For example, in the
case of Node-1.1 through Node-1.8, GraphNarrator
effectively integrates the most relevant informa-
tion into a coherent explanation rather than sim-
ply reproducing the input. This showcases Graph-
Narrator’s strength in generating explanations that
are more informative and contextualized than the
visual saliency approach. Similar properties of
GraphNarrator-generated explanations can also be
seen in Fig. 6, Fig. 7.

B Serialization of G and construction of
masked token prediction task

Serialization of G. To serialize the text-attributed
graph G, we use similar method as our saliency
TAG verbalization method, but not include any
saliency score information. Therefore, a TAG G is
serialized by first conducting a BFS search from the
root node, then using pre-order traversal to organize
each node into a section in the serialized document,
and adding the "cross-edges" to include the edges
that connect nodes from different branches. An
example is given in Fig. 8.

Masked token prediction with pre-trained lan-
guage model: Given a masked token prediction
task, we calculate logP (Y |X), where X and Y are
two arbitrary token sequences, by decomposing it
into token-level predictions. Specifically,

logP (Y |X) =

|Y |∑

i=1

logP (yi|X, y0, . . . , yi−1)
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(a) Saliency-Based Explanation

The classification of the ROOT node into the "Reinforcement 
Learning" category can be explained as follows:

ROOT mentions reinforcement learning, learning algorithms, and 
hierarchical control structures indicating that it focuses on 
reinforcement learning methodologies and their applications.
- Node-1 discusses transfer learning in reinforcement learning, 
highlighting how learning agents can adapt to multiple tasks. 

- Node-1.1 ~ Node-1.8 provide more context about various 
reinforcement learning architectures and approaches, including 
modular Q-learning and hierarchical reinforcement learning.
- Node-2 focuses on learning in continuous domains with delayed 
rewards, a pertinent aspect of reinforcement learning, particularly in 
real-world applications.

- Node-2.1 discusses generalization in reinforcement learning 
using neural networks, which is relevant but less directly tied to the 
prediction.
- Node-3: This node discusses the need for hierarchies within 
control systems and the improvements in nested Q-learning, which 
are highly relevant to the classification label.

In summary, the classification of the ROOT node into 
“Reinforcement Learning” is well-supported by the strong presence 
of key reinforcement learning terms within the node itself and its 
direct connections to Nodes 1, 2 and 3, which also focus on 
reinforcement learning methodologies.

(b) GraphNarrator

Figure 5: Visualization of a saliency-based explanation and a corresponding natural language explanation generated
by GraphNarrator. In (a), red words indicate important terms, with darker red showing higher importance. We only
visualized first 15 words in each paper due to the space limitation. In (b), yellow highlights reference high-saliency
areas and emphasize that the explanation summarized key information.

The classification of the ROOT node into the "Cloud 
computing" category can be explained as follows:

ROOT: The presence of keywords such as "user," 
"interfaces," and "service-oriented approach" indicates that 
the paper is focused on topics central to cloud computing, 
particularly how users interact with cloud services and the 
modular nature of these services.  
- Node-1: While Node 1 discusses "graphical user 
interfaces" and "domain-specific languages," which are 
relevant to cloud computing, it is slightly less directly 
related to the core concepts of cloud computing compared 
to the ROOT node.   
- Node-1.1: This node emphasizes "user interface 
requirements" and "requirements analysis," which are 
crucial for developing effective cloud applications that meet 
user needs.    
- Node-1.2: This node focuses on "stereotypes" and 
"domain-specific terms," highlighting the importance of 
understanding user interactions and the context in which 
cloud services are utilized.
In summary, the classification of the ROOT node into 
"Cloud computing" is well-supported by the presence of 
key terms related to user interaction and service-oriented 
architectures. The direct connection to Node 1, which 
discusses user interfaces, further reinforces this 
classification, while the additional insights from Nodes 1.1 
and 1.2 emphasize the importance of user-centric design in 
cloud computing applications.

(a) Saliency-Map (b) TAGExplainer Explanation

Figure 6: Example from DBLP

To compute P (yi|X, y0, . . . , yi−1), we first con-
catenate X with the partial sequence [y0, . . . , yi−1]
as input to gemma, then extract the probability of
token yi from gemma’s output logits.

C Pseudo-label quality

To showcase the effectiveness of our TAG Expert It-
eration on improving pseudo label quality, we also
conduct human evaluations on the pseudo labels
used to train the Explainer LLM. The evaluation
targets are same as the human evaluation on the
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The classification of the ROOT node into the "Europe" category 
can be explained as follows:

ROOT: The presence of keywords such as "cambodia," "year," and 
"translation" indicates a context that may involve historical or 
cultural discussions relevant to Europe, particularly in terms of 
colonial history and cultural exchanges. The mention of "english" 
and "french" highlights the linguistic dimensions that are 
significant in European contexts.  
- Node-1: This node discusses Michael D. Coe, an anthropologist 
specializing in Southeast Asia and the Khmer civilization. While it 
provides historical context, the focus on Southeast Asia may dilute 
its direct relevance to Europe. However, the terms "civilizations" 
and "ancient" could connect to European historical interests.    
- Node-2: This node is more directly relevant as it discusses the 
destruction of Cambodia during the Nixon-Kissinger era, a 
significant historical event that involved European powers' 
interests in Southeast Asia. The emphasis on "destruction" and 
“cambodia" alongside key historical figures suggests a critical 
perspective on the geopolitical dynamics involving European 
countries.
In summary, the classification of the ROOT node into "Europe" is 
supported by the presence of key terms that indicate a historical 
and cultural context relevant to European interests, particularly 
through the stronger connection found in Node-2.

(a) Saliency-Map (b) TAGExplainer Explanation

Figure 7: Example from Book-History

A

TAG

A

B C

ROOT: title: comparison
cellular encoding...
    Node 1: ...
        Node 1.1 : ...
    Node 2 : ... 

Node 2 is also cited by 
node 1.1 

Serialized TAG

B

D

C

D

BFS Tree

Figure 8: Illustration of text-attributed graph serializa-
tion.

results, stated in the experimental setting section.
Results are given in Table 4. Results show that the
quality of pseudo labels after the Expert Iteration
is significantly better than zero-shot explanations
from gpt-4o.

Dataset Method Metrics

EU DMI SI SeI

DBLP GPT-4o 4.2 4.5 3.6 3.6
Pseudo-Label 5.2 5.7 5.7 4.6

Cora GPT-4o 4.7 4.0 4.3 4.7
Pseudo-Label 4.8 4.8 5.2 5.0

Book-History GPT-4o 4.9 4.6 3.9 3.9
Pseudo-Label 5.0 5.1 5.4 5.4

Table 4: Evaluation of pseudo-label quality.

D Additional Experiment Results

D.1 Experiments on different candidate
selection criteria

To provide an initial validation of the effectiveness
of the optimization process for the explanation gen-
erator, we conducted experiments using three ex-
treme selection criteria: (a) a selection strategy that
prioritizes only faithfulness to important inputs, (b)
a strategy focusing exclusively on faithfulness to
predictions, and (c) a strategy considering solely
brevity. Our results (as shown in Figure 10) indi-
cate that, under each of these conditions, the corre-
sponding metric was significantly improved. These
findings suggest that the proposed framework has
the capacity to selectively enhance the performance
of the explanation generator with respect to specific
evaluation metrics, demonstrating its adaptability
and targeted optimization potential.

D.2 The performance gain of Explainer LLM
after knowledge distillation

We tested the performance of vanilla LLaMA3.1
8B model and the distilled version, which leads to
our GraphNarrator, among three different datasets.
The results demonstrated in table 5 shows that the
distillation process indeed promoted the quality of
explanation in terms of most PMI, Simulatability
and Brevity metrics.
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Mask top k%
important tokens

[MASK]

[MASK]

[MASK]

[MASK]

[MASK]

[MASK]

[MASK]
[MASK]

Figure 9: Illustration of masking important tokens prediction

(a) Faithfulness to important inputs-biased training curve

(b) Faithfulness to prediction-biased training curve

(c) Brevity-biased training curve

Figure 10: experiment with different customized selecting criteria

E Dataset Details

We conduct experiments on 3 datasets, the basic
statistics are shown in Table 6.

Cora is a network that contains computer sci-
ence research papers, where each node repre-
sents a paper, and each edge represents one
paper and cites the other one. Nodes in
the Cora dataset are classified into seven cate-
gories: Case_Based, Genetic_Algorithms, Neu-
ral_Networks, Probabilistic_Methods, Reinforce-
ment_Learning, Rule_Learning, and Theory.

DBLP dataset is a large-scale network of aca-
demic research papers, where each node represents
a paper and each edge indicates a citation between
two papers. Similar to the Cora dataset, which fo-
cuses on computer science research, DBLP covers
a broader range of fields of study with an emphasis
on computer science and related disciplines. Pa-

pers in the DBLP dataset are classified into various
fields of study based on their topics. From the
DBLP dataset, we extracted the top 30 most fre-
quently occurring fields of study, along with their
corresponding papers. Some of these categories in-
clude cluster analysis, cloud computing, computer
science, the internet, wireless sensor networks, ar-
tificial neural networks, population, control theory,
image segmentation, humanities, and image pro-
cessing. These categories reflect the diverse range
of research areas covered in the DBLP dataset.

Book-History dataset, extracted from the Ama-
zon dataset (Ni et al., 2019), comprises items la-
beled under the second-level category "History." In
this dataset, each node represents a book, and edges
between nodes indicate frequent co-purchases or
co-views of the books. The books in the Book-
History dataset are classified into 12 distinct cat-
egories: Africa, Americas, Ancient Civilizations,

36



Dataset Method Metrics

PMI-10% (↑) PMI-20% (↑) PMI-30% (↑) Simul. (↑) Brevity (↓)

Cora LLaMA3.1 8B 0.335 0.278 0.199 0.78 0.600
GraphNarrator 0.418 0.290 0.227 0.97 0.315

DBLP LLaMA3.1 8B 0.139 0.109 0.077 0.63 0.394
GraphNarrator 0.155 0.108 0.085 0.95 0.354

Book-History LLaMA3.1 8B 0.465 0.390 0.281 0.79 0.735
GraphNarrator 0.533 0.374 0.291 0.96 0.506

Table 5: The performance of student model before (LLaMA3.1 8B) and after (our GraphNarrator) distillation. Better
results are bolded.

# Nodes # Edges # Categories
Cora 2,708 5,429 7

DBLP 110,757 655,766 30
Book-History 41,551 358,574 12

Table 6: Dataset Overview

Arctic & Antarctica, Asia, Australia & Oceania,
Europe, Historical Study & Educational Resources,
Middle East, Military, Russia, and World.

F Implementation Details

We first masked the last 5% of tokens (mostly
stop words and punctuations without explicit se-
mantical contribution to the downstream tasks)
based on their importance scores to form a reduced
saliency-based explanation as input. We then uti-
lized the candidate explanation generator GPT-4o-
mini-2024-07-18, prompting it with a carefully de-
signed template (see Appendix G for details) and
employing a one-shot learning technique to ensure
consistency in the format and style of the generated
explanations. For scoring and rejection sampling,
we used the gemma2-2b-it model as the masked
language model for the masked token prediction
task to estimate the conditional probability distribu-
tion mentioned in information-theoretic objectives.
In Equation 3, we have masked all label-related in-
formation in condition E to prevent answer leakage.
During the rejection sampling phase, we found that
a balanced configuration among all three objectives
introduced in 4.2.1, i.e., λS : λF : λB = 1 : 1 : 1,
provided stable and balanced performance across
the three evaluation metrics (more customized cri-
teria are included Appendix D). We applied Expert
Iteration fine-tuning by selecting 50 high-quality
samples during each loop via rejection sampling.
These samples were used to fine-tune the model
using OpenAI API with default learning rate and
batch size for 3 epochs. The final model obtained

from the optimization loop served as the teacher
model. We then performed knowledge distillation
using the fine-tuned LLaMA-3.1-8b as the base stu-
dent model, employing the LoRA technique (rank
r=16 and alpha=16) for efficient fine-tuning. We
minimized the cross-entropy loss between the stu-
dent outputs and the teacher outputs, which resulted
in our final GraphNarrator model.

For expert iteration, each iteration involves gen-
erating three scores via a Gemma-2B model de-
ployed on a single NVIDIA H100 GPU, taking 30
minutes per iteration. Fine-tuning and inference
with GPT-4o via OpenAI API costs of $5 per iter-
ation, with training of 10, 5, and 5 iterations across
the three datasets. Finally, knowledge distillation
via LoRA fine-tuning of a LLaMA-3.1 8B model
requires 20 minutes per dataset on an NVIDIA
A6000 GPU.

G Prompt Details

In our experiments, we utilize two types of prompts:
one in which each token in the input is accompa-
nied by a corresponding saliency score, and another
without saliency scores. The difference between
the two prompts is whether the words in the verbal-
ized graph are accompanied by their corresponding
importance scores in brackets or not.The teacher
models require the inclusion of saliency scores,
as they function as candidate explanation genera-
tors. The presence of saliency scores enables them
to generate more accurate explanations by high-
lighting important tokens. In contrast, the student
models do not use saliency scores; their task is
to output the reasoning process of the black-box
model based solely on the TAG and prediction. The
student models are designed to align directly with
the teacher models’ outputs, ensuring consistency
without requiring saliency information. All the
prompts we used are given from here, due to the
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limited space.

G.1 w/o Saliency Prompt
HumanMessage: “The following verbalized graph
contains important words in the text of each node.
These words contribute to the classification of Node
0 into one of the seven possible categories ([’Case
Based’, ’Genetic Algorithms’, ’Neural Networks’,
’Probabilistic Methods’, ’Reinforcement Learning’,
’Rule Learning’, ’Theory’]).
Generate a concise, human-readable explanation
that justifies the classification result of Node 0 by
identifying and explaining the relevant inner-node
features (i.e., keywords) and inter-node relation-
ships (i.e., graph structure). The explanation should
focus on how these factors contribute to the classi-
fication label.

## Example
### Verbalized Graph

<verbalized-graph>
ROOT: title experiments real time decision algo-
rithms abstract real time decision algorithms class
incremental resource bounded horvitz, 89 anytime
dean, 93 algorithms evaluating influence diagrams.
present test domain real time decision algorithms,
results experiments several real time decision al-
gorithms domain. results demonstrate high per-
formance two algorithms, decision evaluation vari-
ant incremental probabilisitic inference dambrosio,
93 variant algorithm suggested goldszmidt, gold-
szmidt, 95 ], pk reduced. discuss implications ex-
perimental results explore broader applicability al-
gorithms.
Node-1: title learning policies partially observable
environments scaling abstract partially observable
markov decision processes pomdp model decision
problems agent tries maximize reward face limited
noisy sensor feedback.
Node-1.1: title formal framework speedup learn-
ing problems solutions abstract speedup learning
seeks improve computational efficiency problem
solving experience. paper, develop formal frame-
work learning efficient problem solving random
problems solutions.
Node-1.2: title acting uncertainty discrete bayesian
models mobile robot navigation abstract discrete
bayesian models used model uncertainty mobile
robot navigation, question actions chosen remains
largely unexplored.
Node-1.3: title incremental methods computing
bounds partially observable markov decision pro-
cesses abstract partially observable markov deci-

sion processes pomdps allow one model complex
dynamic decision control problems include action
outcome uncertainty imperfect observabil ity.
Node-1.4: title learning sorting decision trees
pomdps abstract pomdps general models sequen-
tial decisions actions observations probabilistic.
many problems interest formulated pomdps, yet use
pomdps limited lack effective algorithms. recently
started change number problems robot navigation
planning beginning formulated solved pomdps.
“Node-1.5: title approximating optimal policies
partially observable stochastic domains abstract
problem making optimal decisions uncertain con-
ditions central artificial intelligence. state world
known times, world modeled markov decision pro-
cess mdp ).
Node-1.6: title efficient dynamic programming
updates partially observable markov decision pro-
cesses abstract examine problem performing exact
dynamic programming updates partially observable
markov decision processes pomdps computational
complexity viewpoint.
Node-2: title efficient inference bayes networks
combinatorial optimization problem abstract num-
ber exact algorithms developed perform probabilis-
tic inference bayesian belief networks recent years.
Node-2.1: title sensitivities alternative conditional
probabilities bayesian belief networks abstract
show alternative way representing bayesian be-
lief network sensitivities probability distributions.
representation equivalent traditional representa-
tion conditional probabilities, makes dependencies
nodes apparent intuitively easy understand.
Node-2.2: title algebraic techniques efficient infer-
ence bayesian networks abstract number exact algo-
rithms developed perform probabilistic inference
bayesian belief networks recent years. algorithms
use graph theoretic techniques analyze exploit net-
work topology.
Node-2.3: title interpretation complex scenes us-
ing bayesian networks abstract object recognition
systems, interactions objects scene ignored best
interpretation considered set hypothesized objects
matches greatest number image features.
Node-2.4: title case based probability factoring
bayesian belief networks abstract bayesian network
inference formulated combinatorial optimization
problem, concerning computation optimal factor-
ing distribution represented net. since determina-
tion optimal factoring computationally hard prob-
lem, heuristic greedy strategies able find approxi-
mations optimal factoring usually adopted. present
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paper investigate alternative approach based combi-
nation genetic algorithms ga case based reasoning
cbr ).
</verbalized-graph>” “ ### Classification La-
bel Probabilistic Methods

### Reasoning
0. Graph Structure Reconstruction:
In the provided verbalized graph, The ROOT

node (first line) is the target for classification.
Single-digit indexed nodes are direct neighbors of
ROOT.
Double-digit indexed nodes are:
- Two hops away from ROOT
- Direct children of their parent node
More digits indexed nodes follow the same
principle as described above.

Thus, the graph structure of this verbalized graph
is:

• ROOT

– Node-1

* Node-1.1

* Node-1.2

* Node-1.3

* Node-1.4

* Node-1.5

* Node-1.6
– Node-2

* Node-2.1

* Node-2.2

* Node-2.3

* Node-2.4

1. Word-Level Evaluation:
Detect important terms for the classification label.
Quantitatively, the importance (saliency) scores
behind each word in the verbalized graph are
calculated by a post-hoc XAI (explainable AI)
algorithm.
Semantically, keywords synonymous with or
closely related to label, ’Probabilistic Methods’
(such as ’probabilistic’, ’probability’, and ’infer-
ence’), are semantically influential in determining
the classification because they directly indicate
the node’s relevance to the ’Probabilistic Methods’
category.
2. Graph-Level Aggregation:
Node 1 does not contain as many directly relevant
keywords. Yet, it still discusses POMDPs,
which are probabilistic models, indicating that it

contributes to the classification in a less significant
way.
Direct neighbors like Node 2, which contains
the keyword ’probabilistic’, have a substantial
influence on ROOT node classification due to their
close proximity to the ROOT node.
Indirect neighbors, Nodes-2.1 to Node-2.4,
connected through Node 2, contain keywords like
’probabilistic’ and ’probability’, which further
reinforce the classification of ROOT.
Meanwhile, the indirect neighbors connected
through Node 1, Node-1.1 to Node-1.6, are less
relevant because they do not include important key-
words directly related to ’Probabilistic Methods’.

### Free-Text Explanation “‘markdown The
classification of ROOT node into the "Probabilistic
Methods" category can be explained as follows:

ROOT: The presence of keywords like "prob-
abilistic" and "inference" within ROOT node
suggests that the paper is focused on topics central
to probabilistic methods, such as performing
probabilistic inference and evaluating influence
diagrams.
- Node-1: While Node 1 focuses on POMDPs,
which are also probabilistic models, it is slightly
less directly related to the probabilistic inference
methods emphasized in ROOT node.
- Node-1.1 Node-1.6: they are less relevant to
probabilistic methods and thus contribute less to
the classification.
- Node-2: This node discusses "probabilistic
inference" and "Bayesian networks," both of which
are foundational to probabilistic methods. The
strong thematic connection between ROOT node
and Node 2 reinforces the classification.
- Node-2.1 Node-2.4: they also discuss probabilis-
tic topics, further supporting the classification.

In summary, the classification of ROOT node
into "Probabilistic Methods" is well-supported by
the strong presence of key probabilistic terms
within the node itself and its direct connection to
Node 2, which also focuses on probabilistic infer-
ence. Indirect neighbors through Node 2 further
reinforce this classification.”

“## Task
### Verbalized Graph

<verbalized-graph>{document}
</verbalized-graph>

### Classification Label
{label}
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### Reasoning
### Free-Text Explanation
(P.S.: 1. make sure to complete both the reason-

ing section and then Free-Text Explanation section
with the same structure as exemplified above.
2. make good use of the importance (saliency)
score behind each word as your guidance to gen-
erate the better explanation. However, it is not
necessary to directly quote the saliency score.
3. use the whole graph structure you constructed
during reasoning for the format of the explanation.
Indents and node indexes are necessary, which rep-
resent the hierarchy of the graph.)

G.2 w/ Saliency Prompt
HumanMessage: “The following verbalized graph
contains important words in the text of each nodes.
These words (each with corresponding importance
score in the bracket) contributes to the classification
of Node 0 into one of the seven possible categories
([’Case Based’, ’Genetic Algorithms’, ’Neural Net-
works’, ’Probabilistic Methods’, ’Reinforcement
Learning’, ’Rule Learning’, ’Theory’]).
Generate a concise, human-readable explanation
that justifies the classification result of Node 0 by
identifying and explaining the relevant inner-node
features (i.e., keywords) and inter-node relation-
ships (i.e., graph structure). The explanation should
focus on how these factors contribute to the classi-
fication label.

## Example
### Verbalized Graph

<verbalized-graph>
ROOT: title(9.13) experiments(7.56) real(2.52)
time(2.41) decision(5.20) algorithms(7.18) ab-
stract(12.01) real(3.17) time(2.82) decision(5.46)
algorithms(10.39) class(4.34) incremental(2.60)
resource(4.50) bounded(5.79) horvitz,(2.67)
89(4.58) anytime(6.66) dean,(4.92) 93(5.03)
algorithms(7.94) evaluating(4.75) influence(7.70)
diagrams.
Node-1: title(12.47) learning(12.87) poli-
cies(9.77) partially(3.11) observable(2.82)
environments(5.58) scaling(9.39) abstract(10.80)
partially(4.42) observable(2.62) markov(4.50)
decision(5.75) processes(4.53) pomdp(9.69)
model(11.47) decision(7.63) problems(7.18)
agent(12.00) tries(3.13) maximize(3.05) re-
ward(6.03) face(2.13) limited(2.17) noisy(8.96)
sensor(6.27) feedback. ” “Node-1.1: title(0.95)
formal(0.36) framework(0.41) speedup(0.35)
learning(0.41) problems(0.48) solutions(0.48)

abstract(1.14) speedup(0.33) learning(0.61)
seeks(0.57) improve(0.27) computational(0.50)
efficiency(0.35) problem(0.37) solving(0.41)
experience.(0.57) paper,(0.70) develop(0.53)
formal(0.40) framework(0.38) learning(0.37)
efficient(0.40) problem(0.34) solving(0.32)
random(0.54) problems(0.32) solutions.
Node-1.2: title(2.30) acting(0.98) uncertainty(2.31)
discrete(1.03) bayesian(1.13) models(0.94)
mobile(1.03) robot(1.75) navigation(1.12)
abstract(2.80) discrete(1.18) bayesian(0.97) mod-
els(0.81) used(0.66) model(0.56) uncertainty(1.79)
mobile(0.77) robot(1.55) navigation,(0.66)
question(0.64) actions(1.17) chosen(0.67) re-
mains(0.72) largely(0.56) unexplored.
Node-1.3: title(1.50) incremental(0.64) meth-
ods(0.50) computing(0.59) bounds(1.09) par-
tially(0.24) observable(0.21) markov(0.31)
decision(0.64) processes(0.38) abstract(0.97)
partially(0.25) observable(0.21) markov(0.32)
decision(0.58) processes(0.36) pomdps(0.21)
allow(0.54) one(0.36) model(0.47) complex(0.38)
dynamic(0.60) decision(0.76) control(0.38)
problems(0.53) include(0.31) action(0.82) out-
come(0.55) uncertainty(0.61) imperfect(0.54)
observabil(0.22) ity.(0.36)
Node-1.4: title(0.98) learning(1.07) sort-
ing(1.63) decision(1.56) trees(2.00) pomdps(1.04)
abstract(1.34) pomdps(1.10) general(0.42)
models(0.59) sequential(0.99) decisions(0.93)
actions(0.63) observations(1.27) probabilis-
tic.(0.59) many(0.37) problems(1.06) interest(0.66)
formulated(0.98) pomdps. ”

“Node-1.5: title(0.90) approximating(0.42)
optimal(0.69) policies(0.65) partially(1.13) ob-
servable(0.41) stochastic(0.50) domains(0.63)
abstract(1.25) problem(0.51) making(0.22)
optimal(0.40) decisions(0.42) uncertain(1.01)
conditions(0.80) central(0.56) artificial(0.82)
intelligence.
Node-1.6: title(1.58) efficient(1.08) dynamic(0.83)
programming(1.15) updates(2.24) partially(0.70)
observable(0.55) markov(0.87) decision(1.19)
processes(0.86) abstract(1.67) examine(0.99)
problem(0.72) performing(0.50) exact(0.70)
dynamic(0.57) programming(0.75) updates(1.48)
partially(1.26) observable(0.58) markov(0.78)
decision(1.58) processes(0.78) pomdps(1.18)
computational(1.04) complexity(0.75) viewpoint.
Node-2: title(14.46) efficient(7.56) inference(7.77)
bayes(5.83) networks(10.92) combinatorial(4.43)
optimization(7.56) problem(7.08) abstract(20.68)
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number(4.43) exact(10.23) algorithms(14.38)
developed(3.37) perform(4.58) probabilistic(5.11)
inference(6.22) bayesian(9.36) belief(43.68)
networks(17.76) recent(7.91) years.
Node-2.1: title(0.96) sensitivities(0.32) alterna-
tive(0.73) conditional(0.51) probabilities(0.29)
bayesian(0.53) belief(1.27) networks(0.93) ab-
stract(1.29) show(0.82) alternative(0.44) way(0.32)
representing(0.60) bayesian(0.48) belief(1.94)
network(1.51) sensitivities(0.25) probability(0.69)
distributions.”

“Node-2.2: title(1.81) algebraic(1.21) tech-
niques(0.51) efficient(0.73) inference(0.70)
bayesian(0.55) networks(1.04) abstract(1.57)
number(0.37) exact(0.77) algorithms(1.75) de-
veloped(0.34) perform(0.43) probabilistic(0.35)
inference(0.59) bayesian(0.50) belief(1.91) net-
works(1.06) recent(1.20) years.
Node-2.3: title(1.43) interpretation(0.76) com-
plex(0.42) scenes(0.80) using(0.46) bayesian(0.87)
networks(0.89) abstract(1.12) object(0.85) recog-
nition(1.42) systems,(0.46) interactions(0.45)
objects(0.43) scene(0.56) ignored(0.38) best(0.26)
interpretation(0.69) considered(0.24) set(0.22)
hypothesized(0.20) objects(0.39) matches(0.23)
greatest(0.26) number(0.20) image(0.50) features.
Node-2.4: title(1.04) case(0.45) based(0.40)
probability(0.95) factoring(0.36) bayesian(0.53)
belief(1.33) networks(1.03) abstract(1.04)
bayesian(0.90) network(0.97) inference(0.87)
formulated(0.55) combinatorial(0.30) optimiza-
tion(0.73) problem,(0.41) concerning(0.65)
computation(0.55) optimal(0.54) factoring(0.40)
distribution(1.54) represented(0.70) net.
</verbalized-graph>

### Classification Label Probabilistic Methods
### Reasoning
0. Graph Structure Reconstruction:
In the provided verbalized graph, The ROOT

node (first line) is the target for classification.
Single-digit indexed nodes are direct neighbors of
ROOT.
Double-digit indexed nodes are:
- Two hops away from ROOT
- Direct children of their parent node
More digits indexed nodes follow the same princi-
ple as described above.”

“Thus, the graph structure of this verbalized
graph is:

• ROOT

– Node-1

* Node-1.1

* Node-1.2

* Node-1.3

* Node-1.4

* Node-1.5

* Node-1.6
– Node-2

* Node-2.1

* Node-2.2

* Node-2.3

* Node-2.4

1. Word-Level Evaluation:

Detect important terms for the classification
label.
Quantitatively, the importance (saliency) scores
behind each word in the verbalized graph are
calculated by a post-hoc XAI (explainable AI)
algorithm.
Semantically, keywords synonymous with or
closely related to label, ’Probabilistic Methods’
(such as ’probabilistic’, ’probability’, and ’infer-
ence’), are semantically influential in determining
the classification because they directly indicate
the node’s relevance to the ’Probabilistic Methods’
category.
2. Graph-Level Aggregation:

Node 1 does not contain as many directly
relevant keywords. Yet, it still discusses POMDPs,
which are probabilistic models, indicating that it
contributes to the classification in a less significant
way.
Direct neighbors like Node 2, which contains
the keyword ’probabilistic’, have a substantial
influence on ROOT node classification due to their
close proximity to the ROOT node.
Indirect neighbors, Nodes-2.1 to Node-2.4,
connected through Node 2, contain keywords like
’probabilistic’ and ’probability’, which further
reinforce the classification of ROOT.
Meanwhile, the indirect neighbors connected
through Node 1, Node-1.1 to Node-1.6, are less
relevant because they do not include important key-
words directly related to ’Probabilistic Methods’.

### Free-Text Explanation “‘markdown The
classification of ROOT node into the "Probabilistic
Methods" category can be explained as follows:

ROOT: The presence of keywords like "prob-
abilistic" and "inference" within ROOT node
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suggests that the paper is focused on topics central
to probabilistic methods, such as performing
probabilistic inference and evaluating influence
diagrams.
- Node-1: While Node 1 focuses on POMDPs,
which are also probabilistic models, it is slightly
less directly related to the probabilistic inference
methods emphasized in ROOT node.
- Node-1.1 Node-1.6: they are less relevant to
probabilistic methods and thus contribute less to
the classification.
- Node-2: This node discusses "probabilistic
inference" and "Bayesian networks," both of which
are foundational to probabilistic methods. The
strong thematic connection between ROOT node
and Node 2 reinforces the classification.
- Node-2.1 Node-2.4: they also discuss probabilis-
tic topics, further supporting the classification.

In summary, the classification of ROOT node
into "Probabilistic Methods" is well-supported by
the strong presence of key probabilistic terms
within the node itself and its direct connection to
Node 2, which also focuses on probabilistic infer-
ence. Indirect neighbors through Node 2 further
reinforce this classification.”

“## Task
### Verbalized Graph

<verbalized-graph>{document}
</verbalized-graph>

### Classification Label
{label}

### Reasoning
### Free-Text Explanation
(P.S.: 1. make sure to complete both the reason-

ing section and then Free-Text Explanation section
with the same structure as exemplified above.
2. make good use of the importance (saliency)
score behind each word as your guidance to gen-
erate the better explanation. However, it is not
necessary to directly quote the saliency score.
3. use the whole graph structure you constructed
during reasoning for the format of the explanation.
Indents and node indexes are necessary, which rep-
resent the hierarchy of the graph.)”
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