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Abstract

Tasks are central in machine learning, as they
are the most natural objects to assess the capa-
bilities of current models. The trend is to build
general models able to address any task. Even
though transfer learning and multitask learn-
ing try to leverage the underlying task space,
no well-founded tools are available to study
its structure. This study proposes a theoreti-
cally grounded setup to define the notion of
task and to compute the inclusion between two
tasks from a statistical deficiency point of view.
We propose a tractable proxy as information
sufficiency to estimate the degree of inclusion
between tasks, show its soundness on synthetic
data, and use it to reconstruct empirically the
classic NLP pipeline.1

1 Introduction

Having a well-defined set of tasks with known
or assumed dependency relationships has histor-
ically been a key element in building or evaluat-
ing Natural Language Processing (NLP) systems.
For instance, Named Entity Recognition (NER)
and summarization are two well-established tasks
for which annotated datasets exist, and it is com-
monly accepted that the summarization task, at
least in the news domain, requires NER skills to
be performed effectively. As a consequence, study-
ing generated summaries from the perspective of
retained named entities is a relevant evaluation
angle (Pagnoni et al., 2021; Berezin and Batura,
2022; Akani et al., 2023). According to this prin-
ciple, a more general hypothesis is that multi-task
training (Caruana, 1997) provides cross-task gen-
eralization (Mishra et al., 2022; Ye, 2024; Wang
et al., 2024; Baxter, 2000; Wu et al., 2020) since
tasks share dependencies. However, with the rise of
instruct-tuned models (Wei et al., 2021), tasks can
be directly defined by prompting large language

1Code and data are available here

models. This dramatically increase of the address-
able tasks’ space makes the notions of ground truth
and labeled dataset more fuzzy, and raises many
questions about the capabilities of these seemingly
all-powerful models. Notably, it is unclear how
many tasks a single model can correctly handle,
how many parameters are necessary to capture a
given task, and what proportion of the model is
dedicated to language understanding, task solving,
and memorization.

In this paper, to advance the understanding of the
notion of task and its manipulation within language
models, we are interested in studying intrinsic re-
lationships between tasks. Building on the intu-
ition that some tasks are necessary conditions to
others (e.g. NER is a necessary condition for sum-
marization), we propose a framework to discover
statistical task inclusion relationships. Potential
application to the discovery of such relations is to
build smaller, more compute-efficient datasets (Za-
mir et al., 2018) and, more generally, to build better
data-mix when training models (Ye et al., 2024), or
more orthogonal benchmarks. Our main approach
will rely on statistical simulation methods (Le Cam,
1964, 1996) to decide whether one task can be trans-
formed into another. While we theoretically show
the shortcomings of naively measuring cross-task
performance by directly applying each model to
each other task, the contributions of the paper are:

• A theoretical framework for task definition
and inclusion. Based on information concepts
and theory, we propose a clear definition of a task
and candidate notions of inclusion (independent
of the notion of model).

• An experimental setup for task comparison.
We propose a tractable proxy to measure task
inclusion through statistical reductions.

• An empirical rediscovery of the NLP pipeline
Experiments suggest that our framework recon-
structs the expected partial order for a sample of
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linguistic tasks from the classical NLP pipeline.

2 Related work

Discovering the task space underlying struc-
ture (Turing, 1950; Winograd, 1987) is a common
problem in machine learning (ML), to compare hu-
man and machine representations of tasks but more
generally to leverage potential structure for more
efficient learning (Li and Hiratani, 2025). We list
the main families of task comparison methods and
discuss how our new one differs from them.

Task similarity. Evaluating similarity between
tasks is one of the main area of interest, as it is
the crux to discovering transfer learning or meta-
learning opportunities (Schmidhuber, 1987; Zhou
et al., 2021). It can be performed by comparing the
same model trained on various tasks (Achille et al.,
2019; Shui et al., 2019), by comparing the data
distributions of different tasks (Ethayarajh et al.,
2022). Unlike work on task similarity, we aim at
finding a non-symmetrical notion of task inclusion.
We discuss in App. H limitations of similarity based
approaches and why the proposed setup is more
suited for task relationship study.

Task merging. Inspired from ensemble meth-
ods (Dietterich, 2000), model merging focuses on
combining several existing models to create a new
one. Recent methods either use arithmetic opera-
tions (Ilharco et al., 2023; Tao et al., 2024; Ortiz-
Jimenez et al., 2024; Zhou et al., 2024; Zeng et al.,
2025) or more complex aggregation methods (Ya-
dav et al., 2023; Jin et al., 2023; Yang et al., 2023),
with the goal of solving conflicts or interferences
between models (Yu et al., 2020; Sener and Koltun,
2018) and thus tasks. While task and model merg-
ing focuses on the parameter space (whose dimen-
sion is excessively large), the tools developed here
focus on the activation space. However, we propose
in App. H an analysis of parameter space based ap-
proaches and we show some limitations, despite
some interesting behaviors.

Task Transfer. Transfer learning (Torrey and
Shavlik, 2010; Hanneke and Kpotufe, 2024; Lange
et al., 2021) consists in leveraging a model pre-
trained for a new task for a given task, either as an
initialization point for further training or to gen-
erate useful representations. Although most of
the time one uses a generic pre-trained model and
trains directly for the new task, Vu et al. (2020)
showed that some tasks might benefit from training

on an intermediate task, effectively building a path
of (easily) transferable tasks. In computer vision,
this phenomenon has been studied and quantified
by Bao et al. (2019). Zamir et al. (2018), obtained
similar results showing connections between var-
ious visual tasks and were able to leverage these
structures to optimize training of multitask mod-
els (Zhang and Yang, 2021). Knowledge transfer-
ability between different tasks is also at the heart
of modern ML and generalization as exhibited by
models such as T5 (Wei et al., 2021; Khashabi
et al., 2020), or more recently instruct-type mod-
els (Zhang et al., 2023b) with multi-task training
leading to significantly stronger results. Task trans-
fer is mainly based on successive fine-tuning pro-
cesses, as well as on the study of the fine-tuned
models parameters geometry (Fisher information).
The tools developed here focus on fine-tuned model
activations enabling us to avoid certain learning
costs and connect with powerful theoretical results.

Probing. Understanding what is encoded in a
model has been a question of interest which led to
probing methods. It consists in assessing the activa-
tions of a model on a downstream task (Guillaume
and Yoshua, 2017; Chen et al., 2021; Rogers et al.,
2021; Wallat et al., 2023; Nikolaev and Padó, 2023;
Zhao et al., 2024a; Waldis et al., 2024). Some stud-
ies assess encoder-type models with probing meth-
ods to understand what the model encodes after
fine-tuning on a task (Durrani et al., 2021; Mer-
chant et al., 2020; Mosbach et al., 2020), in order
to understand how tasks impact pre-trained models.
The main observation is that deepest layers will
focus more on the task, while first layers remain
generic. This result is confirmed in (Durrani et al.,
2022) with the use of clustering methods. However,
probing has some drawbacks as discussed in (Pi-
mentel et al., 2020; Kunz and Kuhlmann, 2020),
where it is clearly explained that it can lead to
miss-interpretation. Discussion about probing in-
terpretation is provided in Sec. C.1. Moreover, the
last layer interpretation does not seem to hold for
decoder-only generative language models (which
we are using here) (Gromov et al., 2024), even
when fine-tuned on a task (c.f. Sec. 5).

3 Theoretical framework

We introduce here the theoretical set-up we will
be using, which is mainly a probabilistic one. Af-
ter defining a task (Definition 1), we will start by
proposing a strict probabilistic definition of task in-
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clusion, and a relaxed definition (Definition 2) that
states that a task is included in another one if the
estimation process of the latter provides sufficient
information on the former. Then we propose a way
of computing this crucial notion of informativeness
through statistical deficiency (Definition 3). Be-
yond this theoretically grounded approach, we fi-
nally propose a tractable way to estimate deficiency
through information sufficiency. The approach is
developed in the following subsections and can be
synthesized in Figure 1.

Notations. We denote by P(X) the set of all prob-
ability measures on X. For any random variable
X ∈ X, we’ll denote by PX ∈ P(X) the associ-
ated push-forward measure. Given two probability
measures P and Q on the same space, we denote
by ∥P −Q∥TV, the total variation distance. Given
some spaces X and Y, we denote by M(Y|X) the
set of all Markov Kernels from X to Y, which can
be seen (under certain assumptions) as the set of
all conditional probability measures PY |X . Given
K ∈ M(Z|Y) and M ∈ M(Y|X), we denote by
K ◦M ∈ M(Z|X) the composition of kernels2.

3.1 Task and inclusion
Definition 1 (Task). Given input data X ∈ X and
response Y ∈ Y, a task is the joint probability
measure PXY ∈ P(X× Y).

Remark 1. Definition 1 provides a simple generic
definition of tasks in a ML context, which is (at
least implicitly) adopted in many works (Maurer
et al., 2016; Baxter, 2000).

Given Definition 1, many cases can appear while
comparing tasks, yielding different interpretations.
Two tasks can be considered on different input
marginal distributions PX , which is known in the
literature as the domain shift (Wortsman et al.,
2022; Taori et al., 2020; Radford et al., 2021; Ku-
mar et al., 2022). Tasks comparison in that case
will lead to interpretation about tasks’ domain. Our
goal is different. We seek to compare tasks in terms
of skills, which refers to the conditional measure
PY |X , i.e. the skills to estimate Y given X . To
clarify, we make the following assumptions:

• (H1) All our tasks are probability measures on the
same space (X×Y) which is true in the generative
paradigm where X and Y are both texts.

• (H2) For all tasks, the marginal distribution PX

will always remain the same. This is equivalent
2We give further details about the formalism in Sec. A.1.

to considering that all our tasks are performed on
the same input text3.

Given Definition 1 and the different hypotheses,
solving a task will be considered as the estimation
of the conditional probability measure PY |X . Then,
we define the inclusion between two tasks as the
answer to the following question: Given two tasks
PXYU

and PXYV
, does the estimation of PYU |X im-

plies being able to estimate PYV |X? This question
gives the simplest idea of the inclusion between
two tasks: if we can perform one task, we can per-
form the other one. However, this is too restrictive
since the estimation of PYU |X can effectively not
directly imply having the entire measure PYV |X .
However, having PYU |X can give strong hints (in-
formation) on the shape of PYV |X (Boudiaf et al.,
2021) and we would like to capture this situation
as an inclusion one4. This is the reason why we
define a relaxed version of the inclusion,

Definition 2 (Lenient-inclusion). Given two tasks
PXYU

and PXYV
, we say that PXYV

is included
into PXYU

(denoted as PXYV
⊂̃PXYU

), iff the esti-
mation of PYU |X is informative about PYV |X .

In Definition 2, the notion of informativeness de-
pends on the context. The goal in the following will
be to define different versions of the informative-
ness of one task about another. Definition 2 seems
more simple and requires less constraints on the
shapes of PYU |X and PYV |X and we’ll stick to this
definition. Moreover, we can refer to an intensity
of the inclusion which refers to how informative
one task is about another. Still, to find inclusion,
we must be able to manipulate very complex prob-
ability measures which are here our tasks5. Thus, a
meaningful and tractable representation of tasks is
needed to address the inclusion estimation. Such
a representation can be obtained by looking at a
model fine-tuned to solve the task. In fact, it has
been shown in (Boudiaf et al., 2021; Achille and
Soatto, 2018; Tishby et al., 2000) that models fine-
tuned to solve a task produce sufficient statistics
of the task, in Fisher’s sense (Keener, 2010, Defi-
nition 3.2 p.43)6. In the case of current language
models, these sufficient statistics are essentially the
continuous representations (or embeddings) Z ∈ Z
of text X produced by the models. These embed-

3We provide more details about this hypothesis in Sec. B.1
4In Sec. C.1 we detail why we can have this situation
5In Sec. B.2 arguments are developed, with the only use

of measure theory.
6For more details about this we refer to Sec. C.2
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Figure 1: Illustration of proposed task comparison
framework. X is textual input, Y is reference output, Ŷ
is system output, Z represents embeddings, (U , V ) is a
pair of tasks. δ() is statistical deficiency and IS is the
information sufficiency proxy.

dings will thus be used as proxies to estimate task
inclusion. In the following, for sake of simplicity
we will refer to PXYU

and PXYV
as respectively

task U and task V .

3.2 Deficiency: a notion of inclusion
Definition 2 states that V ⊂̃U if and only if solving
the task U is informative about the task V . One
way to verify this, is by comparing embeddings’
distributions of models fine-tuned on respectively
U (ZU ) and V (ZV ). In the following, we will use
the notation PZU |YU

∈ M(Z|Y). This kernel de-
scribes the distribution of ZU given the values YU
takes. A good kernel PZU |YU

would cluster the em-
beddings ZU depending on the value YU can take
(similar values of YU lead to similar ZU ), assuring
we can infer YU from ZU

7. Then, following the
path of inclusion of V into U , a question of inter-
est would be: how good is the kernel PZU |YV

? Or
equivalently: how clustered ZU is relatively to YV ?
Statistical deficiency, first introduced by Blackwell
(1951, 1953) in the context of comparison of sta-
tistical experiments, provides a set up to compare
PZU |YV

and PZV |YV
(the latter being considered

good for task V ), providing one possible answer to
previous questions.

Definition 3 (Deficiency (Le Cam, 1964)). Let
PXYU

and PXYV
be two tasks, and ZU and ZV

the embeddings of X given by fine-tuned models.
The deficiency δ(PZU |YV

→ PZV |YV
) measures

the informativeness of PZU |YV
about PZV |YV

and
is defined as:

δ(PZU |YV
→ PZV |YV

)

≜ inf
M∈M(Z|Z)

∥M ◦PZU |YV
− PZV |YV

∥TV.

If δ(PZU |YV
→ PZV |YV

) = 0 (no deficiency), we
say that PZU |YV

is sufficient for PZV |YV
. Defi-

7We refer to Sec. A.2 for more details.

ciency is a quantity in [0, 1] which quantifies how
informative PZU |YV

is about PZV |YV
(0 being per-

fectly informative).

Theorem 1 (0-deficiency).

δ(PZU |YV
→ PZV |YV

) = 0 ⇒ V ⊂̃U.

The proof of this result is given in Sec. A.3. Re-
stricting our definition of inclusion to 0-deficiency
pairs of task is too restrictive and can rarely be
achieved in practice, due to properties of the TV
distance. We thus study the continuous spectrum
of informativeness measured by the deficiency. We
leverage additional results due to Le Cam (1964,
1996) that control the amount of information a task
reveal about the other, function of the deficiency.

Theorem 2 (ε-deficiency (Le Cam, 1964)). Let
ε > 0. Then, δ(PZU |YV

→ PZV |YV
) < ε if and

only if, for any bounded loss function ℓ, we have,

Rℓ(YV , ZU )− ε ⩽ Rℓ(YV , ZV ).

Where, Rℓ(YV , ZU ) denotes the statistical risk of
inferring YV from ZU measured with the loss func-
tion ℓ

Theorem 2 guarantees that the lower the defi-
ciency the more V is included into U . The defi-
ciency can be seen as the missing information.

3.3 Inclusion estimation
Deficiency proposed in Definition 3 is intractable
in practice due to the complexity of TV dis-
tance (Bhattacharyya et al., 2023). However, In-
formation Sufficiency (IS), originally introduced
by Arimoto (1971) and more recently used in (Xu
et al., 2020; Darrin et al., 2024b,a), can be an inter-
esting proxy to estimate deficiency. IS of ZU rela-
tively to ZV , denoted as IS(ZU → ZV ), is a lower
bound of the Mutual Information (MI) (Cover and
Thomas, 2006, Section 2.3 p.20) I(ZU ;ZV ) be-
tween embeddings, and is defined as,

IS(ZU → ZV ) ≜ ĥ(ZV )− ĥ(ZV |ZU ), (1)

where ĥ denotes an estimation of the entropy and
the conditional entropy8. Moreover, MI is a quan-
tity that has links to Lenient inclusion of Defini-
tion 2 thanks to the following relations9,

I(ZU ;ZV ) ⩽ I(ZU ;YV ),

I(ZU ;ZV ) ⩽ I(ZV ;YU ),
(2)

8For more details about IS, we refer to Sec. A.4
9We provide a proof of these relations in Sec. C.3
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where I(ZU ;YV ) can be seen as the “information”
embeddings trained on U have on the response of
V which is related to Definition 2. Then in terms
of interpretation, the larger IS(ZU → ZV ) is, the
more ZU is informative about ZV thus the more
information U carries about V , then the more in-
cluded V is into U . Moreover, IS has been empiri-
cally tested as an interesting proxy to evaluate defi-
ciency between embeddings (Darrin et al., 2024a).
Lastly, we recall that IS is an unbounded positive
value, ranging from 0 to +∞ contrary to deficiency
which lies in [0, 1]10. In the following, we will use
IS(ZU → ZV ) as a measure of how much task
V is included in task U . The higher the value of
IS the more V will be considered as included into
U . The main idea behind deficiency and its estima-
tion through IS is to be able to simulate ZV from
ZU . This has also been explored by Lange et al.
(2021) in the context of task relationship, but with
the use of the L2 distances between samples of the
measures with only a linear transformation allowed.
Our setup is more general and allows for broader
class of transformations with a reconstruction loss
connected to the inclusion notion (c.f. Theorem 2).

4 Experimental setup

Two different settings are proposed here to quantify
inclusion between tasks using the estimation of IS
(c.f. Eq. 1) between embeddings. We will focus on
inferring relations between pairs of tasks U and V
using the following reasoning:

IS(ZV → ZU ) ⩽ IS(ZU → ZV ) ⇒ V ⊂̃U.

Synthetic experiment. First, we consider a syn-
thetic example to explore and validate the tool of IS
as an inclusion metric. Task data is generated from
a Hidden Markov Model (HMM) (Baum and Petrie,
1966) over a vocabulary of size 10, from which we
sample sequences of up to 30 symbols. A stan-
dard 1-layer transformer-based language model is
trained on these synthetic samples in a next-token
prediction fashion. This foundation model is then
fine-tuned on three simple classification tasks for
which inclusion relationships are known. Given
an input X made of a sequence S = [s1, . . . , sn]
generated by the HMM, and two characters C1 and
C2 drawn from the vocabulary, the three tasks are:

• First(S,C1, C2) (noted as F) should return Y =
0 if C1 is the same as the first character of S
(C1 = s1), 1 otherwise.
10For more details, we refer to Sec. A.4.

• Last(S,C1, C2) (noted as L) should return Y =
0 if C2 is the same as the last character of S
(C2 = sn), 1 otherwise.

• First_or_Last(S,C1, C2) (noted as F∨L)
should return Y = 0 if C1 is the first character
of S and C2 is the last ; else 1 if C1 is the first, 2
if C2 is the last ; 3 otherwise.

It is straightforward to see that the task F∨L in-
cludes the others while the converse is not true. For
all tasks considered, representation X is only the
output of the attention layer11. We generated 11
datasets based on various HMMs with a change in
the emission of the Markov chain (leading to 33
models). All presented results are averaged over
these different datasets. For further details about
the setup of this experiment, we refer to Sec. D.1.

NLP Pipeline. The second experimental setup
serves as a proof of concept, demonstrating that
our inclusion measure can be effectively applied
to NLP tasks. We selected five classification tasks
common in linguistic pipelines, syntactic parsing
(SYN), semantic role labeling (SRL), named en-
tity recognition (NER), and coreference resolution
(COR), along with a text generation task: sum-
marization (SUM). These tasks were chosen be-
cause their inclusion relationships can be linguisti-
cally defined through annotation schemes. We used
the OntoNotes dataset (Pradhan and Xue, 2009),
which provides multi-level linguistic annotations
for news documents. SYN is based on the Penn
Treebank (Marcus et al., 1993) annotation scheme,
SRL on the Penn PropBank scheme, and NER uses
eight OntoNotes categories for proper nouns (e.g.,
event, organization, person). COR annotations link
coreferring noun phrases and, in some cases, verb
phrases, making it a challenging task. For sum-
marization, since OntoNotes lacks this annotation,
we used GPT 3.5 to generate summaries for each
document. From a linguistic perspective, annota-
tion schemes exhibit direct inclusion relationships
between syntactic (SYN) and semantic annotations
(SRL). In contrast, the relationship between NER
and both SYN and SRL is more interdependent: on
one side, NER can leverage SYN and SRL to iden-
tify the left boundary of named entity spans; on
the other side, NER can help defining noun phrases
for SYN and SRL analyses. COR relies on cues
from all other levels. Similarly, summarization re-
quires syntactic and semantic simplification as well

11Last token of the sentence, since the model is causal.
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Task Description

SYN List all NP-SBJ syntagms
SRL List all predicates PRED(ARG0,ARG1)
NER List all NEs for each category
COR List all coreference chains
SUM Summarize

Table 1: Generative adaptation of NLP pipeline tasks

as structural compression, making knowledge of
linked entities crucial. Our goal is to verify that
IS can uncover these relationships. To standardize
task processing, all tasks are reformulated as gen-
erative tasks. While summarization is inherently
generative, linguistic tasks were adapted to extract
relevant patterns under task-specific constraints. In
order to simplify tasks and reduce sequence lengths,
we restrict some tasks to generating a subset of the
annotations (such as finding subjects for SYN),
assuming that understanding the whole linguistic
phenomenon is required to correctly generate such
subset. Table 1 provides a detailed description of
the reformulation; examples are listed in App. E.
All tasks were applied at the document level. We
used 1297, 98, and 97 documents as train, vali-
dation and test sets, from the broadcast news and
newswire subsets of Ontonotes. We compute per-
formance and IS across tasks on Mistral 7B (Jiang
et al., 2023), and Llama 3 8B (Dubey et al., 2024)
in their Instruct and Base versions. This choice is
based on the relatively good results these models of-
fer for their size, which allows repeated fine-tuning
within a reasonable resource budget. These mod-
els were fine-tuned using Low Rank Adaptations
(LoRA) (Hu et al., 2021) of rank 8, a regularization
coefficient α of 16 and a learning rate of 4e-5 with
a constant learning rate scheduler. This choice of
adaptation is based on the low amount of data we
have for training (≈ 1300) and the good properties
LoRA offer in a case of low amount of data (Fu
et al., 2023). Training is run for six epochs with
a best evaluation loss selection strategy at the end
of the training procedure. Fine-tunings were per-
formed using the transformers (Wolf et al., 2020)
and peft libraries from Huggingface.

5 Results

Synthetic experiment. In the context of the ex-
periment on HMM data, we propose a deep analy-
sis of the information sufficiency (IS). We provide
on Table 2 IS results. The first thing that can be
noticed is the presence of high mutual information

F F∨L L

F 0.736 0.236 0.130
F∨L 0.188 0.842 0.175
L 0.123 0.223 0.715

Table 2: IS(row → col) on pairs of synthetic tasks.

0 5 10 15 20 25 30
layer

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

S

S(ft pt)
S(pt ft)

Figure 2: Layerwise information sufficiency between
Mistral 7B base and that model model finetuned, aver-
aged over the NLP pipeline tasks.

in the diagonal of the table, which is an important
sanity check: the most informative task for one task
is the task itself. The second thing we can notice is
that the following property holds,

IS(F → L) ⩽ IS(F∨L → L),

IS(L → F) ⩽ IS(F∨L → F).

Which is in line with the relations between our
tasks. Moreover, we have,

IS(F → F∨L) ≈ IS(L → F∨L),

which is an interesting results considering that tasks
F and L carry the same amount of information on
F∨L. The converse observation can be made,

IS(F∨L → F) ≈ IS(F∨L → L),

with a similar justification. These results suggest
that IS provides an interesting proxy to estimate
information about relations between tasks.

NLP Pipeline. Table 3 presents the results for
each model across tasks, evaluated not on direct
parser performance but on the generation process
using RougeL scores (Lin, 2004) (as described in
Table 1). As expected, coreference resolution is the
most challenging task. For summarization, all mod-
els perform similarly in terms of RougeL. Instruct
models improve results for Llama but not for Mis-
tral, though these differences are minor given the
small test corpus. First, we focus on the strategy

387

https://huggingface.co/docs/transformers/index
https://huggingface.co/docs/peft/index


for determining IS between pairs of tasks, which
can be computed from embeddings at any layer
of the models. It has been empirically shown that
different layers do not encode the same knowledge
in LLMs: middle layers tend to focus more on
the task the model is trained to solve, while last
(deepest) layers focus more on the generation for-
mat of the task (Siddiqui et al., 2024; Zhang et al.,
2024; Fischer et al., 2024). To support this fact,
we ran a simulation for which we compared the
hidden representations of the fine-tuned and the
pre-trained model. More specifically, we compared
IS(ZU → Z) to IS(Z → ZU ), where Z refers to
the embeddings of the pre-trained model. We re-
port results in Figure 2 for the Mistral Base model
(Figure 6 contains this figure for all models). Mid-
dle layers seem to stand out more from the pre-
trained model, suggesting that they are the ones
that seem to encode the task. This result is in line
with recent work about redundancy between large
language models’ layers (Zhao et al., 2024b; Huang
et al., 2024; Gromov et al., 2024; Men et al., 2024;
González et al., 2025). Given this observation, in
the following we will only look at average IS over
layers 10-15, which seems to be layers for which
the gap with the pre-trained model is the most sig-
nificant. We propose in App. G an ablation study
about the use of different layers, where we show
the ineffectiveness of deep layers for task modelisa-
tion. In Figure 3, we plot a heat-map of the average
IS across the four models12. First, summarization
is probably the most elaborate task considering that
IS from any linguistic task to summarization (col-
umn SUM) leads to the lowest values. The only
informative task for summarization is itself. On
the opposite we can see that SYN task seems to
be included in every other task (high values in the
associated columns). Moreover, we have,

IS(SYN → SRL) ⩽ IS(SRL → SYN)

IS(SRL → NER) ⩽ IS(NER → SRL),

leading to the following lenient inclusion ranking,
SYN ⊂̃SRL ⊂̃NER, which is completely in line
with our premises about the linguistic pipeline. Fi-
nally, once again, COR task is the most challenging
among linguistic tasks, as it seems to contain infor-
mation about all linguistic tasks, while no other task
seems to contain information about it (low values
in the associated column). As for its comparison

12Considering the multiple means, it is hard to provide
proper confidence intervals.

Base Instruct
Llama Mistral Llama Mistral

SYN 97.6 97.5 97.6 97.3
SRL 81.5 80.5 82.0 81.8
NER 86.7 87.8 85.0 86.3
COR 53.9 61.2 53.7 61.7
SUM 48.8 49.6 49.6 48.5

Table 3: RougeL scores of LLMs on generative versions
of NLP pipeline tasks. Rouge implementation comes
from evaluate library.

SUM COR NER SRL SYN
V

SU
M

CO
R

NE
R

SR
L
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N
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1.197 0.959 1.041 1.038 1.092

0.837 1.181 1.071 1.070 1.111

0.815 0.936 1.198 1.117 1.136

0.796 0.921 1.080 1.231 1.108

0.843 0.938 1.095 1.071 1.215
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Figure 3: Average of IS(row → col) across models.

with summarization, we have,

IS(COR → SUM) ⩽ IS(SUM → COR),

which is once again in line with our initial thoughts
on the linguistic pipeline. By putting all together
these interpretations, clear hints seem to appear
about the existence of the linguistic pipeline in the
space of tasks (at least in the sense of the Ontonotes
annotations mapped to generative tasks).

Predictive power. Interpretation of IS essentially
relies on how much information one task contains
about another v.s. how much information the oth-
ers contain about the first one. Instead of having
local interpretation of every combinations (which
tends to increase rapidly) we can sum-up this idea
by introducing a quantity we called the predictive
power (PP). PP of a task U can be defined as

PP(U) ≜
∑

V

IS(ZU → ZV )− I(ZV → ZU ).

Interpretation is direct: the higher PP is for a task,
the more it contains information about the others
while the others do not contain information about
it (which is essentially interpretations we made ear-
lier). Table 4 provides the increasing ranking of the
different tasks in terms of predictive power for the
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Llama 3 Mistral
Avg. Base Instruct Base Instruct

SUM 4.0 4 4 4 4
COR 3.0 3 3 3 3
NER 1.5 2 2 2 0
SRL 0.75 1 0 1 1
SYN 0.75 0 1 0 2

Table 4: PP ranking of the tasks for different models.
The higher the ranking, the more informative about the
others is the task. Avg. refers to the average ranking.

F F∨L L

H 0.656 0.761 0.634

Table 5: Entropy of the hidden states (synthetic exp.)

different models (the higher the ranking is the more
PP of the task is high). On average (across models),
tasks order in terms of PP seems to respect our
premises about the NLP pipeline. Additionally, we
can see that base models respect the pipeline’s or-
der, while some noise is present on Instruct models.
This can be contrasted with the fact that Instruct
models are pre-trained to perform a wide range of
tasks, which can disrupt task modeling and thus
ranking (Mueller et al., 2024).

6 Discussion

Synthetic experiment. In Table 2 while some
interesting interpretations can be done, problems
remain as we have IS(F∨L → .) ⩽ IS(. → F∨L),
which is not a desired property. However this prop-
erty can largely be explained by the higher entropy
of the hidden states of the task F∨L as shown in Ta-
ble 5. This higher entropy will automatically give
higher values of IS of the type IS(. → F∨L) which
is basically illustrated on Table 2 (column F∨L)13.
This higher entropy can be explained by the fact
that F∨L is a 4-class classification problem while
the others are 2-class.

Task inclusion. First, while we showed that we
can mainly uncover the linguistic pipeline, we
can observe similarity of our measures for tasks
such as SRL and SYN (i.e. IS(SYN → SRL) ≈
IS(SRL → SYN)) thus questioning the signifi-
cance. This result was expected in this case, as
the SRL task considered here is closely related to
the SYN task. To simplify the tasks and reduce
sequence lengths, we restricted SRL and SYN to
generating only a subset of annotations (ARG0

13For more details, we refer to Eq. 5

and ARG1 for SRL, and subjects and objects of
verbs for SYN c.f. App. E). As a result, the two
tasks are naturally closely aligned, a fact that is
further highlighted by our metrics. Additionally,
the setup we address in this work is rather sim-
plistic. First, even among pipeline tasks, it is well
known that there is no unidirectional relationship
between tasks. For example, although semantic
analysis is supposed to rely on syntactic analysis
in linguistic pipelines, some syntactic constructs
such as prepositional phrase attachment can only
be disambiguated by semantic constraints (Brill
and Resnik, 1994). Although statistical deficiency
only allows for strict inclusion, the mutual informa-
tion proxy represented by IS seems to be more in
line with what we know from linguistics. Second,
prompts can be written to create arbitrary combina-
tion of tasks, which would allow for very diverse,
yet controlled, instances of inclusion. Should in-
clusion resulting from a logical operator be differ-
entiated from inclusion resulting from sequential
application of instructions? Finally, the end goal
is probably to decompose tasks in a minimal non-
overlapping set of skills, a notion which has been
eluded in all benchmarking efforts so far14.

7 Conclusion

This work aims at characterizing the space of NLP
tasks through the notion of inclusion which we de-
fine as statistical deficiency. We propose IS as a
tractable surrogate which allows comparing tasks
from the embeddings of models trained on datasets
annotated with those tasks. Experiments on syn-
thetic and real NLP data suggest that this empiri-
cal notion of inclusion aligns with our preconcep-
tion of task processing pipelines, potentially reveal-
ing which skills are required to perform some of
the more elaborate tasks. Future work includes
applying this framework to the selection of in-
struction tuning data by selecting most informative
tasks/instructions within the data-mix to optimize
dataset sizes without loss of performances. Another
interesting line would be the conception of orthog-
onal evaluation benchmarks. We also plan on ex-
ploiting the task space structure for better handling
task composition and generalization. A promising
direction is to structure tasks as a Partial Ordering
Set, that can be derived from a numerical applica-
tion (Peleg, 1970) and which Shannon (1958) has
applied to structure communication channels.

14In Sec. B.2 we formalize task decomposition.

389



8 Limitations

One of the main limitation of this work relies in
the use of information sufficiency to estimate task
inclusion. As we stated, IS is used as proxy to esti-
mate deficiency. However computing IS, contrary
to deficiency, does not account for response values
YU and YV . These variables are part of the very
essence of a task, as we can see from Definition 1.
A more accurate way of estimating inclusion would
be to directly estimate deficiency which will be ad-
dressed in future work. Under certain hypothesis,
we can use other more tractable distances (Gibbs
and Su, 2002), leading to other definitions of the
deficiency. The other problem with this approach
is that our inclusion estimate is empirical by nature,
and relies on how representative the underlying
corpus is of the general task distribution. This can
be improved by collecting larger corpora but is
fundamentally unbounded.

This leads to the second limitation of this work:
estimating task inclusion from a single dataset,
OntoNotes, in a single language, English. Hypoth-
esis H2 requires that we use the same inputs for the
compared tasks, and not many corpora offer this
property. The tasks we cover are both limited in
number and scope, only addressing a subset of the
classic NLP pipeline, and are altered by framing
them in a generative setting. In particular, con-
sidered NLP pipeline tasks involve only subsets
of underlying linguistic structures, which weakens
our task ordering claims. Besides, we only look at
two average-sized LLMs given the combinatorics
of model training/evaluation, and only use a sin-
gle adaptation method, LoRA. Adaptation through
fine-tuneing is one way of specializing models to
perform a task, but we should explore zero-shot
prompting and in-context learning as well (note
that the proposed formalism is still valid in those
cases). Those experiments should be seen as a
proof of concept, not a complete proof, to confirm
that the intuition of the linguistic pipeline can be
rediscovered through the proposed metric. Future
work is needed to extend the scope of results.
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A Details about the formalism

In this section we give additional details about Sec. 3.

A.1 Measures and Kernels
In this study, we assume that all considered spaces are standard Borel (Crauel, 2002). Each such space X
is equipped with its Borel σ-algebra B(X). Having this regularity about the topology on our spaces is
necessary to have equivalence between conditional probabilities and Markov transition kernels (Kallenberg,
2022, Theorem 8.5 p.168), assuring the existence of conditional probabilities. Moreover, for every random
variable X ∈ X, we denote by PX the push-forward measure induced by X on X. Thus considering two
random variables X ∈ X and Y ∈ Y, we have PY |X ∈ M(Y|X). We additionally recall here some basic
properties on measures and Markov kernels, that are used during this study.
Definition 4 (Total variation distance). Given two probability measures P and Q on (X,B(X)),

∥P −Q∥TV ≜ sup
b∈B(X)

|P (b)−Q(b)|.

Total variation distance between probability measures induces a distance on Markov Kernels’ space,
which can be defined as following, for two kernels M and K in M(Y|X).

∥K −M∥TV = sup
x∈X

∥K(.|x)−M(.|x)∥TV.

Deficiency in Definition 3, uses a composition operation between Markov kernels, that is defined as
following,
Definition 5 (Markov composition operation). Let K ∈ M(Z|Y) and M ∈ M(Y|X),

(K ◦M)(b|z) =
∫

Y
K(b|y)M(dy|z)

This composition operation must be viewed as a generalization of the law of total probability.

A.2 Embeddings as Kernels
In this study, PZU |YU

∈ M(Z|Y) is used to describe embeddings, especially in Definition 3. This kernel
describes the shape of ZU given particular values of y ∼ PYU

. An interesting case to understand this kernel
is classification tasks, for which Y is a finite discrete space. It is a well known fact that for classification
tasks, PZU |YU

can be described as a cluster-type model. In that case PZU |YU
(.|y) corresponds to the

cluster of ZU associated to YU = y. When looking at PZU |YV
we seek to understand if ZU has also a

clustering-type structure which makes sens for YV and then if we can infer values of YV from ZU , which
is echoing the inclusion of PXYV

in PXYU
.

A.3 Proof of Theorem 1
We provide here the proof of Theorem 1. This result, states that a 0-deficiency can be seen as an inclusion
between two tasks. As a recall the relaxed version of the inclusion of V into U states that solving task U
is informative to solve task V . Theorem 1 states that this useful information obtained from one task for
the other, is contained in the embeddings.

The proof of Theorem 1 requires another assumption about the fine-tuning operation. More particularly
if ZU are the embeddings of a text X , provided by a model trained on the task PXYU

, then ZU can achieve
the best error rate (Bayes risk) on task PXYU

, which is equivalent as,

Rℓ(YU , ZU ) ≜ inf
d∈M(YU |ZU )

Ey∼YU
Eŷ∼d◦PZU |YU (.|y)ℓ(y, ŷ)

= inf
d∈M(YU |X)

Ey∼YU
Eŷ∼d◦PX|YU (.|y)ℓ(y, ŷ),

(3)

for any bounded loss function l. Second infimum is achieved for the posterior, PYU |X , meaning that there
exists TU ∈ M(Y|Z) such that,

TU ◦ PZU |X = PYU |X . (4)
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Proof. If δ(PZU |YV
→ PZV |YV

) = 0, then there exists some K ∈ M(Z|Z), such that K ◦ PZU |YV
=

PZV |YV
. The statistical risk of the task PXYV

from ZV being given by,

Rℓ(YV , ZV ) = inf
d∈M(Y|Z)

Ey∼Y Eŷ∼d◦PZV |YV (.|y)ℓ(y, ŷ),

By data-processing (Reid and Williamson, 2011; Raginsky, 2011), we thus have,

Rℓ(YV , ZU ) ⩽ Rℓ(YV , ZV ) ∀ ℓ s.t. ∥l∥∞ ⩽ 1.

However, ZV is supposed to reach Bayes risk, implying thus that ZU also reaches Bayes risk for YV .
Consequently there exists T ∈ M(Y|Z) such that,

T ◦ PZU |X = PYV |X .

Thus, by solving task U , i.e. by inferring the posterior PYU |X through embeddings ZU , we are also able
to produce the posterior PYV |X of the task V , which concludes the proof.

A.4 Information Sufficiency definition

As stated in the core of the study, while deficiency is the true measure of the inclusion, it is too complex to
estimate forcing us to use information sufficiency. Information sufficiency is a lower bound of the mutual
information between embeddings ZU and ZV . We have,

I(ZU ;ZV ) = H(ZU )−H(ZU |ZV )

= H(ZV )−H(ZV |ZU ).

While we do not have access to the true distributions, calculus of the above entropy is impossible.
Information sufficiency estimates the distributions of the embeddings, with a maximum log-likelihood
estimation, by making the assumption that distributions lie in a parametric family. Information sufficiency
has thus the following expression,

IS(ZU → ZV ) ≜ ĤPθ(Z)(ZV )− ĤMΘ(Z|Z)(ZV |ZU )

IS(ZV → ZU ) ≜ ĤPθ(Z)(ZU )− ĤMΘ(Z|Z)(ZU |ZV ),
(5)

where ĤPθ(Z) is the estimation of the entropy on the class Pθ(Z). In our case we use KNIFE estima-
tor (Pichler et al., 2022) to compute this quantity. This estimator chooses Gaussian Mixtures for the
parametric family. This choice can be justified by the fact that the set of Gaussian Mixtures is dense for the
weak topology (convergence in probability) within the set of Lebesgue-continuous probability measures,
assuring we can approximate every continuous probability measure with a Gaussian Mixture. Moreover,
Gaussian mixtures have interesting properties in terms of smoothness. It has been shown in (Donoho,
1988) and confirmed in (Pichler et al., 2021) that estimating mutual information for distribution with no
particular smoothness assumptions (particularly distributions respecting the dense graph condition) is
impossible from a finite sample of the distribution (whatever the size), justifying once again the choice of
Gaussian Mixture here.

One of the main justification of the fact that information sufficiency is an interesting proxy for estimating
deficiency, lies in the fact that the term ĤMΘ(Z|Z)(ZV |ZU ) is an estimation of the amount of information,
one embedding is carrying about the other and gives an interesting idea how, we can re-construct one
embedding from another.

B A measure theoretic view of tasks

In this work, we defined tasks as probability measures PXY on a product space (X× Y). In this section
we propose interpretations of classical measure theory results to show links with the inclusion proposed
in Definition 2.
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B.1 About domain shift (H2 assumption)
The objective of this study is to compare tasks in terms of the needed skills to solve them15. To do so, we
made the hypothesis H2 about the marginal distributions on the texts of our tasks. First, this assumption is
also made in connected works (Bao et al., 2019) in particular set-ups this assumptions can be relaxed (Tan
et al., 2021). We further justify here this hypothesis, and show that by fixing the marginal PX , when
comparing two tasks (not through a fine-tuned model), we compare the skills needed to solve them. This
is done through disintegration Theorem (Kallenberg, 2022, Theorem 8.5 p.168). Given a task PXY , there
exists a unique (PX a-s) M ∈ M(Y|X), such that for every E ∈ B(X× Y),

PXY (E) = (PX ⊗M) (E)

=

∫

X

∫

Y
1E(x, y)(PX ⊗M) (dx, dy)

=

∫

Y

∫

X
1E(x, y)PX(dx)M(dy|x)

Where ⊗, only denotes the product operator between measures defines on different measure spaces. In the
following we will denote such kernel M as PY |X . This decomposition assures that whatever the task we
are considering, we can disentangle the domain and the skills needed to solve the task,

PXY = PX︸︷︷︸
Domain

⊗ PY |X︸ ︷︷ ︸
Skills

Considering this disentanglement, we’ll assume that comparison of tasks will not lead to interpretation
about the domain.

Example 1 (Difference). Given two tasks PXYU
and PXYV

, and E ∈ (B(X× Y)),

PXYU
(E)− PXYV

(E) =

∫

X

∫

Y
1E(x, y)PX(dx)(PYU |X(dy|x)− PYV |X(dy|x))

In the case of same skills, this difference is equal to zero, and the value of the difference is strongly linked
to differences in the skills required for tasks

B.2 Measure theoretic view of inclusion
In this Section we explore the possibilities to understand the behavior of a task, w.r.t another set of tasks,
in a measure theoretic point of view i.e. by directly comparing tasks without using any proxy. A classical
result in measure theory is the Lebesgue decomposition Theorem (Brooks, 1971), which states that one
task can be decomposed interestingly by using another task, echoing a notion of shared information (and
thus inclusion) between two tasks. The Theorem is the following: given two tasks, PXYU

and PXYV
, we

have,
PXYU

= µV + ρ such that µV << PXYV
and ρ ⊥ PXYV

. (6)

In the case of such decomposition, µV can be seen of the “information” PXYU
encodes on PXYV

. By
doing such interpretation, we implicitly consider that domination between measures is a sort of inclusion
metric. We show below that this interpretation can be true.

Given two tasks PXYU
and PXYV

, such that PXYV
<< PXYU

then for every E ∈ B(X × Y), there
exists a unique (up to a PXYU

null measure space), positive real valued function f (which is called the
density), such that,

PXYV
(E) =

∫

X

∫

Y
1E(x, y)f(x, y)PXYU

(dx, dy)

=

∫

X

∫

Y
1E(x, y)f(x, y)PX(dx)PYU |X(dy|x).

(7)

15The skills here refer to the conditional measure PY |X
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Having a domination relation, allows us to express the PXYV
-measure of every event E, with the use of

PYU |X , which is related to Definition 2, i.e. having PYU |X is informative about PYV |X . In the situations
where PXYV

<< PXYU
we can state the PXYV

⊂ PXYU
.

Remark 2 (Domination in practice). In practice, we do not have access to theoretical probability measures,
but we have access to samples from this measure. We therefore do not work on the theoretical measures
but on the quantized version of these measures that we denote by P̃XYU

and P̃XYV
. In that case, we define

SU and SV the samples from respectively PXYU
and PXYV

. In this case a sufficient condition conditions
to have P̃XYV

<< P̃XYU
is that, SV ⊂ SU .

Thus domination is interestingly related to the notion of task inclusion. One can thus ask how to find a
similar set up of the one proposed with the information sufficiency in this study, but with using domination.
We propose here several definitions to be able to express one task with respect to other ones,

Definition 6 (Independent tasks). Let {PXYi , i ∈ {1, . . . , N}} a finite set of tasks. We say that this set is
independent iff,

PXYi ⊥ PXYj ∀i ̸= j

Proposition 1. Let PXY a task, and {PXYi , i ∈ {1, . . . , N}} be an independent set of tasks, then we
have the following decomposition exists,

PXY =
N∑

i=1

µi + ρ such that µi << PXYi , and ρ ⊥ PXYi ∀i

Moreover this decomposition is uniquely verified by the different tasks. ρ is the remaining of the decompo-
sition, i.e. the task we can’t explain from our independent set of tasks.

Example 2 (Interpretation of the remaining ρ). Given two independent tasks PXYU
and PXYV

, we
construct a new task PXY , such that Y = f(YU , YV ), where f is a (possibly randomized) transformation.
Accordingly to Proposition 1, we have,

PXY = µU + µV + ρ.

In this case ρ can be viewed as the contribution of the application f .

However, in Proposition 1, the term ρ remains hard to interpret. It would be interesting to have ρ = 0,
meaning that we have a set of task that is complete for our target task PXY

Definition 7 (Complete set of tasks). We say that an independent set of tasks {PXYi , i ∈ {1, . . . , N}} is
complete for a task PXY , when,

PXY =
N∑

i=1

µi such that µi << PXYi .

Remark 3. Let PXY a task and T ≜ {PXYi , i ∈ {1, . . . , N}} an independent set of tasks.

T is complete for PXY ⇒ PXY <<
∑

i

PXYi

Proof. Let T be complete for PXY . Thus,

PXY =
∑

i

µi.

Let E ∈ B(X × Y), such that
∑

i PXYi(E) = 0. Because we use non-signed measures, this implies
PXYi(E) = 0 ∀i, and consequently µi(E) = 0 ∀i, by construction of the µi. We thus have the following
property,

∀E ∈ B(X× Y),
∑

i

PXYi(E) = 0 ⇒ PXY (E) = 0

Which concludes the proof.
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Having a complete set of task for a target task PXY means that given this set of task, we can fully
determine this task. Having a complete independent set of task can be seen as having a basis of the task
space. From the basis some notions can be derived such as the dimension (cardinal of the basis) of the
space. One can also define the complexity of a task, as the cardinality of the smallest set of independent
task which is complete for the task (of course this set should not contain the task itself).

C Information theoretic view of fine-tuning

Information theory (Cover and Thomas, 2006) provides powerful tools to understand the dynamic of
model trainings. We explore here this framework to make connections between learning theory and
tasks inclusion. We first recall that given two random variables Y and Z, I(Y ;Z) refers to the mutual
information between these variables and is defined as,

I(Y ;Z) = H(Y )−H(Y |Z)

= H(Z)−H(Z|Y ).

C.1 Cross entropy decomposition
If we refer to Figure 1, and we suppose that our models are trained using cross entropy loss function
H (which is our case during all this study), then it has been shown (Boudiaf et al., 2021) that this loss
function can be decomposed in two terms,

H(YU , ŶU ) = H(YU |ZU ) +DKL(YU ||ŶU |ZU ).

Since H(YU ) is a constant during training, minimizing the cross entropy loss is equivalent to minimizing
the following loss function:

L(YU , ŶU ) = −I(YU ;ZU )︸ ︷︷ ︸
Task Info

+DKL(YU ||ŶU |ZU )︸ ︷︷ ︸
Task alignment

. (8)

In this decomposition of the cross-entropy function the first term in mutual information refers to the
information the model captures about the task i.e. the information the model captures to infer the response.
The second term refers to the alignment of the estimation with the true labels. When training a model by
minimizing the cross entropy we seek to create embeddings ZU of text X that capture as much information
about YU as possible and that are aligned with the distribution PYU

. Thus when a model is trained on a
task PXYU

it might not be able to perform the task PXYV
due to a misalignment (second term) and thus it

is not respecting the first task inclusion property as we defined it. However, the quantity I(YV ;ZU ) can
be great suggesting that the model captures information about the task.

Example 3 (Fully informative but miss-aligned). Let PXYU
a task, and ZU ∈ Rd the representation of

the text X given by a model trained using H. We additionally suppose that ŶU = f(ZU ), where f is
optimized w.r.t. YU . Let ϕ be a permutation in {1, . . . , d}. Because ϕ is an invertible mapping,

I(YU ;ZU ) = I(YU ;ϕ(ZU )).

However, we have Ŷ ϕ
U = f(ϕ(ZU )) and thus we have,

DKL(YU ||ŶU |ZU ) ⩽ DKL(YU ||Ŷ ϕ
U |ϕ(ZU ))

Thus based on ZU we can construct ϕ(ZU ), which is as informative as ZU for the task PXYU
, while it

will perform worse due to a misalignment.

Remark 4 (Probing interpretation). From Eq. 8, we can make a remark about current probing methods,
which mainly consist of training a linear probe on top of the representation ZU without modifying them.
Thus, when we probe a representation ZU on the task PXYV

, using cross entropy, we only optimize the
following quantity

DKL(YV ||ŶV |ZU ),
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which is not directly linked to the information ZU captures about the task PXYV
. Probing simply answers

the question of whether ZU can be aligned with YU using a linear extractor, which can be restrictive.
Current interpretation of probing would be correct if one uses sufficiently powerful probe as stated
in (Pimentel et al., 2020).

C.2 Sufficiency of the models

As we can see in Eq. 8, when fine-tuning a model on a task PXYU
with cross entropy loss (which is our

case in this study), the model constructs embeddings ZU such that I(YU ;ZU ) is maximized (Boudiaf
et al., 2021). However, by data processing inequality (Cover and Thomas, 2006, Chapter 2, Section 8,
p.34) we have the following inequality,

I(YU ;ZU ) ⩽ I(YU ;X).

Thus maximizing the mutual information I(YU ;ZU ) is equivalent in approximate I(YU ;X). Thus the
fine-tuning process tends to produce embeddings ZU such that,

I(YU ;ZU ) ≈ I(YU ;X).

This is equivalent in saying that fine-tuning a model on a task PXYU
produces embeddings that are

sufficient statistics (in Fisher’s sense) of X for YU (Achille and Soatto, 2018). This justifies the choice of
using the embeddings as a proxy to represent the tasks, and proceed to the inclusion calculation.

C.3 Mutual Information: an interesting proxy

We give additional results that justify the use of the mutual information as a proxy to estimate the
task inclusion. Eq. 8 gives an interesting decomposition of the cross-entropy loss function giving the
interpretation that the inclusion measure of a task through the study of a model, can be viewed as the
estimation of I(YV ;ZU ) (resp. I(YU ;ZV )). However, Figure 1 can be reduced to the following Markov
chains ZU ↔ YV ↔ ZV , ZV ↔ YU ↔ ZU . These relations are true in the case of single reference tasks
(i.e. the case where for an input data x ∼ PX there is only one single possible answer y ∼ PY ), which is
our case for any all linguistic tasks defined. Thus by data processing inequality, we have the following
relations,

I(ZU ;ZV ) ⩽ I(YV ;ZU ),

I(ZU ;ZV ) ⩽ I(YU ;ZV ).

Thus the information sufficiency as a lower bound of the true mutual information, is a lower bound
of I(YV ;ZU ) and I(YU ;ZV ) which can be viewed as inclusion estimation for models fine-tuned using
cross-entropy.

D Details about the trainings

D.1 Synthetic experiment

As stated in this study we provided an experiment on a synthetic formal language generated from Hidden
Markov Models (HMM). We produced 11 datasets following different HMM distributions. To generate
different datasets, we fixed the underlying automaton of the HMM and we only changed the emission
probabilities. The used HMM are simple ones, described on Figure 4. Presented results in this study are
averaged on the different datasets we used. We provide on Table 6 the parameters we used for pre-training
and fine-tuning on HMM generated data. First of all to check that the pre-training of our transformer based
language models has worked we compared the forward likelihood of the HMM to the estimated likelihood
of the transformer model. Results are provided on Figure 5. We can clearly see that the pre-trained
transformer model approximate better the forward distribution compared to a non-trained model.
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1 2 3 4 5 6

P1,A P2,A P3,A P4,A P5,A P6,A

0.5 0.5 0.5 0.5 0.33 1.

0.33

0.5 0.5 0.5 0.5 0.33

Figure 4: Illustration of the used markov chain for data generation. The quantity Pi,A refer to the emission
probabilities of each states.

Pre-training Fine-tuning

input size 50 50
hidden size 100 100
# layer 1 1
# heads 1 1
lr 2e-03 2e-04
lr-scheduler cosine cosine
# epochs 100 100
# batch 200 200

Table 6: Description of the hyper-parameters for the training of transformer based models on described HMM.

F1 Micro F1 Macro Acc

F 0.81 (0.16) 0.78 (0.20) 0.81 (0.16)
F∨L 0.61 (0.20) 0.54 (0.27) 0.61 (0.20)
L 0.85 (0.11) 0.82 (0.15) 0.85 (0.11)

Table 7: Mean-accuracy (over the different datasets) of the different classification tasks.

Figure 5: HMM forward likelihood v.s. empirical likelihood of the transformer based model
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Parameter Value

# Marg. Epochs 100
# Cond. Epochs 100
Marg. Lr 0.0001
Cond. Lr 0.001
# FF-layers 2
# Marg. Modes (Marginal Gaussian Mixture) 8
# Cond. Modes (Conditional Gaussian Mixture) 8
Covariance type Diagonal

Table 8: KNIFE hyper-parameters. Selection of hyper-parameters is based on the extensive study provided in (Darrin
et al., 2024a)

D.2 Information Sufficiency estimation

We provide on Table 8 hyper-parameters of the KNIFE estimator. The only change was made for
the production of graphics on Figure 6 for which we limited our training on 20 epochs for sake of
computational cost efficiency, since the goal of this simulation was mainly to understand the role of each
layer.

E Details about the data

We provide below, an example of the data we used along with the different annotation schemes.

Input. Voters in strife torn Colombia go to the polls today in local elections in the midst of a wave of
violence directed by armed groups of the left and the right against many of the candidates. VOA ’s Bill
Rodgers has a report from our South American bureau. Some 23 million Colombians are registered to
vote Sunday to elect governors, mayors and other local officials in the South American nation, but the
election is taking place in the midst of a rising wave of assassinations, kidnappings and threats against the
candidates by leftist guerillas and right wing paramilitary groups. Twenty mayoral candidates have been
killed and more than 200 kidnapped in recent months. Election authorities say 0 another 200 politicians
withdrew their candidacies after being threatened. At the same time, these armed groups are backing
reported to have fielded a number of stealth candidates in an effort to expand its control of Colombian
territory. Despite the violence, the government of President Andres Pastrana has refused to suspend
Sunday’s elections vowing 0 they will take place throughout the country and in a democratic atmosphere.
Bill Rodgers, VOA News, South America Bureau.

SUM. Colombia faces violence from armed groups targeting candidates in local elections; government
vows to continue voting as planned.

COR. "strife - torn Colombia" refers also to "the South American nation" and "the government of
President Andres Pastrana" and "the country". "local elections" refers also to "the election". "armed
groups of the left and the right" refers also to "leftist guerillas and right - wing paramilitary groups" and
"these armed groups". "VOA ’s" refers also to "our" and "VOA News". "Bill Rodgers" refers also to "VOA
’s Bill Rodgers". "South America Bureau" refers also to "VOA ’s South American bureau". "Sunday"
refers also to "Sunday ’s". "the violence" refers also to "a rising wave of assassinations , kidnappings and
threats against the candidates by these armed groups".

NER. This text contains the following entity name : "Colombia" and the following list of dates : "today,
Sunday, recent months" and the following list of organisation names : "VOA, VOA News" and the
following list of person names: "Bill Rodgers, Andres Pastrana" and the following list of person types:
"South American, Colombians, Colombian" and the following list of numbers: "23 million, Twenty, more
than 200, 200" and the following facility name: "South America Bureau".
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SEM. have.03("VOA’s","a report"); vote.01("Some 23 million","to"); say.01("Election authorities","0");
withdraw.01("another 200","their candidacies"); field.01("these armed groups","a number"); refuse.01("the
government","to"); suspend.01("the government","Sunday ’s"); vow.01("the government","0").

SYN. Voters; VOA ’s Bill Rodgers; Some 23 million Colombians; the election; Twenty mayoral candi-
dates; more than 200; Election authorities; another 200 politicians; these armed groups; the government;
they.

F Additional results

In this section, we provide additional results that were not presented as main results, but which can help
on the comprehension of the presented results.

F.1 Layer selection
To select layers and ease the estimation of IS, we provided a simulation on which we compared fine-tuned
models to pre-trained models in terms of information sufficiency. IS is firstly used in this study as
an inclusion metric. However, its first formulation is a lower bound of the mutual information. Thus
when estimating the IS from a fine-tuned model to a pre-trained model we estimate the amount of
information the model as lost or gain after the fine-tuning operation, compared to the pre-trained model.
Figure 6 provides results of such comparison for all models present in this study. The first thing we
can notice, is that the fine-tuning operation makes the model loose information about the pre-trained
model (IS(ft → pt) ⩽ IS(pt → ft)), as if the fine-tuning operation consisted in applying a mask on the
pre-trained model. The second observation and it is the one that is used in this study, is that layers where
this gap is the biggest is between 10 and 15 suggesting that it is in-between these layers that the fine-tuned
model has lost most information about the pre-trained model, suggesting that the task is mostly encoded
here, which is the reason why we used these layers.

F.2 Information sufficiency matrices
Additionally to Figure 3, we provide onFigure 7 information sufficiency matrices for all the models. As a
complement of Table 4, we provide on Figure 8 details of the PP ranking of the different tasks and for the
different models. A positive PP for a task means that the task contains the others while the others do not
contain this task. We can see that the only tasks with positive PP are summarization and COREF, pointing
once again the difficulty of these two tasks and the need for these tasks of various linguistic skills to be
performed correctly, which is once again in line with premises about the NLP pipeline.

F.3 Correlation with the naive approach
One of the most intuitive way to measure tasks’ inclusion is to train a model on a task U and evaluate its
performances on a task V . Considering we are using generative language models in this study, this can
easily be done by a simple change of prompt. Thus we can measure the performance of a model trained
on U on the task V , using classical metric such as BERTScore (Zhang* et al., 2020) or ROUGE (Lin,
2004). This new evaluation of the inclusion gives new matrices such as the one presented on Figure 7,
except that these new matrices present the metric performances of a cross task evaluation. We present
on Table 9 correlations in terms of Kendall-τ (Kendall, 1938) coefficient between IS matrices and cross
task performances for ROUGE and BERTScore. Low correlation results suggest that there is no clear
correlations between these two approaches. The main explanation being the alignment problem between
tasks, considering that the output format for each task is different.

G Layer ablation study

In our experiments, we proposed a method to select the most relevant layers on which to calculate IS.
We propose here an ablation study on the layer selection. We propose here several variations of Table 4,
based on different layer selections, to understand which layer is interesting to discover the NLP pipeline.
Our first analysis, is based on layers from 10 to 15 based on Figure 7. Our main argument being that
deepest layers (after 15) are not relevant to understand the behavior of the task with respect to the model.
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Figure 6: Information sufficiency comparison between pre-trained models and each corresponding fine-tuned model.

BERT ROUGE

Llama 3 base 0.02 0.43
Llama 3 instruct -0.03 0.37
Mistral base 0.23 0.43
Mistral instruct 0.05 0.29

Table 9: Kendall-τ between information sufficiency and naive cross evaluation set-up.
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Figure 7: Information sufficiency averaged between layers 10 and 15.
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Figure 8: Information sufficiency averaged between layers 10 and 15.
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Llama 3 Mistral
Avg. Base Instruct Base Instruct

SUM 4.0 4 4 4 4
COR 3.0 3 3 3 3
SRL 1.25 2 0 2 1
NER 1.0 1 2 1 0
SYN 0.75 0 1 0 2

Table 10: Ranking on all layers

Llama 3 Mistral
Avg. Base Instruct Base Instruct

SUM 4.0 4 4 4 4
COR 3.0 3 3 3 3
SRL 1.25 2 0 2 1
NER 1.0 1 2 1 0
SYN 0.75 0 1 0 2

Table 11: Ranking on layer 10 to 33

Llama 3 Mistral
Avg. Base Instruct Base Instruct

SUM 4.0 4 4 4 4
COR 3.0 3 3 3 3
NER 1.75 2 2 2 1
SRL 0.75 1 1 1 0
SYN 0.5 0 0 0 2

Table 12: Ranking on layer 1 to 20

First, on Table 10 we propose the same analysis, based on all the layers. We can observe that in that case,
the NLP pipeline is not fully respected with a change of position of NER and SRL. In order to better
understand the layers that can actually interfere with pipeline discovery, we are carrying out two new
rankings. The first is based on layers 10 to 33 (preservation of deep layers) and is reported on Table 4 on
which we can once again see the perturbation between SRL and NER. Then we perform the same ranking
with layers between 1 and 20 (focus on lower layers) which we report on Table 12. On this last ranking we
can see that the same pipeline as the one presented in the main study is respected. We can see that deepest
layers can effectively introduce noise to discover relationship between tasks, which is once again in line
with known works. In order to better visualize this behavior, we report on Figure 9, the evolution of the
values of the IS for our different task combinations. We observe interesting behaviors mainly between
layers 10 and 15, with a spike in IS values, suggesting that IS finds relationships between tasks at this
level, while in the deeper layers, values are lower, which can once again be explained by differences in
output formats. We can observe high values of IS in the very early layers, which can largely be explained
that lower layers will mostly remain unchanged during fine-tuning due to gradient vanishing problems.

Generally speaking, we can see that changes in the layers only affect the position of two tasks (NER
and SRL) while the other ones remain essentially untouched. What’s more, we can see from this analysis
that in these different set-ups, the Base models deliver the same information overall, while the instructed
models differ in the given rankings, as highlighted in the body of the study.

H Task vector approach

Task vectors (Ilharco et al., 2023) are objects of growing interest in the community. They were firstly
defined in the case of transfer learning, where a pre-trained model is fine-tuned on different downstream
tasks. In that case, the task vector was defined as follows:

Definition 8. Let W0 ∈ Rm×n, be the weights of a pre-trained model16, and let WU be the weights of the
16The weights of a model can always be represented as a matrix or a vector. For some connection with current results, we
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same model, but after fine-tuning it on a task U ≡ PXYU
. The task vector of task U is given by:

τU = WU −W0. (9)

These objects were used to combine properties of a model through arithmetic operations (Ortiz-Jimenez
et al., 2024; Jin et al., 2024; Zhang et al., 2023a), or to remove certain components such as toxicity,
personal information or bias from a language model (Gao et al., 2024; Zhang et al., 2023a; Liu et al.,
2024). In this study we used Low Rank Adaptation (LoRA (Hu et al., 2021)) for our fine-tunings on the
different tasks. In this special case we have,

WU = W0 +BUAU with BU ∈ Rm×r, AU ∈ Rr×n,

where r ∈ N is the chosen rank (which is 8 in this study). Given this definition of LoRA, we have,

τU = BUAU .

In this special case, comparing task vectors, is equivalent as comparing different product BUAU . We
propose here several distances in order to compare task vectors.

Cosine distance. One of the main distances to compare semantically two vectorial objects is the cosine
similarity. We propose here to simply define this distance as following,

dcos (τU , τV ) ≜ 1− cos (flatten(BUAU ),flatten(BV AV )) .

L2 distance. A standard way to compare vectorial representations is through euclidean distances, which
we define as following,

dL2(τU , τV ) ≜ ∥flatten(BUAU )− flatten(BV AV )∥2.

Due to the dimension of task vectors euclidean distances are really restrictive.

Grassmann distance. Another way to compare task vectors is to see them as vector spaces. In fact
when using LoRA, task vectors are defined through matrices which define vector spaces (column space).
Grassmann distance is a mathematically well defined distance between vector spaces. It is based on the
notion of principal angles between vector spaces (Afriat, 1957; Miao and Ben-Israel, 1992). If WU and
WU are two matrices of rank r whose columns are orthonormal17, then we can consider σ, the set of
eigenvalues of W T

U WV . A theoretical result given by Björck and Golub (1973) is that these eigenvalues
are the cosines of the principal angles between the image spaces of W1 and W2 ı.e. if we set θ to be the
set of principal angles between Im(WU ) and Im(WV ), then cos(θ) = σ. Based on this information, we
then have :

dG(WU ,WV ) =

√√√√
r∑

i=1

(θi)
2 ⩽

√
r
π

2
. (10)

An additional remark on this Grassmann distance is that if we consider (WU ,WV ) ∈ Rd×d, two matrices
of maximum rank d, then Im(WU ) = Im(WV ) = Rd implying that dG(W1,W2) = 0. This distance is
therefore only of interest for matrices that are not of maximal rank, making it particularly interesting in
the context of LoRA. Based on this, in our context, the Grassmann distance between task vectors will
only be,

dG(τU , τV ) ≜ dG(BUAU , BV AV ).

Grassmann distance has already been used in (Hu et al., 2021, Appendix G.) in the context of measuring
the covering between different LoRA adaptations. In our context, the covering is between different task
vectors, and thus by extrapolation, between different tasks. An interesting property about Grassmann
distance, is the following,

chose the matrix representation.
17if they are not, a simple singular value decomposition of the matrices can allow us to do so
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Proposition 2 (Grassmann distance is A-invariant.). In the case of LoRA of rank r, if rank(AU ) =
rank(AV ) = r, then we have,

dG(BUAU , BV AV ) = dG(BU , BV ).

Proof. The proof is direct by using the rank Theorem.

Remark 5. Proposition 2 requires the following condition,

rank(AU ) = rank(AV ) = r.

However, as stated in (Malekmohammadi and Farnadi, 2024), when using LoRA, A matrices remain
essentially unchanged, and because they are initialized randomly by using a Gaussian distributions, the
probability of having full rank A matrices is 1. Moreover in our experiments, we checked this property
empirically, allowing thus to use Proposition 2.
Remark 6. Every results presented here is to be interpreted as distances (the higher the less similar).

H.1 Link with Information sufficiency.
Language models we are using are essentially continuous and differentiable applications with respect to its
parameters. Thus a small change in the parameters of the models will induce a small change in the outputs
of the models (this is direct application of the definition of continuity). Implying thus that closeness in the
task vectors will induce little variation in the activation space, the inverse being not necessary true. This
implies that a small distance between task vectors, will most likely provide high information sufficiency.
However a high information sufficiency can be discovered between task vectors that are far from each
other.

H.2 Result analysis
In the context of our models, we decided to apply LoRA on query and value projections on the different
layers of the models. Thus for every tasks we defined and for every models, we have,

τQt ≜ (BQ,l
t , AQ,l

t ) For the Query projection bloc at layer l

τVt ≜ (BV,l
t , AV,l

t ) For the Value projection bloc at layer l

Since in the literature, it is a well known fact that Query and Value projection encode different information,
we decided to separate the analysis between Queries and Values, by looking at the average distance across
layer for each module, i.e.

d
(
τQ
U , τ

Q
V

)
≜ 1

L

L∑

l=1

d
(
BQ,l

U AQ,l
U , BQ,l

V AQ,l
V

)
Query distance

d
(
τV
U , τ

V
V

)
≜ 1

L

L∑

l=1

d
(
BV,l

U AV,l
U , BV,l

V AV,l
V

)
Value distance

(11)

Figure 11 and Figure 12 provide distance results for the Mistral model (respectively Base and Instruct).
Figure 13 and Figure 14 provide same results for the Llama 3 model. First we can see that results seem
similar between task vectors on the Values and the Queries. Then, in terms of Grassmann and Cosine
distances, we have a closeness between SYN and SRL, which is in line with our initial results on IS.
In the same way as for IS, we observe the specific character of the summarization task, with a great
distance from the other tasks present. The L2 distance does not give interesting association between tasks
(with respect to the underlying pipeline hypothesis), for the different studied models. This can easily be
explained by the restrictive nature of the L2 distance in such a high-dimensional space.

H.3 Limitations
One of the main limitation of this approach is its symmetric character. When assessing distances between
task vectors, we rely on a symmetric approach which is not leading to interpretation of some partial
ordering between tasks, which is our main goal in this study.
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Figure 11: Mistral Base distance heat maps
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Figure 12: Mistral Instruct distance heat maps
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Figure 13: Llama 3 Base distance heat maps
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Figure 14: Llama 3 Instruct distance heat maps
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