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Abstract

Large vision-language models (LVLMs) have
made substantial progress in integrating large
language models (LLMs) with visual inputs,
enabling advanced multimodal reasoning. De-
spite their success, a persistent challenge is
hallucination—where generated text fails to ac-
curately reflect visual content—undermining
both accuracy and reliability. Existing meth-
ods focus on alignment training or decoding
refinements but primarily address symptoms at
the generation stage without probing the under-
lying causes. In this work, we investigate the
internal mechanisms driving hallucination in
LVLMs, with an emphasis on the multi-head
attention module. Specifically, we introduce
Vision-aware Head Divergence (VHD), a met-
ric that quantifies the sensitivity of attention
head outputs to visual context. Based on this,
our findings reveal the presence of vision-aware
attention heads that are more attuned to visual
information; however, the model’s overreliance
on its prior language patterns is closely related
to hallucinations. Building on these insights,
we propose Vision-aware Head Reinforcement
(VHR), a training-free approach to mitigate
hallucination by enhancing the role of vision-
aware attention heads. Extensive experiments
demonstrate that our method achieves superior
performance compared to state-of-the-art ap-
proaches in mitigating hallucinations, while
maintaining high efficiency with negligible ad-
ditional time overhead. The code is available at
https://github.com/jinghan1he/VHR.

1 Introduction

Large vision-language models (LVLMs) (Dai et al.,
2023; Liu et al., 2024b) represent a notable ad-
vancement in artificial intelligence by enabling
large language models (LLMs) to understand visual
inputs. However, LVLMs still face the challenge of
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Figure 1: (a) An example indicating the connection be-
tween hallucination in LVLMs and language bias. When
hallucination occurs (chat 1), we remove the image in-
put and prompt the model to complete the description
(chat 2). The output closely resembles the hallucinated
content1. (b) The proposed VHD metric measures the
sensitivity of the attention head outputs to image inputs,
reflecting the degree of language bias. Hallucinated
words generally correspond to lower T-VHD scores.

hallucination (Rohrbach et al., 2018), where gener-
ated text does not accurately correspond to visual
content. This misalignment can compromise the
accuracy and reliability of LVLMs across a wide
range of vision and language tasks, limiting their
practical applications (You et al., 2024).

To mitigate this issue, several approaches incor-
porate additional information or models for align-
ment training (Zhao et al., 2023; Yu et al., 2024)
or post-processing (Zhou et al., 2023; Yin et al.,
2023), which incur higher training or inference
costs. Recently, another line of research focuses on
refining decoding strategies, employing methods
like contrastive decoding (Leng et al., 2024; Zhu

1Details on this example are exhibited in Appendix A.
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et al., 2024; Kim et al., 2024; Gong et al., 2024) or
beam search (Huang et al., 2024) to adjust the log-
its distribution during inference. However, these
approaches merely intervene at the output level
to rectify hallucinations after they occur, without
directly targeting and adjusting the internal mecha-
nisms that drive hallucinations. This work aims to
fill this research gap.

One of the factors contributing to hallucination
in LVLMs is their tendency to prioritize language
patterns (Ghosh et al., 2024; Parcalabescu and
Frank, 2024), which can lead to the generation of
fluent but inaccurate content. We further investigate
this phenomenon and present an example in Figure
1. Specifically, when prompted to continue gen-
erating an image description, the model generates
highly consistent outputs, irrespective of whether
an image is provided. This problem may arise from
biased language patterns in the training data, which
are incorporated into the model’s parameters (Liu
et al., 2024a), causing output to rely more on in-
ternal knowledge than image context. Yu et al.,
2023 analyzed similar biases in language models
and revealed that the multi-head attention module
contains both in-context and memory heads. Ma-
nipulating these heads can influence whether the
output is driven by contextual information or inter-
nal knowledge.

Building on previous findings, we are inspired
to investigate the relationship between hallucina-
tion in LVLMs and the multi-head attention mech-
anism. To this end, we introduce a novel metric,
Vision-aware Head Divergence (VHD), to quan-
tify how the output of each attention head changes
when the image context is removed in a generation
step of LVLMs. Our analysis reveals that only a
few heads show significant sensitivity to the im-
age context, while the majority exhibit minimal
variation. Based on this, we aggregate the VHD
values from the most prominent attention heads in
a generation step, resulting in the Token-VHD (T-
VHD) metric. This metric allows us to evaluate the
model’s reliance on visual content versus language
priors when predicting each token, as illustrated
in the bottom-right part of Figure 1. By examin-
ing the T-VHD scores, we observe that words and
sentences associated with hallucinations generally
correspond to lower values, further supporting the
role of language bias in hallucination in LVLMs.

Leveraging the insights above, we propose
Vision-aware Head Reinforcement (VHR), a
training-free approach aimed at enhancing the

model’s reliance on visual context rather than lan-
guage priors. This method proactively mitigates
hallucination in LVLMs by first identifying key at-
tention heads based on their VHD scores and then
amplifying their contributions during generation.
Theoretical analysis demonstrates that this scaling-
up operation effectively re-orients the output of the
multi-head attention module towards the reinforced
head component, improving the alignment of the
model’s output with visual context. Experiments on
established LVLM hallucination benchmarks show
that VHR outperforms existing decoding strategies,
validating its effectiveness and efficiency in allevi-
ating hallucinations.

Our main contributions can be summarized as
follows:

• We propose the VHD metric to probe the at-
tention heads in LVLMs for the language-bias
tendency, and the T-VHD metric to analyze
the relationship between language-biased gen-
eration and hallucination in LVLMs.

• We propose VHR, a training-free method that
proactively mitigates hallucinations by adap-
tively identifying and reinforcing key atten-
tion heads during generation.

• Extensive experiments demonstrate that VHR
outperforms existing decoding methods on
widely-adopted hallucination benchmarks
with negligible additional time cost.

2 Preliminary

LVLM generation. The LVLMs take both image
and text as input. The image is encoded into vision
tokens using an image encoder and projected to the
text embedding space through a connector. These
vision tokens xV are then combined with tokenized
text input xT and passed into the LLM component
for autoregressive generation:

yt = argmax pθ(yt|y<t, xV , xT ), (1)

where y<t and yt denote the earlier and the cur-
rently generated text tokens, respectively.

Multi-head attention. The multi-head attention
mechanism is a core component of transformer
models with each attention head performing the
self-attention operation among tokens:

Al,i(Xl,i) = Attention(Xl,iW
Q
l,i, Xl,iW

K
l,i , Xl,iW

V
l,i),

where Attention(Q,K, V ) = softmax(
QKT

√
dk

)V.

(2)
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Figure 2: VHD scores of all the attention heads among
all layers at one generation step.

Xl,i and Al,i represent the input and output of the
i-th attention head in the l-th layer, respectively.
WQ, WK , and W V denote the learned weight ma-
trices for the query, key, and value transformations,
respectively. dk is the dimension of the query (Q)
and key (K) vectors. The outputs of all the atten-
tion heads in the l-th layer are then concatenated
and linearly transformed into the output space of
this module:

MHAl(Xl) = [Al,1(Xl,1), · · · , Al,nh
(Xl,nh

)]WO
l ,

(3)
where nh denotes the number of attention heads
in each layer, Xl is the input to the MHA module
in the l-th layer, and WO is the learned weight
matrices for the output linear transformation.

Attention head output during generation. To
more clearly delineate the correspondence between
the model’s intermediate outputs and its inputs, we
combine Equation 1 and 2 to introduce the notation
Al,i(yt|y<t, xV , xT ). This notation represents the
output of the i-th head in the l-th layer for gener-
ation step t, given the inputs xV and xT , and the
generation history y<t.

3 Method

3.1 Vision-aware Head Identification

Vision-aware head divergence (VHD). Inspired
by the presence of in-context and memory heads in
the model (Yu et al., 2023), we investigate whether
different attention heads exhibit significantly differ-
ent degrees of sensitivity to visual content. Specifi-
cally, we propose the vision-aware head divergence
metric, which measures the change in the output of
attention head for generation step t when the image

(a) Histogram of sentence-level

T-VHD scores

(b) Histogram of word-level 

T-VHD scores

Figure 3: Relationship between T-VHD scores and hal-
lucinations in LVLMs. Sentences and words associated
with hallucinations generally correspond to lower T-
VHD scores. Best viewed in color.

context is removed:

VHDl,i = d (Al,i(yt|y<t, xV , xT ), Al,i(yt|y<t, xT )) ,

(4)
where d represents the Euclidean distance measure
(Tabak, 2014).

Figure 2 visualizes the VHD scores for each
attention head in the model. Specifically, we
prompt LLaVA-1.5 with an image and the instruc-
tion "Please describe the image in detail" to gener-
ate descriptions, calculating the VHD scores when
predicting the first token. The results show that a
few attention heads exhibit notably higher VHD
scores, while the others show minimal sensitivity.
This suggests the presence of vision-aware atten-
tion heads that are more attuned to visual informa-
tion. More examples of VHD scores during the
generation process are presented in Appendix E.

Token-VHD. Beyond the varying degrees of vi-
sion awareness within the model, we further ex-
plore whether the VHD scores vary across different
token generation steps. To this end, the VHD scores
of the most prominent attention heads in each layer
of the model are aggregated into the Token-VHD
metric:

T-VHD =
∑

l

∑

i

topki(VHDl,i, k). (5)

Note that we only consider the top k VHD scores
at each layer to ensure that the large number of
insensitive attention heads does not dilute the ag-
gregation metric. Eventually, T-VHD metric serves
as an indicator of the model’s reliance on visual
information over language priors when predicting
a specific token.

Leveraging this metric, we can quantitatively
analyze the relationship between hallucination in
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Figure 4: The illustration of the proposed VHD metric and the VHR approach to mitigate hallucinations in LVLM.
We select the attention heads that are sensitive to visual information for a given layer based on the VHD metric, i.e.
Hl, and then amplify their outputs to reinforce their contributions.

LVLMs and language bias at different levels of
granularity, specifically at the sentence and word
levels. To this end, we conduct an experiment on
a random sample of 500 images from the CHAIR
benchmark (Rohrbach et al., 2018), tracking the
T-VHD scores at each generation step. Object-
related words in the generated descriptions are clas-
sified as either hallucinated or correct, depending
on whether they appear in the annotated object
set for the given image. Sentences are then la-
beled according to whether they contain any hallu-
cinated words. Figure 3 presents the experimental
results, highlighting the distributional differences
in T-VHD scores between hallucinated and cor-
rect instances. These findings provide statistical
evidence that language bias is closely related to
hallucinations in LVLMs.

3.2 Vision-aware Head Reinforcement

Since only a small subset of attention heads within
the model are sensitive to visual information, we
can amplify their contributions during generation to
strengthen the model’s reliance on visual cues and
counteract language bias. As discussed in Section
3.1, the VHD metric effectively captures the sensi-
tivity of attention heads to visual information, mak-
ing it a suitable indicator for selecting key attention
heads for reinforcement. However, we observed
that some high VHD values stem from a surge in
the activation of attention heads upon the removal
of visual context, indicating negative vision sensi-
tivity. Amplifying the contributions of such heads
would diverge from our objective. Therefore, we
propose to zero out these undesired outliers, i.e.

VHDl,i = 0, if the following condition satisfies:
{

VHDl,i > µ(VHDl,∗) + σ(VHDl,∗),

TAl,i > µ(TAl,∗) + σ(TAl,∗),

where TAl,i = ∥Al,i(yt|y<t, xT )∥2.
(6)

µ and σ represent the mean and standard deviation.
Next, for the multi-head attention module in a given
layer of the model, we select the first half of the
attention heads based on their VHD scores and
directly scale up their outputs by a factor of α:

Ãl,i =

{
α ·Al,i, if i ∈ Hl,

Al,i, otherwise,

where Hl = {i| VHDl,i > median(VHDl,∗)}.
(7)

Apply VHR layer by layer. This specific im-
plementation allows for the selection and reinforce-
ment of attention heads within a single forward
pass, as opposed to first selecting the heads in all
layers and then reinforcing them in two separate
passes. Additionally, when VHR is applied across
multiple layers simultaneously, the reinforcement
in earlier layers can influence the VHD scores of
subsequent layers. The layer-by-layer VHR strat-
egy helps to avoid such inconsistencies, as the pre-
vious layers are already reinforced when calculat-
ing the VHD scores for a given layer.

Determine the heads at the first generation
step. Although we can compute the VHD scores
and select the key heads at each generation step,
reinforcing different heads at different steps may
bring negative effects. Specifically, LVLMs rely on
KV caching to speed up inference, which means
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that the keys and values of the previous tokens
will not be recalculated in subsequent generation
steps. Therefore, the important heads should be
determined at the beginning of the generation pro-
cess to ensure consistency in the Q, K, and V of
all tokens in the attention module. Our experimen-
tal results show that this approach is sufficient to
mitigate hallucinations.

Comparison with other head identification
methods. Different from existing attention head
identification methods in the field of model inter-
pretability (Yu et al., 2023; Li et al., 2024; Zhou
et al., 2024; Fang et al., 2024a; He et al., 2024),
VHR does not require any annotation and can adap-
tively detect the key heads for each sample. Further-
more, rather than identifying and reinforcing all key
attention heads in the model in two forward passes,
VHR ensures computational efficiency and metric
consistency by iteratively applying the select-then-
reinforce approach across the layers. The complete
procedure of VHR is provided in Algorithm 1.

3.3 Attention Output Reorientation

Scaling up the outputs of certain attention heads
within a layer to reinforce its contribution is a
straightforward and intuitive operation, and we
present a theoretical analysis to substantiate its ra-
tionale. Consider the input to the FFN module
following the MHA module in layer l, which can
be expressed as follows:

Zl = RMSNorm(X̂l + MHAl(Xl))

= ĝl ·
X̂l + MHAl(Xl)

∥X̂l + MHAl(Xl)∥
,

(8)

where ĝl is a fixed constant after training, and X̂l is
the input to the l-th layer before RMSNorm. Due to
the normalization operation, only the direction of
the overall output from earlier modules is crucial.

Proposition 1 Consider a layer l within an LVLM,
and let h be the index of the attention head to be re-
inforced. Let Z̃l be the input to the FFN module ob-
tained with Ãl,h = α ·Al,h (α > 1), Zl be the orig-
inal input obtained with Al,h, Zl,h be the pseudo-
input obtained with only the Al,h component. Then
it holds that cos(Z̃l, Zl,h) > cos(Zl, Zl,h).

The proof is detailed in Appendix B. Proposition
1 implies that amplifying the output of a specific
head in the MHA module effectively reorients the
direction of Zl towards the output direction of the

Algorithm 1 VHR
Input image xV , instruction xT , generation step t,
scale factor α, layers to reinforce Lr

1: for layer l ∈ Lr do
2: if t = 0 then
3: Compute VHDl,∗ ▷ Equation 4
4: Zero out VHDl,i if Equation 6 holds
5: Select the heads as Hl ▷ Equation 7
6: end if
7: Reinforce the heads in Hl ▷ Equation 7
8: end for

reinforced head component. This provides theoreti-
cal support for the mechanism underlying the rein-
forcement of the key attention head. An overview
of the proposed VHD metric and the VHR method
is presented in Figure 4.

4 Experiments

4.1 LVLMs
We conduct experiments on three of the most rep-
resentative LVLMs, i.e. InstructBLIP-7b (Dai
et al., 2023), LLaVA-1.5-7b (Liu et al., 2024b),
and LLaVA-NeXT-7b (Liu et al., 2024c). LVLMs
are typically composed of an image encoder, a con-
nector, and an LLM. Specifically, LLaVA-1.5-7b
and LLaVA-NeXT-7b leverage MLP to align the
visual and textual embedding space and feed all the
image tokens from the image encoder to the LLM.
In contrast, InstructBLIP uses Q-Former to reduce
the number of image tokens before passing them to
the LLM. LLaVA-NeXT differs from LLaVA-1.5
by offering a higher image resolution, allowing it
to capture more visual details.

4.2 Benchmarks
CHAIR. The Caption Hallucination Assessment
with Image Relevance (CHAIR) metric (Rohrbach
et al., 2018) evaluates object hallucination in image
captioning by comparing generated captions with
ground truth data. It identifies objects mentioned in
captions but absent in images and calculates their
proportion to quantify hallucination. Specifically,
CHAIR includes two metrics at both caption level
(CHAIRS) and object level (CHAIRI ):

CHAIRS =
|{caption w/ hallucinated objects}|

|{all captions}| ,

CHAIRI =
|{hallucinated objects}|
|{all mentioned objects}| .

(9)
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InstructBLIP LLaVA-1.5 LLaVA-NeXT
CHAIRS ↓ CHAIRI ↓ Len CHAIRS ↓ CHAIRI ↓ Len CHAIRS ↓ CHAIRI ↓ Len

Greedy 45.32±2.24 12.98±0.76 91.06 49.68±1.47 14.32±0.78 83.06 29.08±2.09 8.08±0.74 157.06
Beam 48.56±1.66 13.50±0.44 94.87 53.84±2.41 15.60±0.46 87.47 25.72±2.17 6.92±0.88 160.64
DoLa 46.00±1.87 13.00±0.91 90.75 50.88±2.34 14.64±0.90 82.41 28.76±2.58 8.12±0.78 155.75
VCD 50.72±2.44 14.42±0.99 90.39 51.92±1.87 15.42±0.84 83.12 30.80±2.48 8.72±0.94 157.72
OPERA 45.76±2.32 13.06±0.88 92.46 44.28±0.95 13.36±0.47 75.88 - - -
CODE 50.76±2.06 14.12±0.93 88.57 47.96±0.80 14.26±0.57 78.52 27.84±2.73 7.98±0.92 151.51
EAH 46.40±1.15 13.13±0.60 92.33 38.76±2.47 11.05±0.81 86.28 28.13±1.13 6.62±0.49 142.75

VHR 37.76±2.76 9.75±0.98 106.49 33.32±1.31 9.71±0.45 81.33 24.96±2.09 6.80±0.59 156.92

Table 1: CHAIR evaluation results on MSCOCO dataset averaged over 5 random splits, with best in bold and
second-best underlined. Len represents the average number of words in the generated descriptions.

We randomly sample 500 images from the COCO
2014 validation set and repeat the experiments
for five times with different random seeds. The
LVLMs are prompted with "Please describe this
image in detail." to get the descriptions. We report
the average results for each metric along with the
standard deviation.

POPE. POPE (Li et al., 2023) is a dataset for
evaluating object hallucinations by having models
answer true or false questions about the presence of
objects in images. The dataset includes 500 images
from MSCOCO (Lin et al., 2014), with each im-
age paired with questions like "Is there a <object>
in the image?". The evaluation consists of three
splits—random, popular, and adversarial—where
objects are sampled in different ways. The evalu-
ation metrics include Accuracy, Precision, Recall,
and F1 scores, with the results averaged across all
three splits.

LLaVA-Bench. LLaVA-Bench (In-the-Wild)
(Liu et al., 2024b) is a comprehensive benchmark
designed to evaluate the performance of vision-
language models on a wide range of challenging
tasks. It includes 24 images across diverse domains,
such as indoor and outdoor scenes, memes, accom-
panied by 60 carefully crafted questions covering
simple question answering, detailed descriptions,
and complex reasoning. Due to the open-ended
nature and complexity of the responses, we prompt
the GPT-4V model to evaluate the LVLMs’ outputs
in terms of accuracy, detailedness, and naturalness.

4.3 Baselines

We compare VHR with the popular training-free
methods that do not introduce external information
or models: DoLa (Chuang et al., 2023) derives
the next-token distribution by contrasting the log-
its from later and earlier layers; VCD (Leng et al.,

2024) contrasts the output distribution generated
from the original and distorted image; OPERA
(Huang et al., 2024) mitigates over-trust in pre-
vious summary tokens in beam-search decoding;
CODE (Kim et al., 2024) uses self-generated de-
scriptions as contrast references to improve align-
ment with the actual visual content; EAH (Zhang
et al., 2024) enhances the attention sinks on image
tokens in shallow layers. In addition, we also com-
pare the performance of base LVLMs using greedy
and beam search decoding.

4.4 Implementation Details

We set α to 2 to strike a balance between effec-
tively correcting hallucinations and minimizing the
invasiveness of hidden states manipulation. VHR is
applied to the second and last 14 layers for LLaVA
series and the last 18 layers for InstructBLIP. We
faithfully reproduced all baseline methods based
on their open-source repositories and set the hyper-
parameters according to the values reported in the
papers. The results of all methods are reported un-
der consistent conditions of base models, prompts,
and generation parameters to ensure a fair compari-
son. Specifically, the max_new_token is set to 512,
and the number of beams is set to 5 for all methods
involving beam search.

4.5 Results

CHAIR. Table 1 presents the performance of VHR
in comparison to all baseline approaches on the
CHAIR benchmark. The results for OPERA on
LLaVA-NeXT are absent due to its excessive mem-
ory requirements. VHR demonstrates robust per-
formance across all three LVLMs, achieving re-
ductions of up to 16.36 in CHAIRS and 4.61 in
CHAIRI on LLaVA-1.5. Notably, with increased
image resolution and enhanced model capabili-
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InstructBLIP LLaVA-1.5 LLaVA-NeXT

Greedy 85.36 84.98 88.51
Beam 84.40 85.30 87.97
DoLa 85.21 85.07 88.46
VCD 84.67 84.41 88.11
OPERA 84.41 85.45 -
CODE 84.80 84.63 88.44
EAH 85.18 85.03 84.28

VHR 85.52 85.47 88.87

Table 2: F1 scores on POPE averaged over popular,
adversarial, and random splits, with best in bold and
second-best underlined.

Accuracy Detailedness Naturalness

InstructBLIP 4.917 5.017 6.717
w/ VHR 5.250 5.117 6.733

LLaVA-1.5 6.017 6.100 7.400
w/ VHR 6.333 6.217 7.333

LLaVA-NeXT 5.383 6.750 7.900
w/ VHR 5.783 6.700 7.833

Table 3: LLaVA-Bench (In-the-Wild) evaluation results,
scored by GPT-4o via pairwise response comparison.

ties, LLaVA-NeXT already exhibits a significant
reduction in hallucinations compared to other base
LVLMs, but VHR continues to exhibit notable ef-
fectiveness in mitigating its hallucinations. More-
over, VHR consistently outperforms baseline meth-
ods with greater stability, requiring only minor
trade-offs in the length or richness of the gener-
ated description.

POPE. As shown in Table 2, VHR outperforms
all other decoding methods across all LVLMs.
While the binary (yes/no) benchmark limits the full
demonstration of VHR’s strength in handling lan-
guage bias, our method still consistently improves
performance across models of varying capabilities.
This indicates that VHR is a robust and effective
training-free strategy for enhancing models at dif-
ferent performance levels.

LLaVA-Bench. The GPT-4V evaluation results
on LLaVA-Bench (In-the-Wild) are presented in
Table 3. These results demonstrate that VHR im-
proves model accuracy on highly diverse and chal-
lenging tasks while preserving a consistent level
of detailedness and naturalness. Additionally, the
Len metric in Table 1 and the qualitative results in
Figure 7 also indicate that VHR has only a minor
impact on language generation quality, despite its
enhancement of vision-aware attention heads.

Model Method CHAIRS ↓ CHAIRI ↓

InstructBLIP
VHR 37.76 9.75
fixed VHR 45.40 13.57
outlier VHR 37.76 10.18

LLaVA-1.5
VHR 33.32 9.71
fixed VHR 44.72 13.81
outlier VHR 36.88 10.36

LLaVA-NeXT
VHR 24.96 6.80
fixed VHR 36.96 9.80
outlier VHR 24.64 6.37

Table 4: Ablation study on adaptively determining key
heads per sample and removing outlier VHD scores.

Figure 5: Results of VHR applied across different num-
bers of the last few layers in LLaVA-1.5.

4.6 Ablation Study

Impact of Adaptive Attention Head Selection.
Since VHR reinforces different attention heads for
each sample, we conduct an ablation study to val-
idate the necessity of this strategy. As shown in
Table 4, fixing a set of attention heads identified by
one sample for reinforcement across all samples
leads to a significant performance drop.

Impact of Outlier VHD Score Removal. VHR
relies on VHD scores to identify critical attention
heads, but these scores measure absolute influence,
conflating both positive and negative vision sensi-
tivity. To selectively enhance heads that improve
visual context awareness, we propose excluding
outlier VHD scores during selection (Equation 6).
As shown in Table 4, this refinement consistently
matches or outperforms the baseline, demonstrat-
ing that pruning unhelpful sensitivity is essential
for optimal head selection.

Impact of Reinforced Layers. Figure 5 shows
the ablation study results on the number of the
last few layers for reinforcement. Increasing the
number of reinforced layers continuously alleviates
hallucinations, with optimal performance reached
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Figure 6: Comparison of inference time for different
methods.

at the last 14 layers. However, further reinforce-
ment degrades the model’s generation quality and
fails to effectively mitigate hallucinations. More
discussion on the choice of reinforced layers and
scale factor can be found in Appendix C and D.

4.7 Further Analysis

Additional Time Analysis. For the first genera-
tion step, VHR requires an additional forward pass,
removing the image context to calculate the VHD
scores. In subsequent generation steps, only the
scaling operation is needed. As a result, the ex-
tra computation introduced by VHR is negligible
throughout the entire generation process. A de-
tailed inference time comparison between VHR
and baseline methods is presented in Figure 6.

Qualitative Results. To clearly demonstrate the
effect of VHR in reducing hallucinations, we pro-
vide a concrete example in Figure 7. Without VHR,
the LVLM generates content that is absent from
the image, such as mentioning people watching the
game in the background. This could stem from
inherent language bias in the training data. When
VHR is applied, the outputs are more accurately
aligned with the actual content of the image.

5 Related Work

5.1 Hallucination in LVLMs

Hallucination in LVLMs refers to discrepancies
between the generated text and the actual content
present in the corresponding image. This issue
stems from multiple factors, including data bias,
insufficient image grounding by vision encoders,
and misalignment between modalities (Liu et al.,
2024a). Current approaches to mitigating halluci-
nations in LVLMs can be broadly classified into
three categories: training alignment (Zhao et al.,

The image captures a man in action on a tennis court, 
swinging a tennis racket to hit a tennis ball. He is 
focused on the game, displaying his athleticism and skill. 
The tennis ball is in the air, close to the man's racket, 
indicating that he is about to make a successful shot. 
The tennis court is surrounded by a fence, providing a 
safe and controlled environment for the players. The 
man's determination and passion for the sport are 
evident in his posture and the way he holds the racket. 

The image captures a man playing tennis on a court. He is 
in the middle of a swing, holding a tennis racket and 
preparing to hit the ball. The tennis ball is visible in the 
air, close to the player. The scene also includes a few 
other people in the background, possibly watching the 
game or waiting for their turn to play. The tennis court is 
surrounded by a fence, and there is a clock visible in the 
upper right corner of the image. 

Please describe this image 
in detail.

Figure 7: An example of VHR eliminating the halluci-
nated content.

2023; Yu et al., 2024), post-processing (Zhou et al.,
2023; Yin et al., 2023; Fang et al., 2024b), and
decoding strategies (Leng et al., 2024; Zhu et al.,
2024; Huang et al., 2024; Kim et al., 2024; Gong
et al., 2024). The first two categories often rely
on external resources or models to improve per-
formance, whereas our proposed VHR method op-
erates solely based on the model’s internal states,
without requiring additional external information.
In contrast to existing decoding strategies, VHR
intervenes proactively within the model to address
hallucinations before they occur, rather than modi-
fying the logits distribution at the output stage. A
recent approach, EAH (Zhang et al., 2024), also
targets the attention mechanism to reduce halluci-
nations, but it focuses specifically on the attention
sink phenomenon. In comparison, VHR reduces
language bias in LVLMs by exploiting cross-modal
contrast and re-adjusting the contributions of atten-
tion heads across multiple layers. Consequently,
the underlying motivations and methodologies of
the two works differ significantly.

5.2 Language Bias in LVLMs

Language bias refers to the tendency of models
to prioritize language patterns or prior knowledge
over the actual visual context presented in the input.
This issue has a long-standing research history pre-
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dating the emergence of LVLMs and was studied
through methods like balanced multimodal train-
ing (Goyal et al., 2017) and causal inference (Niu
et al., 2021). With the advent of LVLMs, language
bias has become an even more pressing concern.
These models are typically pre-trained on massive
corpora of text data, further exacerbating the poten-
tial for language overfitting. Studies have identi-
fied that LVLMs, despite their capabilities in visual
recognition, struggle to fully integrate visual con-
text (Parcalabescu and Frank, 2024), leading to hal-
lucinations, particularly in reasoning tasks (Ghosh
et al., 2024). To address this growing challenge,
several recent methods have proposed solutions
such as contrastive decoding (Leng et al., 2024;
Zhu et al., 2024) and visual description ground-
ing decoding (Ghosh et al., 2024). However, these
approaches directly manipulate the output logits,
which introduces instability during generation and
lacks a thorough analysis of the model’s internal
mechanisms. In contrast, our approach intervenes
directly within the model, providing a more inter-
pretable and effective way to address the internal
factors driving language bias in LVLMs while com-
plementing existing methods.

6 Conclusion

This work investigates the connection between hal-
lucination in LVLMs and the multi-head attention
mechanism. We introduce the VHD metric, which
quantifies the sensitivity of attention head outputs
to visual context, revealing that language bias can
contribute to hallucinations in LVLMs. Building
on these findings, we propose VHR, a training-
free approach that strengthens the role of vision-
aware attention heads to mitigate hallucinations.
Extensive experiments demonstrate that VHR out-
performs existing methods, significantly improving
the alignment of LVLMs with visual information.

Limitations

Our analysis and mitigation strategy primarily fo-
cus on the multi-head attention mechanism of
LVLMs. While this is a critical component influ-
encing hallucinations, there may be other architec-
tural factors—such as those in the vision encoder
and the FFN module in the LLMs—that contribute
to hallucinations but were not directly addressed
in this study. Future work could focus on more
comprehensive interventions that span the entire
model, going beyond attention head manipulation.
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A A Case Study of Language Bias

Figure 8 illustrates an example that reflects lan-
guage bias in LVLMs. We first prompted the model
to describe the image, resulting in a complete de-
scription. We observed that the latter part of this de-
scription contained hallucinated content. To inves-
tigate the role of language bias in this case, we re-
moved the image input and re-prompted the model
using only the original text prompt and the non-
hallucinated part of the initial response. This al-
lowed us to observe how the model would continue
the text based solely on its internal knowledge. We
found that the continuation closely resembled the
previously hallucinated content, suggesting it was
generated based on internal language priors rather
than visual evidence. This example clearly demon-
strates the connection between language bias and
hallucination in LVLMs.

In the lower part of Figure 8, we visualize the T-
VHD scores for each word in the generated descrip-
tion. The word color intensity reflects the T-VHD
scores, with darker shades indicating higher sensi-
tivity to visual input. The results show that words
within fixed phrases (e.g., surrounded by, on the
right/left side) generally have lower T-VHD scores,
suggesting stronger reliance on language priors. In
contrast, object terms (e.g. wooden dining table,
vase, red roses) typically exhibit higher T-VHD
scores upon first mention, indicating greater depen-
dence on visual context. Notably, among all object
terms, hallucinated items (e.g., cup, bowl, chair)
tend to have lower T-VHD scores, highlighting
reduced visual grounding. This example demon-
strates how the proposed T-VHD metric effectively
captures the model’s reliance on visual information
versus language priors at the token level.

B Attention Output Reorientation

Proposition 1 Consider a layer l within an LVLM,
and let h be the index of the attention head to be re-
inforced. Let Z̃l be the input to the FFN module ob-
tained with Ãl,h = α ·Al,h (α > 1), Zl be the orig-
inal input obtained with Al,h, Zl,h be the pseudo-
input obtained with only the Al,h component. Then
it holds that cos(Z̃l, Zl,h) > cos(Zl, Zl,h).

The image features a wooden dining 
table with a vase filled with red 
roses placed in the center. The vase 
is white, and the roses are arranged 
in a bouquet. The table is surrounded 
by various items, including a bottle 
on the left side, 

a cup on the right side, and a bowl located near the center of the table.
Additionally, there is a chair positioned on the left side of the table.

a cup on the right side, and a bowl near the top center. These objects 
create a cozy and inviting ambiance around the dining table, making it 
an inviting and pleasant scene.

Please describe this 
image in detail. 

Generating...

Language bias

T-VHD Scores

Figure 8: An example indicating the connection be-
tween hallucination in LVLMs and language bias. The
proposed T-VHD metric reflects the model’s reliance on
visual content versus language priors at the token level.

Proof. By partitioning the projection matrix WO
l ,

we can further express the output of MHA as the
sum of the contributions from each attention head:

MHAl(Xl)

= [Al,1(Xl,1), · · · , Al,nh
(Xl,nh

)]WO
l

= Al,1(Xl,1)W
O
l,1 + · · ·+Al,nh

(Xl,nh
)WO

l,h.
(10)

To simplify the notation , we define x and y as
follows:

x = X̂l + MHAl(Xl),

y = Al,h(Xl,h)W
O
l,h.

(11)

We then substitute x and y for the variables in
Equation 8 to derive Zl, Z̃l, Zl,h:

Zl = ĝt
x

∥x∥ ,

Z̃l = ĝt
x+ (α− 1)y

∥x+ (α− 1)y∥ ,

Zl,h = ĝt
y

∥y∥ .

(12)

Lastly, we prove that cos(Z̃l, Zl,h) is greater than
cos(Zl, Zl,h):
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cos(Z̃l, Zl,h)− cos(Zl, Zl,h)

=
⟨x+ (α− 1)y,y⟩
∥x+ (α− 1)y∥∥y∥ − ⟨x,y⟩

∥x∥∥y∥

=
⟨x+ (α− 1)y, (α− 1)y⟩
∥x+ (α− 1)y∥∥(α− 1)y∥ − ⟨x, (α− 1)y⟩

∥x∥∥(α− 1)y∥

=
⟨x, ŷ⟩+ ∥ŷ∥2
∥x+ ŷ∥∥ŷ∥ − ⟨x, ŷ⟩

∥x∥∥ŷ∥

>
−∥x∥+ ∥ŷ∥
∥x+ ŷ∥ + 1

=
∥x+ ŷ∥+ ∥ − ŷ∥ − ∥x∥

∥x+ ŷ∥
> 0,

(13)
which concludes the proof.

C Choice of Reinforced Layers

Since Chen et al., 2025 and Zhang et al., 2024 have
highlighted the unique role of the second layer in in-
tegrating visual information through attention map
analysis, we include this layer for VHR and further
validated its significance in mitigating hallucina-
tions. Table 5 presents the results of ablation ex-
periments conducted on this layer and the last few
layers on LLaVA-1.5. The results show that enhanc-
ing layer1 and the deeper layers both significantly
alleviate hallucinations, with the combination of
both yielding even better results. This suggests that
VHR in the shallow and deep layers alleviates hal-
lucinations through distinct mechanisms. However,
we note that applying VHR to the second layer
does not universally improve performance; in some
challenging benchmarks, its benefits diminish or
even introduce instability. Further analysis of the
layer-specific mechanisms in LVLMs remains an
important direction for future work.

D Choice of Scale Factor

Table 6 shows the results of ablation experiments
on the scale factor α in VHR. When α is set to 2
or 3, hallucinations are effectively alleviated. How-
ever, as α increases to 4, excessive intervention dis-
rupts the model’s behavior, causing anomalies in
the hallucination metric. Conversely, when α < 1,
which weakens the contribution of attention heads
sensitive to visual information, hallucinations be-
come significantly more pronounced. This further
confirms the crucial role of the attention heads iden-
tified based on the VHD scores in mitigating hallu-
cinations in LVLMs.

CHAIRS ↓ CHAIRI ↓
LLaVA-1.5 49.68 14.32
w/ VHR on layer1 40.80 12.00
w/ VHR on last 14 layers 41.96 12.56
w/ VHR on both 33.32 9.71

Table 5: Ablation study on the reinforced layers.

CHAIRS ↓ CHAIRI ↓ Len

LLaVA-1.5 49.68 14.32 83.06
w/ VHR α = 0.2 63.28 21.04 86.42
w/ VHR α = 0.5 55.80 17.32 84.47
w/ VHR α = 2 33.32 9.71 81.33
w/ VHR α = 3 27.04 8.68 88.31
w/ VHR α = 4 3.64 2.01 144.54

Table 6: Ablation study on the scale factor.

E Examples of VHD Scores

As shown in Figure 10, the first row presents the
VHD scores during the first generation step across
different samples, while the second row shows the
VHD scores for different object terms generated
within the same sample. It can be observed that
VHD scores vary across different samples and gen-
eration steps; however, significant differences be-
tween the VHD scores of the attention heads within
the model are consistently present.

F More Qualitative Results

As shown in Figure 9, we present more examples
that illustrate the effect of VHR in eliminating hal-
lucinated objects. After incorporating VHR, the de-
scriptions generated by the LVLMs faithfully align
with the content of the images, while preserving
the richness of the descriptions.

G Details on the GPT-4V Evaluation

To evaluate the performance of LVLMs on LLaVA-
Bench (In-the-Wild), we use GPT-4o as the eval-
uator. The prompt template adapted from (Gong
et al., 2024) is shown in Table 7, with an additional
metric, Naturalness, introduced to assess the flu-
ency and coherence of the generated language. For
each sample, GPT-4o is provided with the original
image, the baseline LVLM output, and the output
from the VHR-enhanced model. The evaluation fo-
cuses on three key aspects: accuracy, detailedness,
and naturalness, with particular emphasis on the
reduction of hallucinations in the VHR-enhanced
responses compared to the baseline.
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The image depicts a cozy living room with a large, 
comfortable couch situated in the center of the space. 
The room is adorned with a fireplace, which adds warmth 
and charm to the area. Above the fireplace, there is a 
ceiling fan, providing air circulation and cooling the room 
during warmer months. In addition to the main couch, 
there are two smaller couches and a chair placed around 
the room, offering ample seating options for guests. A 
television is also present in the living room, providing 
entertainment for those who spend time in the space. 
The room is well-lit, with a combination of natural light 
and artificial lighting sources, creating a welcoming 
atmosphere. 

The image depicts a cozy living room with a fireplace as 
the focal point. The room is furnished with a couch, a 
chair, and a television. The couch is positioned towards 
the right side of the room, while the chair is located 
closer to the left side. The television is placed on the 
left side of the room. The living room also features a 
dining table, which is situated in the background, near 
the right side of the room. There are two vases in the 
room, one placed on the left side and the other on the 
right side. Additionally, there are two potted plants, one 
on the left side and the other on the right side of the 
room, adding a touch of greenery to the space. 

Please describe this image 
in detail.

The image captures a beautiful sunset over a beach, with 
two people walking along the water's edge. Both 
individuals are holding surfboards, likely preparing for a 
surfing session. The surfboards are positioned 
horizontally, with one person's surfboard on the left side 
and the other person's surfboard on the right side. In 
the background, there are several buildings, including a 
tall one on the left side and another one on the right 
side. The combination of the sunset, the beach, and the 
surfboards creates a serene and picturesque scene. 

The image captures a beautiful beach scene with two 
people walking along the shoreline. Both individuals are 
carrying surfboards, likely preparing to enjoy a day of 
surfing. The surfboards are visible in their hands, and 
the people are positioned close to the water. In the 
background, there are several cars parked near the 
beach, indicating that this is a popular spot for visitors. 
The cars are scattered around the area, with some 
closer to the water and others further back. 

Please describe this image 
in detail.

The image features a red and gray train traveling down 
the tracks, with a large red train car positioned in the 
middle of the scene. The train is moving through a city, 
with buildings visible in the background. The train 
appears to be a DB Schenker train, which is a German rail 
company. The train is traveling on a steel track, providing 
a sense of speed and movement. 

The image features a red and yellow train traveling down 
the tracks. The train is quite large, occupying a significant 
portion of the scene. The train is passing under a bridge, 
which can be seen in the background. There are several 
people visible in the image, likely passengers or 
bystanders, scattered around the train and the 
surrounding area. Some of them are closer to the train, 
while others are further away, possibly waiting for the 
train to come to a stop. 

Please describe this image 
in detail.

Figure 9: More examples of VHR eliminating the hallucinated content.

Figure 10: More examples of the VHD scores during different generation steps of different samples.
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GPT-4V Prompt
You are required to score the performance of two AI assistants in describing a given image. You should pay
extra attention to the hallucination, which refers to the part of descriptions that are inconsistent with the image
content, such as claiming the existence of something not present in the image or describing incorrectly in terms
of the counts, positions, or colors of objects in the image. Please rate the responses of the assistants on a scale of
1 to 10, where a higher score indicates better performance, according to the following criteria:
1: Accuracy: whether the response is accurate with respect to the image content. Responses with fewer
hallucinations should be given higher scores.
2: Detailedness: whether the response is rich in necessary details. Note that hallucinated descriptions should
not count as necessary details.
3: Naturalness: assess the language quality, focusing on: fluency of sentence structure, appropriateness of word
choice, smoothness of language flow, absence of awkward or unnatural phrasing.
Please output the scores for each criterion, containing only two values indicating the scores for Assistant 1 and
2, respectively. The two scores are separated by a space. Following the scores, please provide an explanation of
your evaluation, avoiding any potential bias and ensuring that the order in which the responses were presented
does not affect your judgment.
[Assistant 1]
{}
[End of Assistant 1]

[Assistant 2]
{}
[End of Assistant 2]

Output format:
Accuracy:
Reason:
Detailedness:
Reason:
Naturalness:
Reason:

Table 7: The prompt used for GPT-4V evaluation.
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