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Abstract

Large Language Models (LLMs) have sig-
nificantly advanced the fact-checking studies.
However, existing automated fact-checking
evaluation methods rely on static datasets and
classification metrics, which fail to automati-
cally evaluate the justification production and
uncover the nuanced limitations of LLMs in
fact-checking. In this work, we introduce FACT-
AUDIT, an agent-driven framework that adap-
tively and dynamically assesses LLMs’ fact-
checking capabilities. Leveraging importance
sampling principles and multi-agent collabora-
tion, FACT-AUDIT generates adaptive and scal-
able datasets, performs iterative model-centric
evaluations, and updates assessments based on
model-specific responses. By incorporating jus-
tification production alongside verdict predic-
tion, this framework provides a comprehensive
and evolving audit of LLMs’ factual reason-
ing capabilities, to investigate their trustworthi-
ness. Extensive experiments demonstrate that
FACT-AUDIT effectively differentiates among
state-of-the-art LLMs, providing valuable in-
sights into model strengths and limitations in
model-centric fact-checking analysis.

1 Introduction

Large language models (LLMs) have transformed
natural language processing (NLP), significantly
enhancing performance in various tasks (Touvron
et al., 2023a; OpenAl, 2023). Particularly, pre-
vious literature (Petroni et al., 2019; Jiang et al.,
2020b) has shown that LLMs store factual knowl-
edge and function as knowledge bases, which aids
in fact-checking (Pan et al., 2023). However, LLMs
still struggle with identifying factual errors and
are prone to reasoning mistakes (Lin et al., 2022b;
Bubeck et al., 2023). Errors in stored knowledge
or deficiencies in fact reasoning capabilities may
limit their credibility in fact-checking, impacting
their utility (Elazar et al., 2021; Cao et al., 2021).
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Figure 1: The pipelines of the existing solution and the
proposed FACT-AUDIT in fact-checking evaluation.

Therefore, systematically revealing the boundaries
of the fact-checking capacities in LLMs is essential
to enhancing the trustworthiness of LLMs.

Auditing the fact-checking capacities of LLMs is
challenging due to the complex and open-ended na-
ture of real-world applications like complex claims,
fake news, or rumors on social media. As illus-
trated in Figure 1(a), existing studies typically de-
sign intricate manual fact examinations to anno-
tate check-worthy natural language scenarios (Yang
et al., 2024b; Hu et al., 2024a; Wang et al., 2024).
There are several limitations to such fact-checking
evaluation methods: 1) The labor-intensive pro-
cess restricts the scope of test scenarios, making
it costly to scale. 2) All the static datasets for the
fact-checking evaluation (Chen and Shu, 2024;
Hu et al., 2024b) face risks like test data leakage
and leaderboard swamping, failing to timely and
adaptively reveal potential limitations of LLMs for
understanding factuality. 3) Their problem settings
often oversimplify the evaluation to a classification
paradigm that focuses on accuracy, which may not
adequately capture the other critical capabilities
of fact-checking models, like justification produc-
tion (Eldifrawi et al., 2024) for verdict prediction
in the fact-checking process (Guo et al., 2022).

In response to these challenges, we introduce
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a novel evaluation framework for systematically
auditing the fact-checking capabilities of LLMs,
called FACT-AUDIT. As illustrated in Figure 1(b),
the core design philosophy of FACT-AUDIT cen-
ters on automating adaptive LLM auditing with
two key features: (1) dynamically updated fact-
checking test data and (2) in-depth evaluation of
model-generated justifications. Theoretically, the
creation of fact-checking test data can be framed
as a Monte Carlo sampling process (Metropolis
et al., 1953), where test cases are sampled from
an oracle knowledge space. However, the inher-
ent inefficiency of traditional Monte Carlo sam-
pling limits its ability to generate comprehensive,
scalable datasets for robustly assessing LLM fact-
checking capabilities. To this end, we propose an
importance sampling-based approach (Kahn and
Marshall, 1953), which adaptively targets diverse
weaknesses in LLM fact-checking by leveraging
insights from the model-generated justifications.

In this work, FACT-AUDIT employs a multi-
agent framework that leverages the exceptional ca-
pabilities of LLM-powered autonomous agents in
experiential learning and complex reasoning (Park
et al., 2023; Shen et al., 2023). Specifically, 1)
FACT-AUDIT first establishes a detailed taxonomy
to categorize different fact-checking scenarios, and
then samples the prototype test data, with its quality
validated through a tool-using module. 2) For each
fact-checking test scenario, FACT-AUDIT evaluates
the target LLM on both fact verification and jus-
tification production, by using the prototype test
data as well as an iterative probing process to gen-
erate more diverse and unseen test cases under the
scenario via importance sampling. 3) Upon com-
pleting evaluations for all the test scenarios in the
taxonomy, FACT-AUDIT updates the test scenar-
ios based on the model’s performance, enabling
the auditing process to adaptively identify new and
critical deficiencies in the LLM’s fact-checking ca-
pabilities. This updated taxonomy is then used to
repeat the auditing process for creating a dynamic
and model-centric evaluation loop in fact-checking.

Our contributions are summarized as follows:

* We introduce a novel and adaptive fact-checking
evaluation framework, FACT-AUDIT, that utilizes
multi-agent collaboration to dynamically unveil
the limitations of the LLM’s fact-checking capa-
bilities under diverse test scenarios.!

!The source code is released via https://github.com/
DaniellLin97/FACT-AUDIT.

* FACT-AUDIT addresses the restrictions of static
fact-checking datasets by dynamically updating
test scenarios and iteratively probing challenging
cases. This framework ensures adaptability to
real-world fact-checking complexity while main-
taining diversity and scalability in LLM auditing.

* FACT-AUDIT goes beyond traditional accuracy-
based automatic evaluations by integrating justi-
fication production with verdict prediction.

* We conduct extensive experiments on 13 state-
of-the-art LLLMs and detailed analyses of fact-
checking performance, to provide insight into
model strengths and areas for improvement.

2 Preliminary

In the context of assessing the fact-checking capac-
ity in LLMs, we denote key components as follows:

Definition 2.1: Paradigm Definition

1. Oracle Knowledge Distribution: p(x)
The true distribution of factual knowledge.

2. Fact-Checking Limits of LLM «: F, ()
The function characterizing the LLM’s understand-
ing limits of a given fact-checking test case x.

We formulate the automated auditing of the LLM
a’s fact-checking capabilities as a Monte Carlo
sampling process (Metropolis and Ulam, 1949),
i.e., continuously sampling test cases x by humans
from the oracle distribution p(z) in the real world,
and calculate its corresponding limits F, (x):

By [Falo)] = [p@) (@)
However, beyond the well-known inefficiency of
Monte Carlo sampling with a convergence rate of
O(1/v/N), the long-tail knowledge distribution
further exacerbates the inefficiency of sampling
from p(x) for constructing fact-checking datasets.

Inspired by the classic Importance Sampling
(Kahn and Marshall, 1953) method, which lever-
ages a proposal distribution ¢(x) to improve effi-
ciency by allocating more densities to the regions
where F,(x) is more likely to have higher val-
ues, we aim to adopt this concept for adaptively
and efficiently sampling test data according to the
fact-checking limits of the LLM. In the strategy of
Importance Sampling, the process is adjusted as:

= T T p(x) x
Ep(ay [Fu()] = / (o) Fol0) 40
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for the discrepancy between the proposal distri-
bution ¢(z) and oracle distribution p(x) to ensure
an unbiased estimate. Besides, the efficiency of im-
portance sampling critically depends on choosing
q(z) x p(x)Fu(x) as closely as possible. There-
fore, our method is to find a well-designed ¢(x) that
minimizes the variance of the objective p(z)F, (),
thereby improving the reliability of the estimation.

3 FACT-AUDIT

3.1 Problem Definition

Given a source claim (SC), fact checking aims to
predict the factuality and provide convincing jus-
tifications, to evaluate the claim as Factual, Non-
Factual, or Not Enough Information, based on a
knowledge source as auxiliary information (AZ).
Our objective is to develop a multi-agent evaluation
framework, for modeling a new distribution ¢(z)
that tends to reveal fact-checking limitations, thus
replacing the inefficient evaluation methods reliant
on the sampling distribution of p(z). Considering
the difficulty of directly obtaining the optimal g(x),
we design an adaptive framework to iteratively con-
verge to the desired distribution ¢(x), automatically
and dynamically evaluating the target LLM a’s
capabilities across diverse fact-checking domains
(e.g., complex claims, fake news, and rumors).

Following the definition in §2, our framework is
formulated with three main stages:

Definition 3.1: Framework Formulation

1. Prototype Emulation: = ~ g(z|6;)
Generate fact-checking test data for LLM auditing.

2. Fact Verification: E,, [}'a () qé"z(rg)‘)]

Test the target LLM with the specific fact-checking
questions x to verify fact and produce justification.

3. Adaptive Updating: m(0;|©;_1, M)
Explore more diverse and challenging test data.

As presented in Algorithm 1, FACT-AUDIT main-
tains a taxonomy of fact-checking scenarios © dur-
ing iterations, where O is initialized to be the foun-
dational test scenarios that Eg . pe,)[q(|00)] =
p(x). During the loop, ©; will be updated to fo-
cus on the specific fact-checking scenarios that the
target LLM « is likely to underperform. To au-
dit the weaknesses of LLMs in fact checking, our
process mainly involves three stages: 1) Gener-
ate the dynamic and check-worthy source claim
dataset X (§3.2); 2) Query the target LLM for ve-
racity prediction and justification production (§3.3);

Algorithm 1 FACT-AUDIT Algorithm

1: Initialize fact-checking test scenarios ©g
and a memory pool M = ¢

2: fori:=0tondo
3 X=¢
4 Stage 1: Prototype Emulation
5: while |X| < k do
6: Appraiser:  0; ~ P(0;)
7: Ingquirer:  x ~ q(z|0;)
8 if x satisfies Quality Inspector then
9: X :=XU{z}
10: end if
11: end while
12: Stage 2: Fact Verification with Justification
X
13: M :=F, (X)%
14: for j == 0tomdo
15: Prober:  x ~ p(M)
16: M= MU {Falw) 255
17: end for
18: Stage 3: Adaptive Updating
192 ®i+1 ~ 7T(97;+1|®2’,M)
20: end for
21: Return M

3) Scrutinize the limitations of the target LLM in
fact-checking adaptively based on specific model-
generated justifications (§3.4). An overview of our
FACT-AUDIT framework is shown in Figure 2.

3.2 Prototype Emulation

The Stage 1 of Algorithm 1 is Prototype Emula-
tion, which involves generating prototype test data
for assessing the LLM’s fact-checking capabilities.
This stage is accomplished by three agents: 1) an
Appraiser agent to develop the taxonomy of fact-
checking scenarios for evaluation, 2) an Inquirer
agent to generate prototype test data according to
the taxonomy, and 3) a Quality Inspector agent to
ensure the quality of the prototype test data.

Appraiser Given the fact-checking objects, the
Appraiser agent first generates the detailed taxon-
omy 6; ~ P(0;), which includes k fact-checking
scenarios {0; } towards the specific fact-checking
objects. As shown in Figure 3, the Appraiser ini-
tializes the taxonomy O from the three classic
fact-checking objects: complex claims (Jiang et al.,
2020a; Aly et al., 2021), fake news (Hu et al.,
2024a; Wang et al., 2024), and social rumors (Ma
et al., 2015, 2017), drawing inspiration from pre-
vious literature (Hu et al., 2024b; Waldrop, 2017;
Allport, 1947). Note that in the subsequent phase,
Appraiser would excavate new fact-checking test
scenarios to update the initial taxonomy by exam-
ining the intermediate evaluation feedback.

Inquirer According to each fact-checking sce-
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Test Mode: [Evidence]

Key Point: Determine the factuality of the claim that a newly approved drug can cure diabetes based on mixed regulation data. &

Source Claim: The FDA has recently approved a new medication that claims to cure diabetes, marking a significant breakthrough in diabetes treatment.
Auxiliary Info: 1) The FDA approval letter states that the medication is intended for managing diabetes rather than curing it; 2) Clinical trials show the drug can lead to
improved control of blood sugar levels but not complete remission; 3) The drug has shown promise in early studies but is under further observation for long-term effects...
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Figure 2: An overview of FACT-AUDIT, to adaptively unveil the limitations of fact-checking in LLMs.
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Figure 3: The taxonomy of fact-checking scenarios.

nario 6;, the Inquirer agent generates the prototype
test data: x ~ ¢;(x) = q(x|0;), where ¢;(x) is the
proposal distribution of importance sampling. As
depicted in Figure 2, a prototype data sample z
encompasses the following four components:

* Key Point (JCP): the specific task instruction for
the test case.

e Source Claim (SC): the claim to be verified.

* Auxiliary Information (AZ): the external knowl-
edge source as the evidences for fact verification.

¢ Test Mode (T M): the problem setting of the fact-
checking task. Specifically, we consider three
widely-studied settings, depending on the type
of AZ. 1) [claim]: The target LLM verifies SC
without access to external knowledge sources
(i.e., AT remains empty), relying solely on the
knowledge stored in its parameters. This setting
is widely explored in studies utilizing LLMs for
fact-checking (Lee et al., 2021). 2) [evidence]:
AZ is the set of gold evidence from Wiki knowl-
edge that can support or refute the source claim.
This setting is also called claim verification (Ma
et al., 2019). 3) [wisdom of crowds]: AZ is
simulated as the conversation thread on social
media towards the source claim. This setting is
usually used to verify fake news or rumors by col-
lecting the user interaction as the fact-indicative
signal (Shu et al., 2019; Lin et al., 2021).

Quality Inspector Multiple levels of measures
are implemented to guarantee the reliability of the
fact-checking questions. To check against the gen-
erator role like the Inquirer, we further employ a
Quality Inspector agent as the judge role to ensure
the diversity of the fact-checking topics and the
quality of AZ. Especially, in the setting of [claim],
AT is checked to be empty. In the setting of [evi-
dence], the Quality Inspector would first integrate
external tools to coarsely validate whether the evi-
dence set is more likely from Wiki knowledge via
Wikipedia web API, then leverage the rich knowl-
edge embedded in the dominant LLM to finely
scrutinize the pieces of evidence. In the setting of
[wisdom of crowds], the Quality Inspector would
make sure that the simulated user comments to-
wards the source claim should be valuable enough
as the wisdom of crowds for fact verification.

3.3 Fact Verification with Justification

After obtaining the prototype set of fact-checking
test data, we evaluate target LLMs automatically on
both fact verification and justification production.

Evaluator The Evaluator agent scores the target
LLM’s predicted verdict and generated justifica-
tion via LLLM-as-a-Judge (Zheng et al., 2023), i.e.,
Fo(z). In this way, we can assess the fact-checking
limits of the target LLM under the hypothesized
oracle distribution, i.e., the objective p(x)F, ().
Specifically, given a specific test case z, the tar-
get LLM « generates its response r consisting of
predicted verdict and derived justification. Then
the output of the Evaluator agent includes an in-
teger rating grade s € [1,10] N Z and a natural
language assessment comment c. As a higher score
s indicates stronger capabilities, the correspond-
ing fact-checking limitations can be denoted as
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Fa(z) o< 1/s. As illustrated in Figure 2, we
formally define a FACT-AUDIT’S memory pool
as M = {x,r,s,c}, which stores the test cases
along with their evaluation results. The Evaluator
is additionally instructed to distinguish the poorly-
performing test cases {x|s < €} based on a prede-
fined threshold e. Note that an invalid justification
could still get a relatively low grade even if the
predicted verdict is correct for fact verification.

Prober While collaboration among the four
agent roles (i.e., Appraiser, Inquirer, Quality In-
spector, and Evaluator) ensures comprehensive fact-
checking coverage and model-specific tailoring of
our framework, a key challenge lies in effectively
identifying areas where the target model underper-
forms. Although fact-checking prototype test cases
provide an intuitive yet superficial assessment of
the target LLM’s fact-checking capabilities, we ar-
gue that they are insufficient to fully reveal the
fact-checking limitations and knowledge bound-
aries due to the inherent constraints of fixed seeds.
To craft more diverse and unseen test data about
each test scenario, we propose iteratively probing
for a more comprehensive fact-checking evaluation.
Specifically, given the memory pool M for the cur-
rent test scenario, the Prober p generates new test
data by learning from the model behaviors of the
past auditing records stored in M as the environ-
mental feedback, z ~ p(M). Then the Evaluator
agent assesses the target LLM on the new test data,
and the results are subsequently added to the mem-
ory pool. Through this iterative probing process,
we can effectively identify test data with poor per-
formance under each fact-checking test scenario,
pinpointing comprehensive insights into the target
LLM at the adaptive and different test scenarios.

3.4 Adaptive Updating

After going through all the existing test scenar-
ios in the fact-checking taxonomy, the Appraiser
appeals to new valuable test scenarios, by conduct-
ing a critical analysis of instances where the tar-
get LLM underperformed in each fact-checking
scenario, as indicated by low rating grades in the
memory pool M, to unveil potential fact-checking
limitations. Theoretically, the transition probability
(0,410, M) is estimated, where 0,1 is more
likely to contain the new test scenario beyond the
fact-checking capacities of the target LLM. This
insight prompts the Appraiser to adaptively refine
the taxonomy, ensuring our framework remains

relevant and effective in identifying new deficien-
cies. The cyclical interaction among the Appraiser,
Inquirer, and Evaluator establishes a continuous
improvement loop, making our auditing framework
both comprehensive and responsive to the evolving
fact-checking capabilities of different target LLMs.

Finally, after the adaptive updating, the expec-
tation of F,(z) in Equation (2) for importance
sampling can be computed approximately as:
Eq@) {fa (m)%} < Eqo) [Fa(2)]

1 1
T > -

seM

3

where the distributions ¢(x) and p(z) are in-
tractable in practice. Therefore, since the whole
process can only perform limited sampling within
the high-probability region (p(x)/q(z) < 1) of
q(x), we compute an upper bound of the target
LLM’s limitations to effectively reflect its utility.
Overall, this framework enables the adaptive
sampling of more targeted and representative fact-
checking data, facilitating a comprehensive evalua-
tion of the target LLM’s fact-checking capabilities.

4 Experiments and Results

4.1 Experimental Setup

Data Different from existing static data work, the
data within the FACT-AUDIT agentic framework
is dynamically updated to alleviate sampling bias
and fairness issues from a fresh perspective. We
consider common fact-checking objects such as
complex claims, fake news, and social rumors, sim-
ulating a diverse real-world data environment.

Metric To audit the fact-checking capacities of
LLMs, we introduce three automatic evaluation
metrics for quantitative analysis: Insight Mastery
Rate (IMR), Justification Flaw Rate (JFR), and
Grade. Specifically, IMR represents the proportion
of low-scoring fact-checking responses relative to
the total number of questions, where a Grade of
three or below (on a ten-point scale) indicates er-
rors in the target LLM’s response, as the Evaluator
agent was additionally instructed not to assign a
grade higher than three if the target LLM underper-
formed in either the verdict prediction or justifica-
tion production stages. JFR denotes the percentage
of cases where the target LLM conducted correct
verdict predictions yet had poor justification, based
on the conditions set by IMR. Grade is assigned
by the FACT-AUDIT framework with employing
the scoring prompt inspired by Zheng et al. (2023).
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Model (Target LLM) ‘ Complex Claim Fake News Social Rumor ‘ Overall
| IMR| JFR| Gradet IMR| JFR| Gradet IMR| JFR| Grade! |IMR| JFR| Gradet

¥ Mistral-7B 60.21 2562 398 4750 1958 487 59.05 3952 397 |5479 2334 434
09 Llama2-7B 46.67 1979 485 3273 18.18 554 6286 2667 3.89 | 4549 20.68 4.88
09 Llama2-13B 65.67 21.66 3.71 5533 16.67 442  48.10 2048 478 | 57.28 19.50  4.25
09 Llama3-8B 3979 1209 519 3375 1728 551 4625 19.18 483 | 3867 1560 5.25
09 Llama3.1-8B 5583 2146 436 3639 1278 560 4762 1286 500 |47.52 1677 491
00 Llama3.1-70B 41.56 1422 534 2500 1188 642 3833 1000 555 | 3410 1238 5.83
¥ Qwen2.5-7B 3897 974 538 2154 820 658 36.67 542 568 |31.76 8.14 591
7 Qwen2.5-72B 22.08 541 662 1042 146 7.67 1500 375 728 |1600 350 @ 7.17
@ GLM4-9B 5273 1636 476  51.67 1400 493 5000 1524 500 |51.67 1524 4.88
G Gemma2-9B 41.67 2800 484 3548 2811 513  44.07 2331 474 | 3970 2678 494
G Gemini-Pro 3021 1187 598 1939 576 659 3286 572 578 |2725 862 614
A Claude3.5-Sonnet | 32.71 937  6.16 1500 233 741 1857 333 731 |2434 596  6.78
® GPT-4o0 1405 434 678 1056 493 726 1048 141  7.62 | 1202 355 721

Table 1: The fact-checking performance of different LLMs audited by FACT-AUDIT. Metrics include IMR (%), JFR
(%), and Grade, where IMR indicates the insight mastery rate of fact-checking limitations, JFR means the flaw rate
of the justifications provided by LLMs. The best and second performances are in bold and underlined, respectively.

Overall, IMR is the dominant evaluation metric.

Target LLMs To provide a comprehensive LLM
auditing, we select 13 representative models as
the target LLMs to perform zero-shot inference
in FACT-AUDIT. We adopt ten open-source mod-
els: Mistral (7B) (Jiang et al., 2023), Llama2 (7B,
13B) (Touvron et al., 2023b), Llama3 (8B) (Dubey
et al., 2024), Llama3.1 (8B, 70B), Qwen2.5 (7B,
72B) (Yang et al., 2024a), GLM4 (9B) (GLM et al.,
2024), Gemma2 (9B) (Team et al., 2024); and
three proprietary models: Gemini-Pro (Team et al.,
2023), Claude3.5-Sonnet, GPT-40, as our target
LLMs. To ensure results are reproducible, the tem-
perature is set as 0 without any sampling mecha-
nism. More implementation details and baseline
descriptions are provided in Appendix §A - §C.

4.2 Main Results

Table 1 presents the auditing results of various
LLMs in FACT-AUDIT, offering a new perspective
on fact-checking by incorporating automatic jus-
tification production evaluation alongside verdict
prediction. Key observations include:

e GPT-40, Qwen2.5-72B, Claude3.5-Sonnet, and
Gemini-Pro form the leading tier. Note that GPT-
40, Claude3.5-Sonnet, and Gemini-Pro are pro-
prietary closed-source models, while Qwen2.5-
72B is an open-source model that demonstrates
comparable performance in fact-checking evalu-
ation. Besides, GPT-40 achieves the best perfor-
mance 12.02% on the dominant metric, IMR.

* The LLaMA series exhibits relatively poorer per-
formance, spanning the second and third tiers.
Llama3-8B and Llama3.1-70B belong to the sec-
ond tier, alongside Qwen2.5-7B and Gemma2-

9B, while other LLaMA models fall into the third
tier, showing greater fact-checking limitations on
both IMR and Grade performance.

* The auxiliary metric JFR of the strong LLM GPT-
40 is not the best among all target LLMs, as most
low-scoring cases are more likely to be poor jus-
tifications when a model excels in factual ver-
dict prediction. This implies FACT-AUDIT could
elicit the fact-checking limitation of individual
target LLMs in accordance with their aptitude.

* LLMs perform relatively well on fake news but
struggle with complex claims. This discrepancy
may stem from the advanced reasoning capabil-
ities required for complex claims compared to
the more factually explicit nature of fake news.
The fluctuating performance on social rumors
is primarily attributed to their contextual depen-
dence and linguistic complexity, which increase
the difficulty of fact-checking for target LLMs.

Overall, the automatic model-centric evaluation,

considering justifications beyond verdicts, aligned

with intuitive expectations of LLM capabilities and
introduced additional fresh dimensions for auditing
fact-checking performance and limitations.

4.3 Analysis of Reliability

To verify the robustness and fairness of the LLM-
generated prototypes, we further conducted the
ablative study by adding a setting based on the
human-generated prototype seed questions. Specif-
ically, we sampled the same amount of prototypes
from the Pinocchio dataset (Hu et al., 2024b) as the
fixed seed data in FACT-AUDIT. As shown in Ta-
ble 2, it can be observed that the performance of the
‘LLM-Generated’ setting is comparable to that of
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‘ LLM-Generated
‘IMR% JFRy, Grade IMRy, JFRy Grade

Llama3.1-8B | 55.24 2146 434 5583 2121 436
Qwen2.5-7B | 3897 9.74 538 39.62 993 525
GPT-40 1405 434 678 1424 5.02 6.59

Human-Generated
Prototype

Table 2: The comparison of LLM performance based
on LLM-generated and human-generated prototypes.

Target LLM | Test Mode | IMRy, JFRy, Grade
[claim] 68.80 22.87 3.56
Llama3.1-8B [evidence] 38.16 13.33 5.50
[wisdom of crowds] | 45.29 16.08 4.96
[claim] 48.86 12.76  4.74
Qwen2.5-7B [evidence] 20.83 7.31 6.45
[wisdom of crowds] | 39.58 7.40 5.43
[claim] 23.05 16.67 6.11
GPT-40 [evidence] 10.61 877  17.00
[wisdom of crowds] | 15.40 8.51 6.67

Table 3: The fact-checking performance of three repre-
sentative LLMs under three fixed test modes.

the ‘Human-Generated’ setting, which highlights
the fairness of the LLM auditing in FACT-AUDIT.
We further provided comprehensive human subject
studies for quality assurance in Appendix §D - §E.

4.4 Performance by Test Modes

To thoroughly examine the impact of different test
modes on model performance, we evaluate three
representative LLMs (Llama3.1-8B, Qwen2.5-7B,
and GPT-40) in the context of fact-checking. As
shown in Table 3, we can observe that: 1) [claim]
mode is the most challenging for LLMs, as they
must rely solely on their parametric knowledge to
verify factuality in a closed-book setting. 2) [evi-
dence] mode is the easiest, as all evidence provided
is factual and facilitates reasoning, even when con-
flicting viewpoints are present. 3) [wisdom of
crowds] mode falls in the middle. Unlike [claim]
mode, it does not depend entirely on the LLM’s
internal knowledge, and unlike [evidence] mode, it
does not explicitly provide guiding signals. Instead,
the model must extract valuable insights from the
simulated conversation thread to reason effectively.
More detailed results are shown in Appendix §F.

4.5 Challenging Test Scenarios

As shown in Figure 4, we conduct an analysis
to discuss the challenging test scenarios in FACT-
AUDIT, by taking the /MR performance of the well-
performed open-source LLM Qwen2.5-72B as an
example. We can see that: (1) “Multi-Step Reason-
ing” (MSR) and “Aggregated Statistical Reason-
ing” (ASR), (2) News content with “Mismatched

Complex Claim
0.4 Fake News
Social Rumor
Average

0.3

0.2

0.1

0.0

MSR ASR CC_avg MHC MPC FN_avg WR DR SR_avg

Figure 4: IMR of two most challenging test scenarios in
each fact-checking object, with the averaged IMR.

0.55
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0.45
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=e— Overall
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Figure 5: The effect of different iterations in scaling.

Headline or Caption” (MHC) and “ManiPulated
Content” (MPC), and (3) “Wishing Rumor” (WR)
and “Dreading Rumor” (DR), are the two most
challenging scenarios for Complex Claim, Fake
News, and Social Rumor, respectively. Besides,
although the Fake News averaged (FN_avg) IMR is
lower than the Complex Claim averaged (CC_avg)
and Social Rumor averaged (SR_avg), the detailed
MHC scenario of Fake News is the most difficult
than those scenarios of Complex Claim and Social
Rumor. We additionally provided more discussion
about fact-checking topics in Appendix §G - §H.

4.6 Iterative Probing

We analyze the effect of multi-turn iterative prob-
ing in FACT-AUDIT by examining the /MR per-
formance across different iterations, as illustrated
in Figure 5. The results show that the /MR met-
ric decreases as the number of iterations increases,
eventually converging. As the test data expands,
the model’s performance is more comprehensively
evaluated, allowing the identification of truly prob-
lematic cases that represent the model’s inherent
weaknesses. This approach enables a deeper explo-
ration of less obvious model limitations while rein-
forcing the flexibility of our evaluation framework
to scale seamlessly with the size of the assessment.
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rKey Point: Evaluate the credibility of the claim about the annual growth rate of bamboo. Test Mode: [Evidence] @
Source Claim: Bamboo can grow up to 35 inches in a single day, making it one of the fastest-growing plants on Earth.

Auxiliary Info: 1) According to Wikipedia, certain species of bamboo are indeed capable of growing up to 91 cm (36 inches) in a day under ideal conditions, making it
one of the fastest-growing plants in the world; 2) The Guinness World Records also recognizes bamboo as the fastest-growing plant, with some species growing up to
91 cm (36 inches) in 24 hours; 3) However, the University of Florida's IFAS Extension mentions that such rapid growth occurs only in specific tropical climates and
under very specific conditions, which limits the general applicability of the claim; 4) The Missouri Botanical Garden confirms that while bamboo can indeed grow
rapidly, the average growth rate for most species is significantly slower and highly dependent on environmental factors.

GPT-40 Response:

Verdict: Factual. Justification: The provided information from various sources like Wikipedia, Guinness World Records, and corroborative details from scientific
studies confirm that certain species of bamboo can grow up to in a single day under ideal conditions. While the rapid growth may be limited to
specific tropical climates and very specific conditions, the claim that bamboo can grow up to 35 inches in a day is accurate and supported by reliable evidence. )

Figure 6: Example of cases with correct verdict prediction yet poor justification for fact-checking the claim.

4.7 Case Study

One key advantage of FACT-AUDIT is that the lim-
itations of fact-checking in LLMs where poor jus-
tification is provided for the correct verification
could be well probed. To better understand how
FACT- AUDIT proactively unveil such limitations,
we conduct a case study on the GPT-40’s response
to the test data sample, as exemplified in Figure 6.
We can observe that there is a factual error in the
provided justification. The target LLM states that
bamboo can grow “up to 35 inches (91 cm)”, which
conflicts with the unit conversion knowledge that
35 inches is equivalent to 88.9 cm. Even though
the related knowledge is provided in the auxiliary
information, the target LLM still failed to provide
precise justification for fact-checking the claim.
This reaffirms the importance of incorporating jus-
tification into automatic evaluations, enabling more
comprehensive auditing beyond merely assessing
accuracy. More cases are shown in Appendix §I.

5 Related Work

Fact-Checking Evaluation Automated fact-
checking has gained significant attention in the
NLP research community in recent years as a
means of combating misinformation and disin-
formation. Various datasets have been proposed
that enable the development and evaluation of sys-
tems for automatic fact-checking, the most popular
ones being based on human-crafted claims from
Wikipedia content (Thorne et al., 2018; Sathe et al.,
2020; Schuster et al., 2021), claims in fake news
published by a news outlet (Buntain and Golbeck,
2017; Shu et al., 2020; Nakov et al., 2022), ru-
morous claims on social media (Ma et al., 2015,
2017; Lin et al., 2022a), complex claims that re-
quire multi-step reasoning (Jiang et al., 2020a; Aly
et al., 2021), naturally occurring claims in specific
domains (Gupta and Srikumar, 2021; Wadden et al.,
2022; Lin et al., 2023), and LLM-generated mis-
information (Chen and Shu, 2024), etc. To under-
stand the factual knowledge of LLMs, Hu et al.

(2024b) curated a new fact-checking benchmark by
organizing previous representative datasets, aim-
ing to identify weaknesses in LLM fact verifica-
tion. However, besides the inevitable issue of
test set leakage, this static evaluation approach re-
lied primarily on expert-designed, specialized tasks
from existing datasets, overlooking emerging LLM-
generated content and lacking adaptability to the
complex, open-ended nature of real-world applica-
tions. Different from previous work on static ac-
curacy evaluation, leveraging the derived justifica-
tion (Atanasova et al., 2020; Guo et al., 2022) from
LLMs, our work aims to explore the dynamic audit-
ing beyond the veracity prediction, to dynamically
elicit the limitations of fact-checking in LLMs.

LLM Agent The integration of LLMs as agents
spans various domains, such as code generation
and game-playing, demonstrating their robust plan-
ning and reasoning capabilities across diverse con-
texts (Wang et al., 2023; Yao et al., 2022; Shen
et al., 2023; Mu et al., 2023; Hong et al., 2023; Liu
et al., 2023; Sun et al., 2023; Qian et al., 2023).
These advancements highlight the ability of LLMs
to handle complex tasks with minimal supervision.
In parallel, self-improvement methodologies (Chen
et al., 2022, 2023; Shinn et al., 2023; Madaan et al.,
2023) have emerged, utilizing feedback-driven pro-
cesses to iteratively enhance output quality. Build-
ing on these insights, we develop a novel agentic
framework for systematical LLM auditing in fact-
checking complex claims, fake news or rumors.

6 Conclusion and Future Work

We introduced FACT-AUDIT, an adaptive multi-
agent evaluation framework that dynamically elic-
its the fact-checking limitations of LLMs. By au-
tomatically evaluating the justification production
beyond the verdict prediction, FACT-AUDIT en-
ables scalable, model-centric LLM auditing for
fact-checking tasks. Experiments on a dozen main-
stream LLMs reveal a notable performance gap
between closed and open-source models with dif-
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ferent sizes. In future work, we plan to further
exploit the reliability of the proposed framework.

Limitations

There are multiple ways for further improvement
of this work to alleviate the following limitations:

* Firstly, despite implementing various mea-
sures, such as error-correction mechanisms
and human evaluations, to enhance the stabil-
ity and transparency of the agent controller
and reduce bias and errors, we argue that the
potential biases in fact-checking (much like
those inherent to humans ) remain unavoid-
able. Even human beings or the most ad-
vanced models have knowledge bias. In future
research, we will continue updating the evalu-
ation framework to a more robust and reliable
evaluation framework. This would constitute
another targeted area of research.

 Secondly, despite its vast knowledge reserves,
the agent controller is constrained by its lim-
ited ability to acquire and integrate new infor-
mation dynamically. This limitation hinders
its capacity to adapt to evolving knowledge
landscapes. In future work, we aim to incor-
porate advanced techniques such as Retrieval-
Augmented Generation (RAG) to enhance the
agent’s decision-making capabilities, enabling
it to access up-to-date information and provide
more accurate, context-aware responses.

e Lastly, while our multi-agent evaluation
framework adaptively and dynamically iden-
tifies specific deficiencies in target LLMs re-
lated to fact verification and justification pro-
duction, it currently lacks an effective mecha-
nism for model improvement. In future work,
we aim to integrate preference optimization
methodologies, enabling the framework not
only to audit the fact-checking capabilities
of LLMs and generate actionable insights for
performance refinement but also to provide
high-quality training data to facilitate effec-
tive model improvement.

Ethics Statement

This research involved human subject studies to
evaluate the quality and reliability of FACT-AUDIT.
The following considerations were adhered to en-
sure the protection and ethical treatment of partici-
pants: 1) Voluntary Participation: All participants

were informed about the nature of the research
and their role in it. Participation was entirely vol-
untary, with participants having the right to with-
draw at any time without any consequences. 2)
Informed Consent: Written informed consent was
obtained from all participants. This consent form
detailed the purpose of the research, the procedures
involved, potential risks, and measures taken to
safeguard participant data. 3) Data Anonymity and
Confidentiality: All data collected during the study
were anonymized. Personal identifiers were re-
moved to maintain confidentiality and data were
stored securely to prevent unauthorized access. 4)
Minimal Risk: The study involved minimal risk
to participants. The tasks performed were similar
to everyday activities, and no sensitive personal
information was requested or recorded.

Research indicates that evaluating content re-
lated to misinformation can have negative effects.
To protect our human evaluators, we establish three
guidelines: 1) ensuring their acknowledgment of
viewing potentially misleading content, 2) limiting
weekly evaluations and encouraging a lighter daily
workload, and 3) advising them to stop if they feel
overwhelmed. Finally, we regularly check in with
evaluators to ensure their well-being.

The purpose of this work is to prevent the spread
of misinformation/disinformation and to ensure
that people are not subjected to non-factual infor-
mation. Nevertheless, we are aware of the potential
for malicious users to reverse-engineer and cre-
ate misinformation guided by FACT-AUDIT. This
is strongly discouraged and condemned. Further-
more, all the fact-checking test data generated by
the agents does not contain any personal informa-
tion.
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Figure 7: Illustration of the initial taxonomy on the fact-
checking objects: Complex Claim, Fake News, Social
Rumor.

A Taxonomy

We provide the initial taxonomy in Figure 7.
The detailed taxonomy of the three fact-checking
objects draws the practice of the previous fact-
checking literature: 1) Complex Claim (Pan et al.,
2023; Hu et al., 2024b) involves assertions that re-
quire detailed analysis and support from multiple
sources and are common in scientific or academic
discussions, 2) Fake News (Waldrop, 2017) refers
to deliberately fabricated or distorted information
aimed at misleading audiences, often seen on social
media to influence public opinion or for economic
gain, and 3) Social Rumor (Allport, 1947) is a piece
of information that spreads quickly and remains to
be verified, usually through word of mouth or so-
cial media, and can lead to misunderstandings or
unnecessary panic. The choice of complex claims,
fake news, and rumors as fact-checking objects
stems from their prominent impact on public dis-
course and their prevalence in today’s information
landscape. In FACT-AUDIT, the final test scenar-
ios of each fact-checking object would be evolved
and updated according to the model-specific per-
formance. Due to the dynamic nature, we provide
the averaged statistics of the data in FACT-AUDIT
as shown in Table 4.

The taxonomy of fact-checking objects is sys-
tematically designed to address the diverse forms

of misinformation based on their intrinsic char-
acteristics, verification challenges, and real-world
impact. Specifically, the following principles are
used to guide the categorization: 1) Complexity:
The level of reasoning and factual knowledge re-
quired to validate the claim. 2) Intent and Structure:
Whether the content aims to mislead, parody, or
inform and how it is presented. 3) Propagation Dy-
namics: The nature and speed at which rumors or
misinformation spread within social contexts. The
proposed taxonomy serves as the foundation for
systematically evaluating fact-checking capacities
in LLMs. By dividing fact-checking objects into
Complex Claims, Fake News, and Social Rumors,
the framework achieves the following objectives:
1) Targeted Evaluation: Addressing the unique ver-
ification challenges posed by each category. 2)
Comprehensive Coverage: Ensuring that the taxon-
omy encompasses a wide range of misinformation
types prevalent in real-world scenarios. 3) Practical
Utility: Facilitating the generation of more targeted
and representative fact-checking datasets to evalu-
ate model performance. This taxonomy is designed
to systematically uncover fact-checking limitations
in LL.Ms by segmenting diverse fact-checking ob-
jects into detailed test scenarios. Each category re-
flects the nature, complexity, and propagation style
of the potential true or false information, enabling
a more structured and comprehensive evaluation
framework.

B Implementation Details

For all experiments, we adopt GPT-40 as the core
model for FACT-AUDIT. For importance sampling,
we formalize the probability density of each fact-
checking data as a uniform distribution, to mitigate
potential long-tail issues. Compared results (p <
0.05 under t-test) are averaged over three random
runs. The maximum number of iterations is set
to 30 for evaluations on each fact-checking test
scenario. The threshold € for the poorly-performing
test cases is set as 4.0. The cost for evaluating one
target LLM is about 25 dollars and 6 hours. All
experiments were conducted using two NVIDIA
A100 80GiB GPUs. In the following, the details of
agent implementation would be depicted.
Appraiser. For the Appraiser agent, the taxon-
omy is initialized as shown in Figure 7. We set the
temperature of the Appraiser agent as the default
setting of 1.0. To update the taxonomy, the instruc-
tion prompt is used as shown in Figure 8. If the
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Model Complex Claim Fake News Social Rumor | Overall
Mistral-7B 480 480 210 1170
Llama2-7B 480 330 210 1020
Llama2-13B 300 300 210 810
Llama3-8B 480 480 240 1200
Llama3.1-8B 480 360 210 1050
Llama3.1-70B 450 480 240 1170
Qwen2.5-7B 390 390 240 1020
Qwen2.5-72B 480 480 240 1200
GLM4-9B 330 300 210 840
Gemma2-9B 300 420 270 990
Gemini-Pro 480 330 210 1020
Claude3.5-Sonnet 480 300 210 990
GPT-40 420 360 210 990

Table 4: The averaged data statistics of the dynamically-updated auditing framework corresponding to each specific

target LLM.

rFact—checking is an important capability of LLMs, where the LLM )

should analyze textual information to identify the factuality of the source
claim. Here, the LLM must be tested to accurately assess the factuality of
the information presented within the source claim according to the claim

itself or the auxiliary information.

Here is a subtask's taxonomy as well as the averaged score on these tasks
(lower means worse performance):
{taxonomy_with_grade on_each_test scenario}

And here are some bad cases:

{bad_cases}

Based on the given information, please judge if the taxonomy is
comprehensive, if so please just output [[Stop]].

If not, please give me a new possible issue you inferred from the present
taxonomy and bad cases. Please focus on {fact-checking_object}. Ensure
the new task is text-only (no multimodal). Also give a brief explanation
of how you find the issue. Please output in a JSON format:
L{”taskfname”: ..., "explanation": ...}

v

Figure 8: Instruction for the Appraiser agent to generate
new valuable test scenarios.

Appraiser outputs the “[stop]” tokens in three times,
the adaptive updating process would be terminated.

Note that as the new subject task cannot be al-
ways added, we additionally apply a judge agent to
check the quality of the new proposed test scenario.
The prompt for judging the new test scenario is
shown in Figure 9.

Inquirer. The role of the Inquirer is to generate
the prototype fact-checking data. To ensure the
fairness, we set the temperature of the Inquirer
agent as 0.0 without any sampling mechanism. The
number of prototype seed questions for each test
scenario is set as 10. The instruction prompt is
designed as shown in Figure 10.

Quality Inspector. To ensure the quality of the
LLM-generated fact-checking data, the Quality In-
spector agent is deployed to use external tools and
inspect whether the generated data conforms to the
basic requirements. The parameter temperature is
set as 0.0 since here we do need the most reliable

rFalct-checking is an important capability of LLMs, where the LLM )

should analyze textual information to identify the factuality of the source

claim. Here, the LLM must be tested to accurately assess the factuality of
the information presented within the source claim according to the claim

itself or the auxiliary information.

Here is a subtask's taxonomy on the task " {fact-checking_object}":
{taxonomy}

Based on the given taxonomy, please judge whether the new test point "
{new_scenario}" is suitable as a subtask on the task " {fact-
checking_object}". The judge criteria are as follows:

1. The new test point should precisely cover an important and meaningful
part of the main task.

2. The new test point should be sufficiently different from the existing
test points.

3. The new test point should be text-only (no multimodal).

If the new test point "{new_scenario}" is suitable as a subtask on the task
"{fact-checking_object}", please ONLY output [[Yes]]. If not, please first
output [[No]], and then provide the reason why it's not suitable as a
Lsubtask on the task "{fact-checking_object}".

J

Figure 9: Instruction for the Appraiser agent to check
whether the new proposed test scenario is suitable to be
added into the current taxonomy.

content instead of the generation model’s creativity.
First of all, the Wikipedia search API is called to
coarsely check the credibility of the auxiliary infor-
mation if the test scenario is under the [evidence]
mode. Then the specific prompt is curated finely as
shown in Figure 11.

Evaluator. Some recent pioneering benchmark
work (Zheng et al., 2023; Dubois et al., 2024;
Cheng et al., 2024) used LLM-as-a-judge to ask
the strong LLM to compare model responses to a
static dataset of questions. The prompt template
of the question {SC, AT} for the reference answer
of the Evaluator and the answer of the target LLM
is shown in Figure 12. The model’s judgments
achieved over 80% agreement with human pref-
erences, proving the usability of using LLMs to
evaluate response quality. Inspired by the previous
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rFact—checking is an important capability of LLMs, where the LLM h
should analyze textual information to identify the factuality of the source
claim. Here, the LLM must be tested to accurately assess the factuality of
the information presented within the source claim according to the claim
itself or the auxiliary information.

Here is a taxonomy for the fact-checking task:
{taxonomy}

Step 1: Please read the provided initial taxonomy carefully. Based on this,
please generate 10 test cases of "{test_scenario}" category, to test if
language models can accurately identify facts or misinformation in the
source claim on task "{test scenario}".

Step 2: When generating each test case, consider which one of the three
optional test modes is the most suitable: [claim], [evidence], and [wisdom
of crowds] for each case.\n For [claim], the factuality can be verified
according to the source claim itself;\n For [evidence], the factuality of the
source claim needs to be verified according to the attached evidence
set;\n For [wisdom of crowds], the factuality of the source claim needs to
be assessed from the simulated conversation tree of user comments on
social media.

Step 3: Based on the selected test mode in Step 2, if not the [claim] mode
is selected, generate the auxiliary information "auxiliary_info" for the
source claim. If else, "auxiliary_info" is empty.\n For "auxiliary_info" of
[evidence], please ensure that: 1) more than three pieces of evidence are
in "auxiliary_info", and 2) the provided pieces of detailed evidence in
"auxiliary_info" must only be ground truth quoted directly and solely
from Wikipedia word for word (without any personal insight), where
different amounts of supported, refuted, and neutral evidence to the
source claim should be included;\n For "auxiliary_info" of [wisdom of
crowds], please ensure that: 1) the depth of the conversation tree in
"auxiliary info" must be more than two, and 2) the hierarchical
conversation tree in "auxiliary_info" can be noisy but valuable to help
verify the source claim.

Step 4: "Key_point" is a short sentence that summarizes the key point
you want to test the language model, clearly stating the target content to
be fact-checked. The constraints on "{test scenario}" should be explicitly
expressed. Besides, your test cases should cover common topics in fact-
checking and different test modes mentioned before, to increase prompt
diversity. Please be as diverse as you can but focus on "{test scenario}"
and ensure the prompt is text-only (no multimodal).

Step 5: Repeat Step 1-4 for each test case and then form all the test cases
into a JSON format. The "test_mode" of the test cases should include
[claim], [evidence], and [wisdom of crowds].

Please reply strictly in the following format:

Step 1 "source_claim":

Step 2 "test_mode":

Step 3 "auxiliary_info":

Step 4 "key point":

Step 5 Repeat Step 1-4 for each test case and then output one final JSON
format: {"test_casel": {"key_point": string(...), "test_mode": string(...),
"prompt": {"source_claim": string(...), "auxiliary_info": string(...)} },
ltcsticasc2": {..}s e )

Figure 10: Instruction for the Inquirer agent to generate
the prototype fact-checking data.

rszt—(:hecking is an important capability of LLMs, where the LLM h
should analyze textual information to identify the factuality of the source
claim. Here, the LLM must be tested to accurately assess the factuality of
the information presented within the source claim according to the claim

itself or the auxiliary information.

Please judge whether the new test cases "{new_data}" are suitable as
diverse and comprehensive exam questions on the subtask "
{test_scenario}". The judgment criteria are as follows:

1. Each claim of the new test cases should be important and meaningful
to the task "{test_scenario}", avoiding unnecessary ambiguity in the key
point.

2. If "auxiliary_info" is not empty in each of the new test cases, it can be
noisy but must be helpful to the fact verification process; If

"auxiliary info" is empty, just keep it empty.

3. If "test_mode" is [claim], "auxiliary info" must be empty.

4. If "test_mode" is [wisdom of crowds], please check "auxiliary info"
that: a) the user comments in "auxiliary info" should be valuable enough
as the wisdom of crowds for fact verification and b) the depth of the
propagation conversation tree composed of the user response in
"auxiliary_info" must be a random integer more than two.

5. If "test_mode" is [evidence], please check "auxiliary_info" that: a) four
or more random pieces of evidence are in "auxiliary_info", and b) the
provided pieces of detailed evidence in "auxiliary_info" must be ONLY
ground truth based on Wikipedia or other authority, where all supported,
refuted, and neutral evidence to the source claim should be included.

6. The fact-checking topic in each test case should be diverse enough and
sufficiently different from each other.

If the new test cases are judged suitable as the exam questions on the
subtask "{test_scenario}" by checking the judgment criteria, please
ONLY keep the original content "{new_data}" as output in a JSON
format: [json]; If there is one test case not conforming to the judgment
criteria, you have to revise and improve the original content "
{new_data}" to conform to the aforementioned judgment criteria, and
\ONLY output the improved test cases in a JSON format: [json]. y

Figure 11: Instruction for the Quality Inspector agent to
improve the quality of the fact-checking data.

This is a fact-checking task. Please directly verify the factual accuracy of
the statement provided below. Your response should conclude whether
the statement in the question is Factual, Non-Factual, or Not Enough
Information based on the claim itself, or an attached evidence set, or a
given conversation thread of user replies.

Question: {question}
Answer: [Factual, Non-Factual, or Not Enough Information]
Justification:

Figure 12: Instruction for generating the reference an-
swer of the Evaluator agent and the answer of the target
LLM for fact-checking data.

literature, we employ an Evaluator agent to eval-
uate the response of the target LLM in a scoring
and comparison-based manner. First, we employ
three agent controllers (temperature = 1.0) with the
currently dominant LLM GPT-40, to vote a rela-
tively perfect answer in a self-reflection manner.
Nevertheless, to further ensure the quality of the
reference answer, we made another judgment agent
role (temperature = 0.0) to check the content of the
reference answer generated by the Evaluator agent,
where the prompt is shown in Figure 13.

In this way, we can alleviate the potential mis-
takes in the reference answer. Then, we employ
the scoring prompt (Zheng et al., 2023), to elicit an
evaluation output consisting of a grade and a com-
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Fact-checking is an important capability of LLMs, where the LLM
should analyze textual information to identify the factuality of the source
claim. Here, the LLM must be tested to accurately assess the factuality of
the information presented within the source claim according to the claim
itself or the auxiliary information.

Please judge whether the answer " {refer_answer}" is accurate and
reasonable for the question " {fact-checking_data}" with the subtask "
{test_scenario}" to be examined.

If the answer is correct and reasonable, please ONLY output the original
answer "{refer_answer}" in a string format; If not, please revise and
improve the original answer " {refer_answer}" to be more precise, and
ONLY output the improved answer in a string format.

Figure 13: Instruction for the Evaluator agent to ensure
the quality of the reference answers for fact-checking
data.

r[]nstruction]\n Please act as an impartial judge and evaluate the quality of‘
the response provided by an Al assistant to the fact-checking question
displayed below. Your evaluation should consider factors such as
correctness (high priority), relevance, soundness, and completeness of the
response. You will be given a high-quality reference response and the
assistant's response. Begin your evaluation by comparing the assistant's
response with the reference response. Identify and correct any mistakes in
the answer and its justification. Be as objective as possible. After
providing your explanation, you must rate the response on a scale of 1 to
10 by strictly following this format: "[[rating]]", for example: "Rating:
[[5]1]". Please do not score higher than 3.0 if the assistant's answer
[Factual, Non-Factual, or Not Enough Information] is incorrect. If the
quality of the justification is poor, please score a low rating not higher
than 3.0, even if the answer is correct.\n\n [Question]\n {fact-
checking_data}\n\n [Key Point]\n {key_point}\n\n [The Start of
Reference Response]\n {refer_answer}\n [The End of Reference
Response]\n\n [The Start of Assistant's Response]\n {Target

LLM answer}\n [The End of Assistant's Response]", "output_format": "
L[[rating]]"

v

Figure 14: Instruction for the Evaluator agent to con-
duct the fact-checking evaluation in an LLM-as-a-Judge
manner.

ment on the response of the target LLM. Specifi-
cally, the prompt is devised as shown in Figure 14.

Note that in our designed evaluation setup, a
Grade of three or below (on a ten-point scale) was
selected to represent errors in the target LLM’s re-
sponse, based on our analysis of quality differenti-
ation and the practice of previous literature (Cheng
et al., 2024). This threshold effectively captures
significant issues in either the verdict prediction
or justification production stages, ensuring that
only responses demonstrating an adequately reli-
able quality receive a higher score. As we employ
the ten-point scale in the evaluation, considering
different levels of uniform division, a grade under
4.0 naturally represents a low level, while 7.0 is
the dividing line between medium and high levels,
which is a reasonable setting in our evaluation sys-
tem. This threshold was determined through care-
ful consideration of maintaining strict reliability
and consistency across the subsequent introduced
evaluation metrics.

Prober. All the evaluation output and fact-
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checking data would be recorded in a memory pool.
Based on the collection of the evaluation history
in the memory pool, we deploy a Prober agent
(temperature = 1.0) to further explore more com-
prehensive fact-checking data to query the target
LLM. The concrete instruction prompt is designed
as shown in Figure 15.

For the baselines, we conduct extensive exper-
iments in FACT-AUDIT to evaluate a total of 13
representative target LL.Ms:

* Mistral-7B: A highly efficient 7-billion pa-
rameter open-source large language model
optimized for performance, offering state-of-
the-art results in various natural language pro-
cessing tasks while maintaining lightweight
computational requirements. We specifically
utilize the “Mistral-7B-Instruct-v0.2” version.

Llama2-7B: An advanced 7-billion parameter
open-source large language model developed
by Meta, designed to deliver strong perfor-
mance in natural language understanding and
generation tasks, with fine-tuning options for
specialized applications. We specifically uti-
lize the “Llama-2-7b-hf” version.

Llama2-13B: A 13-billion version of LLaMA
2 series. We specifically utilize the “Llama-2-
13b-hf” version.

Llama3-8B: An 8-billion parameter large lan-
guage model released by Meta in April 2024
as part of the LLaMA 3 series, optimized
for dialogue and conversational tasks with
the ability to generate natural language text.
We specifically utilize the “Meta-Llama-3-8B-
Instruct” version.

Llama3.1-8B: An 8-billion parameter large
language model released by Meta in July
2024, supporting multilingual dialogue with a
128,000-token context window, designed for
various natural language processing tasks. We
specifically utilize the “Meta-Llama-3.1-8B-
Instruct” version.

Llama3.1-70B: A 70-billion version of
LLaMA 3.1 series. We specifically utilize
the “Meta-Llama-3.1-70B-Instruct” version.

Qwen2.5-7B: A 7-billion parameter large lan-
guage model from the Qwen2.5 series, offer-
ing enhanced capabilities in coding, mathe-



Kl"his task involves generating test cases for the fact-checking task. Fact- )

checking is an important capability of LLMs, where the LLM should
analyze textual information to identify the factuality of the source claim.
Here, you need to ask the LLM to be tested to accurately assess the
factuality of the information presented with the claim itself, or auxiliary
information.

Previous Prompts:

Prompt: {fact-checking data_1}
Key Point: {key point 1}
Score: {grade_1}

Prompt: {fact-checking data 10}
Key Point: {key point_10}
Score: {grade 10}

The objective is to create new prompts that are challenging for the
language model, with a focus on diverse types of instructions about "
{test scenario}". Each prompt should be solvable by a language model
completely, and aimed at achieving a lower score (indicating difficulty
and complexity).

Guidelines for Creating New Prompts:

1. Each prompt to be fact-checked should be solvable by a language
model (no visual task) and should contain all necessary information.

2. Understand how factuality in the Prompt is discerned by the tested
model as shown in its Answer and the comment on the score.

3. Aim for prompts that would result in a low score (less than 3.0),
indicating a high level of complexity and difficulty of the question that
requires more effort to identify the factuality or misinformation.

4. Do not repeat topics across different instructions in the previous
prompts to maximize diversity.

5. The "key_point" should be no more than 15 words and summarize the
key points of the prompt to clearly state the target content to be fact-
checked.

6. The "test_mode" should be one of the three options: 1) [claim], (i.e.,
only the source claim), or 2) [evidence], (i.e., additional contrastive
evidence based on Wikipedia), or 3) [wisdom of crowds], (i.e., user
comments on social media).

7. The "auxiliary info" should be provided according to the "test mode":

if not the [claim] mode is selected, generate the auxiliary information

"auxiliary info" for the source claim. If else, "auxiliary_info" is empty.\n
For "auxiliary_info" of [evidence], please ensure that: 1) more than three

pieces of evidence are in "auxiliary_info", and 2) the provided pieces of
detailed evidence in "auxiliary_info" must only be ground truth quoted
directly and solely from Wikipedia word for word (without any personal
insight), where different amounts of supported, refuted, and neutral
evidence to the source claim should be included;\n For "auxiliary _info"
of [wisdom of crowds], please ensure that: 1) the depth of the
conversation tree in "auxiliary_info" must be more than two, and 2) the
hierarchical conversation tree in "auxiliary info" can be noisy but
valuable to help verify the source claim.

8. Please focus on "{test_scenario}" constraints, and ensure that upon
careful consideration a human fact-checker with commonsense can
identify the factuality of the new prompt.

9. The new prompt should be STRICTLY within 512 words and should
not be too long.

Please generate a new test case. Output in a json format: {"key_point":
string(...), "test_mode": string(...), "prompt": {"source claim": string(...),
Cauxiliary_info": string(...)} }.

J

Figure 15: Instruction for the Prober agent to generate

more diverse and unseen fact-checking data.

matics, and instruction following, with sup-
port for over 29 languages and a context
length of up to 131,072 tokens. We specif-
ically utilize the “Qwen2.5-7B-Instruct” ver-
sion.

Qwen2.5-72B: A 72-billion version of Qwen
2.5 series. = We specifically utilize the
“Qwen2.5-72B-Instruct” version.

GLM4-9B: An open-source large language
model developed by Zhipu Al, featuring 9 bil-
lion parameters and supporting 26 languages,
including Japanese, Korean, and German. We
specifically utilize the “glm-4-9b-chat” ver-
sion.

Gemma2-9B: An open-source language
model developed by Google, trained on 8 tril-
lion tokens of diverse data, including web doc-
uments, code, and mathematical texts, to de-
liver state-of-the-art performance across var-
ious natural language processing tasks. We
specifically utilize the “gemma-2-9b-it” ver-
sion.

Gemini-Pro: A multimodal large language
model developed by Google DeepMind, de-
signed to process and generate text, audio, and
visual data, offering advanced reasoning and
planning capabilities across various tasks. We
specifically utilize the “Gemini-Pro” version.

Claude3.5-Sonnet: ~ Anthropic’s most ad-
vanced large language model, offering en-
hanced reasoning, coding proficiency, and vi-
sion capabilities, with a 200,000-token con-
text window and improved speed and cost ef-
ficiency. We specifically utilize the “claude-3-
5-sonnet-20240620 version.

GPT-4o0: The latest flagship model developed
by OpenAl, designed for real-time reasoning
across audio, visual, and textual inputs. We
specifically utilize the “gpt-40-2024-05-13”
version.

To ensure the reproducibility, we set the tempera-
ture as 0.0 without any sampling mechanism.

C Evaluation Metrics

To audit the fact-checking capacities of LLMs, we
introduce three automatic evaluation metrics for
quantitative analysis: Insight Mastery Rate (IMR),
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Justification Flaw Rate (JFR), and Grade. Specifi-
cally, IMR represents the proportion of low-scoring
fact-checking responses relative to the total number
of questions, where a Grade of three or below (on a
ten-point scale) indicates errors in the target LLM’s
response, as the Evaluator agent was additionally
instructed not to assign a grade higher than three if
the target LLM underperformed in either the ver-
dict prediction or justification production stages.
Specifically, the IMR metric can be formulated as
follows:

__ Number of Tests with Grade < 3.0

IMR Total Number of Tests

“

where IMR represents the degree of mastering the
fact-checking limitation insight of target LLMs.

JFR denotes the percentage of cases where the
target LLM conducted correct verdict prediction
yet had poor justification, based on the conditions
set by IMR. Specifically, the JFR metric can be
formulated as follows:

_ Number of Tests with CVPJ

FR
I Total Number of Tests

(%)

where CVPJ denotes the case that the target LLM
predicted Correct Verdict, but provided a relatively
Poor Justification.

Grade is assigned by the FACT-AUDIT frame-
work with employing the scoring prompt inspired
by Zheng et al. (2023). Overall, IMR is the domi-
nant evaluation metric.

D Quality Assurance

To guarantee the reliability of the fact-checking
data generated by FACT-AUDIT agents, 3 profes-
sional fact-checking annotators (between the ages
of 26 and 29) were asked to judge whether the qual-
ity of fact-checking data on each sample was up
to standard or not, including the source claim, the
auxiliary information in the test mode [evidence]
or [wisdom of crowds], and the reference answer.
Thus we randomly sampled 600 pieces, with 200
from each fact-checking object, across all evalua-
tions of target LLMs.

Specifically, as shown in Table 5, the annota-
tors, with the averaged intra-class agreement score
0.669, need to evaluate: 1) whether the factual
knowledge taxonomy in the categorization is suit-
able as the test scenarios in the fact-checking task,
for the quality judgment of the detailed catego-
rization; 2) whether the claim is check-worthy in
the fact-checking process, for the quality judgment

Fact-checking Data  Judgment{ Agreement?

Detailed Taxonomy 98.86 0.810
Source Claim 97.17 0.795
Relevant Evidence 87.00 0.619
Wisdom of Crowds 81.83 0.581
Reference Answer 90.33 0.762
Output Evaluation 89.02 0.658

Table 5: Human subject study on the reliability of the
FACT-AUDIT framework. The Judgment (%) means the
proportion of fact-checking data that meets the criteria,
and the Agreement denotes the average Cohen’s Kappa
between any two expert annotators.

of the source claim; 3) whether the supported, re-
futed, and neutral snippets included in the auxil-
iary information to the source claim are all ground
truth, for the quality judgment of the relevant ev-
idence as auxiliary information; 4) whether the
simulated conversation thread is valuable to con-
duct fact verification, for the quality judgment of
the wisdom of crowds as auxiliary information;
5) whether the reference answer is reasonable and
correct, for the quality judgment of the reference
answer; 6) whether the grade and comment scored
by the agent are acceptable for the auditing basis,
for the quality judgment of the output evaluation.
We can observe that: 1) The highest judgment
indicates that the taxonomy used for fact-checking
tasks is highly suitable, demonstrating the reliabil-
ity of Fact-Audit in designing test scenarios. 2)
Most source claims were judged as check-worthy,
reflecting the high quality of the claims generated
for fact-checking tasks. 3) For the provided rele-
vant evidence, while still high, the quality score
here is slightly lower. This may be due to the
complexity of the supporting, refuting, or neutral
snippets provided as auxiliary evidence. 4) For
the simulated conversation thread as wisdom of
crowds, the lowest judgment (81.83%) suggests
that extracting valuable information from simu-
lated conversations poses significant challenges.
The unstructured nature or semantic ambiguity in
dialogues may contribute to this difficulty. 5) Over
90% of the reference answers being correct reflects
their good quality. 6) Furthermore, the acceptabil-
ity of the Evaluator agent’s grades and comments
is robust, with a high-quality judgment (89.02%)
indicating reliability in the auditing process.
Detailed Taxonomy (0.810) and Source Claim
(0.795) demonstrate very high agreement, surpass-
ing or approaching the 0.8 threshold, indicating
the objectivity and reliability of these evaluations.
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Benchmark Pinocchio LLMFake FACT-AUDIT
Redundancy 2.03 2.31 1.22
Diversity 1.94 2.17 2.62
Readability 2.86 2.43 291
Coveraget 2.14 1.65 2.58
Fairness? 2.57 2.53 2.56
Suitability 2.79 2.78 2.81

Table 6: Human evaluation of the benchmark quality.

Relevant Evidence (0.619) and Wisdom of Crowds
(0.581) have lower agreement, especially Wisdom
of Crowds (0.581), which falls within the moderate
range. This suggests that these tasks involve more
subjective judgments and are more challenging to
evaluate consistently. Reference Answer (0.762)
and Output Evaluation (0.658) show reasonable
agreement, although slightly less consistent com-
pared to the detailed taxonomy and source claims.

E Comparison with Traditional
Benchmarks

We conduct the human subject study to compare
the benchmark quality of our proposed FACT-
AUDIT and two other well-known benchmarks
Pinocchio (Hu et al., 2024b) and LLMFake (Chen
and Shu, 2024) used for automated LLM fact-
checking evaluation. We randomly selected 450
samples, with 150 from each benchmark. Three
professional fact-checking annotators (between the
ages of 26-29) were asked to evaluate the data qual-
ity according to the following criteria: 1) Redun-
dancy: the repetitiveness or unnecessary duplica-
tion within the data; 2) Diversity: the variety and
range of different test scenarios set by the data; 3)
Readability: how easy it is for humans to read and
understand the content; 4) Coverage: how compre-
hensively the dataset covers the relevant subjects
or topics; 5) Fairness: whether the data presents
information in a balanced and unbiased manner;
6) Suitability: the appropriateness of the data for
automatic fact-checking evaluation. For each crite-
rion, a 3-point Likert scale was employed, where 1
meant the poorest quality and 3 the best.

The scores of human evaluation are shown in Ta-
ble 6. Note that the intra-class agreement score is
0.619 and the average Cohen’s Kappa between any
two expert annotators is 0.681. We can find that:
1) FACT-AUDIT has the lowest redundancy, indi-
cating there is minimal repetition or unnecessary
data due to the iterative probing. 2) FACT-AUDIT
achieves the highest score in diversity benefitting
from the adaptive updating, suggesting it includes

a wider variety of test senarios. LLMFake consist-
ing of LLM-generated misinformation also shows
good diversity with a score of 2.17, while Pinoc-
chio has the lowest diversity score of 1.94 since it
is curated by human beings. We further provide
the word clouds of the three benchmarks as shown
in Figure 16. 3) FACT-AUDIT also tops in read-
ability, indicating that its content is the easiest to
understand. Pinocchio follows closely with 2.86,
and LLMFake trails with a readability score of
2.43. 4) FACT-AUDIT leads in coverage as well,
suggesting it comprehensively addresses the rele-
vant fact-checking subjects or topics. Pinocchio
that focuses on complex claims scores 2.14, and
LLMFake with only fake news has the lowest cov-
erage score of 1.65, indicating a narrower scope in
addressing the intended fact-checking subjects. 5)
The three benchmarks all perform reasonably well
in fairness. 6) The scores for suitability are close
across the datasets, but FACT-AUDIT slightly leads
with 2.81, indicating its data is the most appropri-
ate for automatic fact-checking evaluation of LLM
auditing.

F Detailed Performance by Test Modes

Although the framework allows agents to au-
tonomously determine the test modes for fact-
checking data, we provide the detailed results of the
performance under different test modes as shown in
Table 7, to study the effect of different test modes.

G Diversity of Fact-checking Topics

Figure 17 allows us to analyze the performance of
the target LLLM across diverse topics using the In-
sight Mastery Rate (/MR), by taking Qwen2.5-7B
as an example. Here’s a breakdown of the model’s
performance by topic: 1) Politics: With the highest
IMR of 52.73%, the model struggles most in the
political domain, likely due to the complexity and
variability inherent in political content. 2) Finance
and Law: Both areas show relatively high IMRs of
43.64% and 43.24%, respectively, suggesting chal-
lenges in handling the intricate details and regula-
tions prevalent in these fields. 3) Education: Here,
the model achieves an IMR of 40.61%, indicating
moderate performance that could benefit from fur-
ther improvements, possibly due to the broad range
of knowledge required in educational topics. 4) Sci-
ence, Social Media, and Environment: These areas
record better performance with IMRs of 31.87%,
33.33%, and 26.25%, respectively, with the model
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Figure 16: Word clouds of the three benchmarks.
Target LLM ‘ Test Mode ‘ Complex Claim Fake News Social Rumor ‘ Overall
\ | IMR JFR Grade IMR JFR Grade IMR JFR Grade | IMR JFR Grade
[claim] 76.88 2438 3.13 6139 2194 3.87 6375 21.25 395 |68.80 22.87 3.56
Llama3.1-8B [evidence] 4438 1479 5.08 2641 11.54 6.27 44.07 1333 5.14 |38.16 1333 5.50
[wisdom of crowds] | 51.04 17.92 4.63 3444 1444 563 4593 1444 488 |4529 16.08 496
[claim] 49.67 1433 472 38.89 1222 528 5396 12.08 445 |48.86 1276 4.74
Qwen2.5-7B [evidence] 20.62 10.83 6.65 821 462 7.14 4476 429 521 |2083 731 645
[wisdom of crowds] | 55.62 792 442 2556 7.04 6.19 2095 6.67 678 |3958 740 543
[claim] 2583 20.00 6.02 23.64 1545 6.02 16.67 11.67 644 |23.05 16.67 6.11
GPT-40 [evidence] 1633 12,67 6.69 646 500 724 1139 1056 693 |10.61 877 7.00
[wisdom of crowds] | 19.39 1091 643 1222 629 690 1370 7.78 6.73 | 1540 851 6.67

Table 7: The fact-checking performance of three representative LLMs under three fixed test modes, respectively.
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Figure 17: The IMR performance on diverse fact-
checking topics.

performing best in environmental topics. This sug-
gests a stronger grasp in handling fact verification
in these less politically or economically charged
domains. 5) Healthcare: Excelling with the lowest
IMR of 24.32%, this indicates that Qwen2.5-7B
is particularly adept at processing and verifying
facts in the healthcare sector, likely due to effective
training or inherent capabilities in understanding
medical contexts.

In summary, Qwen2.5-7B exhibits varied per-
formance across different topics, facing the most
significant challenges in politics, finance, and law,
while showing strengths in healthcare, science, and
environmental areas. This variability may point
to differences in the volume and quality of train-
ing data or the model’s ability to process specific
types of information within these domains. Areas
of underperformance may benefit from targeted
improvements in model training or enriched data

inputs to enhance fact-checking in diverse topics.
This also highlights the advantage of our frame-
work that could investigate the target LLM dynam-
ically in diverse aspects without the constraints of
static data.

H Discussion of Adaptive Updating

As shown in Figure 4, the most challenging test
scenario “Aggregated Statistical Reasoning” was
additionally excavated by FACT-AUDIT during the
Adaptive Updating stage. This reaffirms that the
Adaptive Updating stage could explore more di-
verse and challenging test data as the research state-
ment claimed in §3. Besides, the Adaptive Updat-
ing stage totally designed 4, 3, 1 new challenging
test scenarios where the IMR performance of target
LLM is worse than the averaged performance, for
the target LLM Qwen2.5-72B in Complex Claim,
Fake News, and Social Rumor, respectively.

I More Example Illustrations

Since we have provided a case about the GPT-40
response under the [evidence] mode on the complex
claim in §4.7, here we further provide two cases:
1) one about the Claude3.5-Sonnet response under
the [wisdom of crowds] mode on the fake news,
as shown in Figure 18; 2) one about the Qwen?2.5-
72B response under the [claim] mode on the social
rumor, as shown in Figure 19.

For the case in Figure 6, we provide the output
evaluation given by the Evaluator agent for better
explainability and reliability as follows:
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T{ey Point: Verify the news about a secret moon colony for celebrities.
Test Mode: [Wisdom of crowds]

Source Claim: A private organization has established a secret moon
colony exclusively for celebrities.

Auxiliary Info: "Userl: This must be some kind of sci-fi plot. A secret
moon colony?

User2: Even with recent space advancements, this sounds too far-fetched.
User3: I think it's a hoax. No legitimate news has covered this.

User4: Maybe a clever marketing tactic for a new movie.

User2 -> User4: Yeah, | haven't seen anything credible about such a
colony.

User5: Remember the fake Mars mission rumor? This feels similar to

Claude3.5-Sonnet Response: A
Verdict: Non-Factual. Justification: The claim that a private

organization has established a secret moon colony exclusively for
celebrities is not supported by any credible evidence or news sources.
The conversation among users indicates skepticism and suggests that it
Lis likely a hoax or a fictional concept, rather than a factual statement. )

Figure 18: Example of cases with correct verdict pre-
diction yet poor justification production of Claude3.5-
Sonnet for fact-checking the fake news.

Key Point: Confirm if the tale of alligators living in New York City's
sewers is an urban legend.

Test Mode: [Claim]

Source Claim: There are alligators living in the sewers of New York City.
Auxiliary Info: ""

/-

Qwen2.5-72B Response: 7
Verdict: Non-Factual. Justification: Thd The claim that there are
alligators living in the sewers of New York City is a well-known urban
legend. While there have been isolated incidents of alligators being
found in various parts of the city, there is no credible evidence to
support the existence of a population of alligators living in the NYC
sewer system. The urban myth likely originated from

, which is neither common nor feasible for
the alligators to survive and thrive in the sewer environment.

Figure 19: Example of cases with correct verdict predic-
tion yet poor justification production of Qwen2.5-72B
for fact-checking the social rumor.

“The assistant’s response begins by declaring the
claim about bamboo’s growth rate as "Factual,”
which is accurate given the context of the ques-
tion. It references the same credible sources as
the reference response — Wikipedia and Guinness
World Records — which state that some bamboo
species can indeed grow up to 36 inches (91 cm) in
a day under ideal conditions. This aligns with the
claim that bamboo can grow up to 35 inches, as 35
inches is slightly less than 36 inches and falls near
the same growth range.

However, the assistant makes a slight error in its
Jjustification. It states that bamboo can grow "up to
35 inches (91 cm),” but 35 inches is not equivalent
to 91 cm; 91 cm is equivalent to 36 inches. This
inconsistency introduces confusion. Furthermore,
the assistant does not adequately address the im-
portance of the specific conditions needed for such
growth, which the reference response highlights.
These are critical points that temper the general
claim about bamboo’s growth rates, suggesting

that the claim misses its completeness.

In terms of soundness and relevance, the assis-
tant’s justification is on topic as it discusses both
the claim’s veracity and the conditions affecting
growth. However, due to the critical inaccuracies
and lack of nuance regarding the context from the
reference response, the assistant’s quality suffers.

Overall, while the assistant’s conclusion is cor-
rect, the justification is flawed and lacks the neces-
sary depth to provide a thorough understanding of
the climatic conditions that affect bamboo growth.

Rating: [[2]]".

For the case in Figure 18, we provide the output
evaluation given by the Evaluator agent for better
explainability and reliability as follows:

“The assistant’s response correctly identifies the
claim as non-factual and rightly states that there
is no credible evidence to support the establish-
ment of a secret moon colony for celebrities. This
aligns well with the reference response, which also
concludes that the claim lacks verification and is
considered improbable.

However, there are a few areas where the assis-
tant’s justification could be improved:

1. **Completeness**: While the assistant men-
tions skepticism among users, it doesn’t elaborate
on the specifics of that skepticism or relate it to the
broader context of space travel challenges. The ref-
erence response includes a detailed analysis of the
skepticism expressed by multiple users and draws
a parallel to debunked rumors, providing a richer
context for understanding why the claim is implau-
sible.

2. **Relevance**: The assistant’s response is
relevant but lacks depth in discussing why the claim
is likely a hoax or a plot from a sci-fi narrative, as
mentioned in the reference response. It also misses
the aspect of comparing this claim to the fake Mars
mission rumor, which adds an additional layer of
understanding.

Overall, while the assistant’s answer is correct,
the justification provided is not as comprehensive
or informative as the reference response, which
presents a more robust analysis of the situation.

Rating: [[3]] .

For the case in Figure 19, we provide the output
evaluation given by the Evaluator agent for better
explainability and reliability as follows:

“ The assistant’s response labels the claim as
"Non-Factual," which aligns with the classification
made in the reference response. However, when
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evaluating the correctness and completeness of the
Jjustification, several points must be addressed:

1. **Correctness**: The assistant correctly
identifies the alligator tale as an urban legend.
However, the statement about isolated incidents
is somewhat misleading. While there have been oc-
casional reports of alligators being found in NYC,
these do not substantiate the claim of a thriving
population in the sewers.

2. **Soundness**: The assistant mentions the
origin of the myth regarding flushing pet alliga-
tors. This point provides context but lacks clarity
on how this contributed to the legend. The explana-
tion could be refined to better emphasize that these
incidents do not lead to a sustainable population
in the sewer system.

3. **Relevance™*: The assistant’s response is
relevant to the question. However, the mention
of isolated incidents, without a clear explanation
that these do not contribute to a rabid alligator
population, might distract from the core message.

4. **Completeness**: The response provides
most of the necessary information but lacks a direct
reference to expert consensus or evidence debunk-
ing the myth, which is an important aspect of the
Jjustification.

In summary, while the assistant’s response is
mostly accurate, it contains minor inaccuracies
regarding the significance of isolated incidents
and lacks stronger supporting evidence against the
myth, similar to the depth present in the reference
response.

Rating: [[3]] .

J  Quick Proof of Convergence

The convergence of our framework is ensured with
7(0;41]|0;, M) that ©,; is more likely to contain
the fact-checking limitations of the target LLM,
which can be formulated as:
Egi 1) Fa(@)p(@)] = Eq, (o) [Fa(@)p(z)].  (6)
It further derives that the variance of Equation (2)
keeps decreasing during iterations:
p(z) p(z)
ver [P 22 @] o
In addition, since we start from qo(z) = p(x),
there is Vary, ., < Vary, < --- < Vary, which
means that our method converges faster than direct
sampling from p(x), with the convergence speed
increasing in each iteration. This further validates
the reliability of our proposed framework.

} <Var
qi

Model Complex Claim Fake News Social Rumor | Overall
Mistral-7B 42.55 41.22 66.93 42.60
Llama2-7B 42.41 55.56 42.42 45.47
Llama2-13B 32.99 30.12 42.57 34.05
Llama3-8B 30.37 51.23 41.44 40.30
Llama3.1-8B 38.43 35.11 27.00 35.27
Llama3.1-70B 34.22 47.50 26.09 36.34
Qwen2.5-7B 25.00 38.10 14.77 25.62
Qwen2.5-72B 24.53 14.00 25.00 21.88
GLM4-9B 31.03 27.10 30.48 29.49
Gemma2-9B 67.20 79.19 52.94 67.43
Gemini-Pro 39.31 29.69 17.39 31.65
Claude3.5-Sonnet 28.66 15.56 17.95 24.48
GPT-40 30.89 27.75 13.45 72.30

Table 8: The JFR/IMR ratio of poor justification for
correct verdict prediction in bad cases.

K Ratio of Poor Justification in Bad Cases

Table 8 demonstrates the ratio of cases with poor
justifications yet correct verdict predictions and the
total bad cases with rating grades below 4.0.

L Discussion of Potential Bias

In this work, we focus on GPT-40 as the agent con-
troller, as it is widely regarded as one of the most
capable LLMs currently available. While LLM-as-
a-Judgereference-free justification evaluation intro-
duces potential bias in most generation tasks, partic-
ularly in quality evaluation, this bias is analogous
to the inherent cognitive bias observed in human
judges. Similarly, LLM judges, like GPT-40, may
exhibit biases due to their limited stored knowl-
edge. Therefore, the generated fact-checking data
may not cover all the real-world scenarios. That’s
also why we propose such an adaptive multi-agent
framework for dynamic fact-checking evaluation.
However, this does not hinder our ability to address
the research questions posed in this paper, as we
have implemented a series of measures to mitigate
these biases. Nevertheless, developing more reli-
able LLM judges remains a key challenge for future
research. In complex scenarios and cross-domain
fact-checking applications, LLM judges hold sig-
nificant potential for advancing this field. In future
research, we aim to integrate more advanced agent
configurations as LLMs continue to evolve, replac-
ing the current dominant GPT-40. Additionally, we
plan to incorporate human-in-the-loop procedures
to enhance the reliability and robustness of our
evaluation framework. This will serve as a crucial
direction for further exploration.
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